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Preface

Because of rapid developments in computer technology and computational techniques, advances in a
wide spectrum of technologies, and other advances coupled with cross-disciplinary pursuits between
technology and its applications to human body processes, the field of biomechanics continues to evolve.
Many areas of significant progress can be noted. These include dynamics of musculoskeletal systems,
mechanics of hard and soft tissues, mechanics of bone remodeling, mechanics of implant-tissue interfaces,
cardiovascular and respiratory biomechanics, mechanics of blood and air flow, flow-prosthesis interfaces,
mechanics of impact, dynamics of man–machine interaction, and more. 

Needless to say, the great breadth and significance of the field on the international scene require several
volumes for an adequate treatment. This is the first of a set of four volumes and it treats the area of
computer techniques and computational methods in biomechanics.

The four volumes constitute an integrated set that can nevertheless be utilized as individual volumes.
The titles for each volume are

Computer Techniques and Computational Methods in Biomechanics
Cardiovascular Techniques
Musculoskeletal Models and Techniques
Biofluid Methods in Vascular and Pulmonary Systems

The contributions to this volume clearly reveal the effectiveness and significance of the techniques
available and, with further development, the essential role that they will play in the future. I hope that
students, research workers, practitioners, computer scientists, and others on the international scene will
find this set of volumes to be a unique and significant reference source for years to come.
© 2001 by CRC Press LLC
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1
Finite Element Model

Studies in Lumbar Spine
Biomechanics

1.1 Background: Occupational Lower Back Disorders
1.2 Finite Element Models of the Lumbar Spine
1.3 Role of Combined Loading
1.4 Role of Facets and Facet Geometry
1.5 Role of Bone Compliance
1.6 Role of Nucleus Fluid Content
1.7 Role of Annulus Modeling
1.8 Time-Dependent Response Analysis

Vibration Analysis • Poroelastic Analysis • Viscoelastic 
Analysis

1.9 Stability and Response Analyses in Neutral Postures
1.10 Kinetic Redundancy and Models of Spinal Loading
1.11 Future Directions

1.1 Background: Occupational Lower Back Disorders

As many as 85% of adults experience lower back pain that interferes with their work or recreational
activity and up to 25% of the people between the ages of 30 to 50 years report low back symptoms when
surveyed [1]. Of all lower back patients, 90% recover within six weeks irrespective of the type of treatment
received [2]. The remaining 10% who continue to have problems after three months or longer account
for 80% of disability costs [1]. Webster and Snook [3] estimated that lower back pain in 1989 incurred
at least $11.4 billion in direct workers’ compensation costs. Frymoyer and Cats-Baril [4] estimated that
direct medical costs of back pain in the U.S. for 1990 exceeded $24 billion, and when indirect costs
predominately associated with workers’ compensation claims were added, the total cost was estimated
to range from $50 billion to $100 billion. One U.S. workers’ compensation insurance company incurred
costs for lower back pain of about $1 billion per year, whereas the total cost for carpal tunnel syndrome
in 1989 was $49 million [5]. Hence, it can be concluded that despite an increasing public attention to
cumulative trauma disorders (CTDs) of the upper extremities, occupational low back disorders account
for the most significant industrial musculoskeletal disorders (MSDs).

The prevention of low back pain is nearly impossible due to its prevalence. However, occupational
safety and ergonomic principles correctly dictate that one should reduce the physical risk factors by
worker selection, training, and administrative and engineering controls in order to diminish the risk of
severe low back injuries due to overexertions or repetitive cumulative trauma disorder of the low back
[6,7]. The fundamental inability to determine “How much of a risk factor is too much?” has been one
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of the most critical hindrances toward developing an ergonomics guideline for safe and productive manual
material-handling tasks.

Industrial low back disorder (LBD) is a complex multifactorial problem. A full understanding of it
can only be gained by considering the personal and environmental risk factors which include both the
biomechanical and psychosocial factors; the latter have been identified in the literature in the form of
predictors or exacerbators of musculoskeletal disorders [8]. However, careful review [9] of this literature
indicates that the results are inconclusive while the following factors are identified to be of significance:
monotonous work, high perceived workload, time pressure, low control on the job, and lack of social
support. As for the former factors, the results of epidemiological studies have associated six occupational
factors with low back pain symptoms. These are (1) physically heavy work, (2) static work postures, (3)
frequent bending and twisting, (4) lifting and sudden forceful incidents, (5) repetitive work, and (6)
exposure to vibration [10]. In a large retrospective survey, lifting or bending episodes accounted for 33%
of all work-related causes of back pain [11]. Troup et al. [12] have identified the combination of lifting
with lateral bending or twisting as a frequent cause of back injury in the workplace.

Parnianpour et al. [13], in their study of the fatiguing dynamic movement of the trunk against a set
resistance, were the first to report on the combined analysis of triaxial motor output and movement
patterns. They showed that during fatiguing trunk flexion and extension, there were significant reductions
in the velocity, range of motion, and total angular excursion in the intended (sagittal) plane of motion,
and a significant increase in the range of motion and total angular excursion in the accessory (coronal
and transverse) planes. The presence of more unintended motion in the accessory planes indicates a loss
of coordination and more injury-prone loading conditions for the spine. Numerous studies have dem-
onstrated that soft tissues subjected to repetitive loading show creep and stress relaxation behavior because
of their viscoelastic properties [14]. Since the internal stability of the spine is maintained by its passive
and active structures, there is an even greater need for muscular control in maintaining a given level of
spinal stability after repetitive movements. Hence, the presence of repetitive dynamic trunk exertions
increases the risk by adversely affecting the performance of the neuromusculoskeletal system (i.e., dimin-
ished control and coordination, reduction in magnitude and rate of tension generation in the muscles,
and the reduction in the stiffness of spinal tissues).

Videman et al. [15], based on their prospective cohort study among 5649 nurses, strongly suggested
that job-related factors rather than personal characteristics were the major predictors of back disorders
among nurses. Bigos et al. [16], in the “Boeing” study, showed that manual handling tasks and falls were
associated with 63% and 10% of low back compensation cases, respectively. Burdorf [17] reviewed 81
original papers concerning the LBD in occupational groups and concluded that very few studies provided
quantitative measures of the exposures. Punnet et al. [18] showed increased odds ratios of low back
disorders (determined from injury records and physical exams) for exposure to awkward postures of the
trunk in an industrial setting. The tasks with severe trunk flexion greater than 10% of cycle time had an
odds ratio (OR) of 8.9. Marras et al. [19] extended the analysis to include the dynamic components of
the trunk motion. It was shown that the mean peak sagittal trunk velocity and acceleration were 49°/sec
and 280°/sec2, respectively, while the maximum peak in the database exceeded 200°/sec and 1300°/sec2.
Furthermore, asymmetric dynamic lifting tasks were found to be more the norm than the exception [20].
The identified risk factors were: lift rates, maximum moment, peak sagittal trunk flexion, and lateral and
twisting velocities.

The inability of classical injury models or overexertion phenomena to describe the majority of indus-
trial low back disorders has motivated epidemiologists and biomechanists to search for alternative
paradigms. Hansson [21] proposed a biomechanical loading injury model to describe the possible
mechanisms for the occurrence of low-back injuries which we have further modified (Fig. 1.1). Biome-
chanical loads leading to tissue damage can be from overloading (single application of load surpassing
the tissue tolerance), repetitive submaximal loading, and prolonged static loading. Repetitive loading,
even below the yield stress of the material, may impose microdamage to the structure, depending upon
the magnitude, duration, and frequency of the loading. Due to stress relaxation, the resistance of the
material will diminish in prolonged loading, and alternative load paths may predispose the spine to higher
© 2001 by CRC Press LLC



          
risk of injury. Hence, the capacity of tolerating external loads could be affected by the time history of
loads on the structure. The diminishing capacity of the spine to respond to external loads, due to stress
relaxation and loss of stiffness after prolonged loading or cyclic submaximal loading (Fig. 1.1) can alter
the loading path within the spine. This alteration of internal loading, in conjunction with diminishing
control and coordination, may significantly increase the risk of injury to spine.

In the following sections, some essential features to be incorporated into realistic model studies of the
lumbar spine are first discussed. Predicted results of our finite element model studies relating to some
important aspects of lumbar spine biomechanics are introduced and discussed in subsequent sections.
Finally, models of spinal loading along with our current and future directions in finite element model
studies of lumbar spinal biomechanics are presented.

1.2 Finite Element Models of the Lumbar Spine

Computational methods of structural mechanics have long been successfully employed to predict the
behavior of complex biological systems [22]. The continuous evolution and availability of affordable
powerful computers, the presence of popular computational package programs treating various specific
features present in musculoskeletal systems, and recent advances in image analysis and reconstruction
have encouraged such applications. The technical difficulties, limitations, and cost involved in experi-
mental in vitro and in vivo studies as well as ethical concerns have further inspired the use of computer
model studies in various branches of orthopedic biomechanics. In view of the widespread presence of
similar approaches in different areas of science and technology, the application of computational methods
in biomechanics can only become more and more prevalent in future. Naturally, the future challenge is
to apply these methods to those areas not yet considered and to further enhance previous models to
better take into account the couplings and nonlinearities often present in physical phenomena.

It is imperative to recall that the accuracy of predictions in a model study directly depends on
underlying assumptions made in the development of the model including input data and subsequent
analysis and interpretation of results. Since it is impossible to develop and analyze a model without any
assumption, the importance in knowing the extent of influence of such simplifications on results as well

FIGURE 1.1  Possible injury mechanisms for different loadings of the human spine (modified from Hansson [21]).
© 2001 by CRC Press LLC



          
as the experience and common sense of the analyst should not be overlooked. Finally, validation of a
model by comparison of its predictions with in vitro and in vivo results should be taken as seriously as
the development of the model itself. Such comparisons should be used in fine-tuning a model that
replicates the essential features of a biological system as close as possible rather than in validation of one
that does not incorporate this essential condition. Experimental data are also required for the adequate
development and implementation of constitutive equations as well as the identification of failure modes
of biological tissues in order to enhance the accuracy and value of model predictions.

The human spine is a complex system that protects the delicate spinal cord while providing sufficient
flexibility and stiffness to adequately perform various activities. With the support and control of muscles,
the passive ligamentous column carries loads as low as those in upright standing postures and those
under heavy lifting tasks. Due to the difficulty in analyzing the system as a whole, researchers often
subdivide it into a number of regions and study them separately. Such attempts, in order to be successful,
should realistically account for the boundary conditions between regions. Due to the absence of coupling
between various regions, however, such isolated models cannot be expected to manifest all response
characteristics present at the global system. In this chapter, finite element model studies of the lumbar
functional units or motion segments (each functional unit consists of two adjacent vertebrae with
connecting ligaments and intervertebral disc) and the entire ligamentous lumbosacral spine, L1-S1,
consisting of five motion segments, are presented in order to study the biomechanics of the human spine.

Due to the three-dimensional irregular geometry, nonhomogeneous material arrangements, large
complex loadings and movements, and nonlinear response including contact at facet joints, the finite
element method of computational mechanics is the most suitable approach for the analysis of the lumbar
spine (Figs. 1.2 and 1.3). Previous finite element models of the lumbar spine have studied the response
of the disc-body-disc unit neglecting posterior elements [23-30], the entire motion segment with pos-
terior elements [31-40], multimotion segments, or the whole ligamentous lumbosacral spine [41-49].

For the prediction of reliable results under a specific condition of loading or motion, the model should
be realistic enough; that is, features of the structure that play important roles under that specific loading
condition should accurately be accounted for in the model. Some of these characteristics are 

FIGURE 1.2 A typical schema of lumbar vertebrae: (a) a transverse cross-section through the anterior vertebral
body; (b) lateral view of three vertebrae with the discs in between. The ligaments are not shown.
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1. The three-dimensional geometry of the structure including the lordosis, sagittal wedge shape of
discs and irregular facet surfaces with their gap distances and likely asymmetry.

2. The nonhomogeneity of disc annulus material as a composite collection of an amorphous matrix
(protoglycan and water) reinforced by collagenous fibers (radial variation of the collagen mechan-
ical properties and volume fraction should also be considered).

3. The facet articulation as a large displacement contact problem in which two bodies with spatial
articular surfaces could come into contact with each other, slide, and separate during the course
of deformation.

4. The nonlinearities: the geometric one is essential due to the likelihood of instability and large
displacements/strains even under moderate load levels; the material nonlinearities are essential,
particularly for ligaments and disc tissues.

5. The time-dependent response essential when long-term creep or short-term effect of rate of
loading are considered. The type of analysis as elastostatic, elastodynamic, viscoelastic, or poroelas-
tic depends on the loading and structural characteristics and response duration sought.

6. The application of load or displacements with consideration of muscle exertions, gravity and
external loads, and pelvic tilt.

7. The modification in the structure such as those expected in progressive failure or long-term
remodeling studies.

For the study of the effect of annulus material modeling on predicted stresses in both elastic [29, 50]
and poroelastic creep [51, 52] conditions, we have used a rather simplified linear axisymmetric model
of the disc-body-disc unit. The annulus tissue, nevertheless, is nonhomogeneous as a composite of a
matrix and fiber membranes, as shown in Figs. 1.4 and 1.5. Based on direct measurements of an L2-L3
lumbar motion segment, we have developed and extensively used a three-dimensional model of the joint
incorporating posterior elements, facets, and ligaments (Fig. 1.6). This model has been employed in our
nonlinear elastostatic studies [31-35, 53]; progressive failure studies [54], nonlinear poroelastic creep
analyses [40], and nonlinear viscoelstic investigations [39].

More recently, with merging computer-assisted tomography and finite element modeling techniques,
the mesh of an entire ligamentous lumbar spine, L1-S1, of a cadaver specimen has been developed [43].
The model has a lordosis angle of about 46° (the angle between the distal L1 end plate and proximal S1
end plate) and exhibits a maximum of about 2 mm lateral deviation along the height as well as facet
asymmetries at different levels. The model includes 6 vertebrae, L1 to S1, 5 discs, 10 sets of superior-
inferior articulating facet surfaces (2 at each segmental level), and a number of ligaments (supraspinous,
interspinous, posterior/anterior longitudinal, flavum, transverse, capsular, iliolumbar, and fascia); see

FIGURE 1.3 The ligaments of a lumbar motion segment attaching a vertebral body to the adjacent one.
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Figs. 1.7 and 1.8 for typical views of the mesh. Each vertebra is modeled as two independent rigid bodies,
one for the anterior body and the other for the posterior bony elements. These two bodies are attached
by two deformable beam elements oriented along the pedicles. This representation of each vertebra as a
collection of two rigid bodies attached by two deformable beams has been verified to accurately provide

FIGURE 1.4 The finite element mesh of an axisymmetric model of the disc-body-disc unit with symmetry about
the mid-disc plane. The disc annulus layers are simulated either as homogeneous orthotropic or nonhomogeneous
composite. In both cases, there is a variation in material properties from the innermost layer to the outermost.

FIGURE 1.5 Details of a fiber membrane in the nonhomogeneous representation of the annulus layers showing
the collagen fiber orientations.
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for the vertebral compliance while making the analysis cost efficient [55]. Overall, the model contains
1080 eight-node solid elements for the annulus bulk, 5760 three-node membrane shell elements to
represent collagenous fibers, 315 two-node uniaxial elements for ligaments, 278 contact points for 10
inferior facet articular surfaces, 685 target triangles for 10 superior articular surfaces, 11 rigid bodies
(two for each of L1-L5 vertebrae and one for the S1), 10 beam elements, and a total of 3020 nodal points.
The global XYZ coordinate system is set with the Z axis perpendicular to the midplane of the L3-L4 disc,
and the X and Y axes are pointed in the sagittal (positive toward posterior) and lateral (positive toward
right) directions, respectively.

In the model, the disc annulus is considered as a nonhomogeneous composite with fiber inclinations
of about 27° (or 30° in some cases), the nucleus is considered as a compressible or incompressible inviscid
fluid with the possibility to prescribe incremental changes in fluid volume or pressure, the ligaments and
disc fibers are considered as nonlinear elements with no resistance in compression and a stiffening
resistance in tension following some initial slack, and facets are considered as a large-displacement
frictionless contact problem accounting for the compliant cartilage layers. The loads are applied at upper
levels while the S1 is kept fixed. The model has been used in our nonlinear elastostatic response and
stability studies of the entire ligamentous lumbosacral spine under various loads [44-47].

FIGURE 1.6 Three-dimensional finite element model of the entire L2-L3 motion segment with symmetry about
the sagittal plane. The loads are applied through the upper vertebra while the lower one remains fixed at the bottom.
© 2001 by CRC Press LLC



     
FIGURE 1.7 A typical anterolateral view of the entire lumbar spine model including vertebrae, discs, and liga-
ments. The finite element meshes for an intervertebral disc and facet contact surfaces at a level are also shown.

FIGURE 1.8 A typical anterolateral view of two motion segments of the lumbosacral model with the middle
vertebra removed. The finite element meshes for discs, ligaments, and facet articular areas are shown.
© 2001 by CRC Press LLC



       
1.3 Role of Combined Loading

In a linear system, the response under combined loads can be computed easily by superposition of that
obtained under each of the applied loads separately. Alteration in magnitude of applied loads does not
cause any inconvenience because a simple linear operation needs to be performed. This substantially
facilitates the investigation as a repetition of analyses under various load levels and hence combinations
are not needed. The lumbar spine, however, exhibits nonlinearity in response even under moderate load
magnitudes observed in daily activities, thus requiring individual response analyses for each specific load
magnitude and combination. In this section some results related to the lumbar behavior under single
loads as compared with combined loads are presented in order to delineate this important feature of the
system.

The addition of axial compression has distinct effects on the segmental response (e.g., primary and
coupled displacements, intradiscal pressure, facet loads) in flexion, extension, lateral bending, and axial
torque. For example, the segmental stiffness decreases in flexion while it increases in extension, axial
torque, and lateral moment when an axial compression force is added. Our single-motion segment studies
predict that the segmental rotation under 15 N-m moment changes in the presence of a 1000 N com-
pression preload from 6.2° to 6.9° in flexion, 5.3° to 4.5° in extension, 6.7° to 6.2° in lateral moment,
and 2.2° to 1.7° in axial torque. The additional flexibility in flexion appears to be mainly due to the
anterior horizontal translation of the upper moving vertebra in flexion that generates additional flexion
moments in the presence of axial compression force, a nonlinear chain-effect phenomenon referred to
as P-effect. The nonlinear coupling between the axial compression and flexion moment increases with
increase in compression and/or horizontal displacement. In the remaining moment loadings, the stiff-
ening effect of the addition of axial compression on the segmental rotation is, however, primarily due
to the restricting role of facet joints. The stiffening role of facets in extension and lateral moments is
such that it even subdues the P-coupling effect that is present similar to the case of flexion moment. The
axial compression, in general, has opposite effects on the response; it stiffens the disc by generating initial
disc pressure and elongating some disc fibers, whereas it tends to soften the response by slackening
ligaments and some disc fibers as a result of shortening in the disc height.

Due primarily to the facet articulations, the presence of axial compression preload tends to markedly
increase the intradiscal pressure in flexion, whereas it slightly decreases it in extension [35]; a trend that
is supported by direct in vitro pressure measurements. The facet and ligament forces influence the net
compression force on the disc and, hence, affect the nucleus pressure as is noted in the observation of
much greater disc pressure in flexion moment than in extension moment, and the substantial increase
in disc pressure after the removal of posterior elements in the extension moment [33,56].

Another example is presented for the model of the entire lumbar spine under right axial torque of 10
N-m applied on the L1 vertebra. The right axial rotation at different levels is predicted under either no
compression preload or preloads of 800 N and 2800 N, as shown in Fig. 1.9. In the pure moment case,
coupled flexion and lateral rotations are also observed. These coupled rotations are, however, constrained
for the cases with the axial compression load in order to avoid compression instability of the system. The
results clearly indicate the stiffening effect of the presence of axial compression on rotational rigidity at
all lumbar levels and that this effect increases with the magnitude of axial compression load. The increase
in the stiffness is primarily caused by the increase in facet effectiveness if applied loads activate facet
articulations and by the nonlinear properties of disc fibers and ligaments that offer more resistance as
they are further stretched.

1.4 Role of Facets and Facet Geometry

Articulation between different bodies is a common phenomenon in the human musculoskeletal joints.
Proper consideration of contact is of prime importance in biomechanical studies of such structures. By
constraining and guiding intervertebral motions, facet joints are known to play an important role in the
mechanics of spinal segments under various loading conditions. Along with the disc and ligaments, they
© 2001 by CRC Press LLC



    
are responsible for transferring loads from one vertebral level to another; i.e., when in contact, facet
joints relieve the intervertebral disc by sharing a portion of the applied load. Load-bearing characteristics
of facet joints have been determined either indirectly by comparison of segmental response before and
after removal of facet joints [33, 53, 56-59] or directly by evaluating the facet contact forces [32, 34, 39,
45-47, 60-66].

Our studies on an L2-L3 motion segment have revealed that, under single loads, axial and extension
rotations place considerably larger loads on facets than do flexion and lateral rotations of identical
magnitude [32]. Larger flexion rotations beyond 7°, however, initiate contact resulting in relatively large
facet forces especially under heavy lifting tasks [32, 34]. Presence of twist and lateral bending in lifting
tasks (i.e., asymmetric lifts) substantially increases the load on the compression facet (i.e., the one in
contact under the applied axial torque), whereas it relieves the load on the opposite facet joint. In pure
axial compression loads of up to 5000 N, the load on each facet varies from 1 to 5% of the applied load
depending on the constraint on the coupled sagittal rotation [34].

The geometry of articular surfaces influences the load at which contact first begins as well as the
magnitude and direction of contact forces. These are due, respectively, to the initial position of adjacent
articular surfaces relative to each other and the spatial orientation of superior articular surfaces. Analysis
of regions of contact under various loads suggests three general distinct sets of contact areas (extension,
flexion, and torsion) observed primarily under extension, flexion, and torsion loadings, respectively [32].
These contact regions also influence the relative magnitude of contact forces in different directions. In
our L2-L3 single-motion segment studies, contact forces in torsion are found to be almost entirely
oriented in the lateral direction with negligible axial and sagittal components, while the reverse occurs
in extension where the lateral component of the contact force is the smallest one. In flexion, the axial
component of the contact forces is negligible, indicating that the resultant contact force is oriented nearly
in the horizontal plane.

In the model of the entire lumbar spine, the facet loads vary from one level to another and from one
side to the other. The latter variation is due to the geometry of the whole model and the asymmetry in
the facets [45]. Results for the whole lumbar spine under a combined load of right axial torque and axial
compression are shown in Figs. 1.10 and 1.11. Due to the inherent lumbar instability under compression

FIGURE 1.9 Effect of various compression preloads, P, on the total right axial rotation at different lumbar levels
under 10 N-m right axial torque applied at the L1.



     
FIGURE 1.10 Total contact force on left, L, and right, R, facets at different segmental levels under combined
loading of 800 N axial compression and 10 N-m right axial torque for the intact case, the case with the facet gap
limit (i.e., the distance between bodies below which articulation occurs) increased by 0.5 mm at all facet joints, and
subsequent to the removal of the left facet at the L5-S1 level.

FIGURE 1.11 Segmental right axial rotation at different lumbar levels under combined loading of 800 N axial
compression and 10 N-m right axial torque for the intact case, the case with the facet gap limit increased by 0.5 mm
at all levels, and when the left L5-S1 facet is removed.
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loads of such magnitude, sagittal and lateral rotations at all levels are constrained for all cases. The
presence of right axial torque tends to relieve the load on the right facets whereas it increases that on the
left facets. As the gap limit (i.e., the distance between articular surfaces below that contact and load
transfer initiate in the model) increases, the load on both right and left facets substantially increases as
compared to that in the intact model. Removal of the left facets at the distal L5-S1 level markedly increases
the load on the opposite right intact facets at the same level with forces on facets of upper levels remaining
unchanged. The associated lumbar right axial rotations for these cases under the same combined loading
are shown in Fig. 1.11, indicating the variation in intersegmental rotations at different levels and the
stiffening effect of more effective facet articulation at all levels when the gap limit is increased. Moreover,
removal of left facets at the L5-S1 level significantly increases the joint axial rotational flexibility at the
same level, while the rotation at upper proximal levels remains almost unaffected (Fig. 1.11).

The mechanism of articulation at a segmental level is a complex constraint problem affected by many
factors such as the initial gap distance, the state of articular cartilage layers, articular surface geometry,
loading, coupled motions, and the state of the intervertebral disc at the same level. Our studies have
indicated the importance of the interference gap distance in the effectiveness of the lumbar facet joints.
As the distance decreases, the resistant contact forces increase and the flexibility decreases [35, 45-47].
The likely association between facet asymmetry and disc failure has been suggested [67], but remains
a controversial issue [68, 69]. In recent experimental studies on single-motion segments, the facet
geometry has been indicated not to have a significant role in the segmental response in axial torque
[68]. In agreement with the latter study, our results suggest that the facet geometry is not the primary
factor in determining the segmental response in torsion and, hence, cannot be related to the observed
disc ruptures. The articular geometry, however, affects both the direction of resultant forces and sub-
sequent relative movements between articulating bodies. In this manner, the facet geometry likely
influences the primary and coupled motions to some minor extents. The facet gap distance and not the
facet articular geometry, therefore, appears to be the primary factor affecting the facet forces and the
joint response. A smaller gap distance and, hence, a more effective articulation could be produced by
additional loads (e.g., compression, torsion, extension), by loss of disc height and disc fluid content
occurring especially with long-term loadings (e.g., creep), and by the presence of thick nondegenerated
articular cartilaginous layers.

1.5 Role of Bone Compliance

In biomechanical response studies of various joint systems, the bony structures are much stiffer than the
remaining tissues and, hence, have occasionally been considered rigid bodies. This consideration suggests
that the joint laxity is primarily due to connective soft tissues rather than the bony structures. The rigid
simulation of bony elements is also motivated in part by the relative ease in modeling and the cost
efficiency of the analysis, particularly in a nonlinear response study. A number of biomechanical studies
have modeled bony structures as rigid bodies [45, 46, 70-74]. In the lumbar spine, loads are transmitted
from one segment to the adjacent one via soft tissues and bony structures. The latter parts are, however,
much stiffer than the former parts and, hence, are expected to play a smaller role in joint flexibility via
their internal deformations. Our previous model studies have indicated the deformability of the bony
elements and the need for their modeling as deformable solids and not rigid bodies [33, 53]. These
studies, however, did not determine the extent by which the vertebral compliance influences the joint
biomechanics.

Detailed identification of the role of vertebral compliance in joint biomechanics is essential in areas
such as prosthetic replacement of segmental elements, in vitro experimental studies, and in vivo measure-
ments of joint displacements through bony posterior elements. Changes in bone material properties are
also known to occur with aging, remodeling, and osteoporosis [75-77]. The joint biomechanics, as well
as degenerative processes, therefore, could be affected by changes in the structure and density of the bony
vertebrae. Moreover, rigid simulation of bony elements, if found reliable in yielding accurate results,
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significantly reduces the size of the numerical problem to be solved and, hence, allows for the cost-
efficient modeling of more complex musculoskeletal systems.

In order to investigate the role of bone compliance in mechanics of motion segments, five models with
different representation of bony elements are developed and analyzed under various loads. The modeling
of facet joints, intervertebral discs, and ligaments remains identical in these models. The vertebrae of the
motion segment are simulated as follows:

1. Bony elements are assumed to be deformable with realistic isotropic material properties; i.e.,
modulus of elasticity of E = 12000 MPa for the cortical bone, E = 100 MPa for the cancellous
bone, and E = 3500 MPa for the bony posterior elements [33, 53].

2. Bony elements are all assumed to be significantly stiffer with homogeneous isotropic properties
where E = 26000 Mpa.

3. Each vertebra is modeled as a single rigid body.
4. Each vertebra is modeled as a collection of two rigid bodies attached by two deformable beam

elements. The rigid bodies represent the anterior vertebral body and posterior bony elements while
deformable beam elements are placed at and oriented along the centroid of pedicles. These beams
are expected to somewhat account for the deformability of posterior bony elements. After a number
of trials, structural properties of these beams are taken as modulus of elasticity E = 3500 MPa,
initial length L = 15 mm, initial cross-sectional area A = 50 mm2, and moments of inertia Iy =
275 mm4, Iz = 150 mm4, and Jx = 500 mm4, where local rigidly moving axes x, y, and z represent
the longitudinal and two cross-sectional principal axes, respectively.

5. Bony material properties of Case (1) are reduced by a factor of 5 to model a marked reduction in
bone mechanical properties associated with loss of bone density, for example.

The finite element mesh for all cases with deformable vertebrae is similar to that shown in Fig. 1.6 while
that for Case (4) is depicted in Fig. 1.12.

Under axial compression forces up to 5000 N, the predicted axial displacements for various vertebral
models and boundary conditions are shown in Fig. 1.13. The segmental axial stiffness increases as the
coupled sagittal rotation (TY) is restrained, a trend that further continues when the sagittal translation
(DX) is also constrained. The foregoing stiffening effect is due to the articulation at the facets that tends
to cause coupled flexion in the unconstrained segment. Use of a rigid body for the whole vertebra (Case
3) is seen to considerably stiffen the segment, whereas the presence of a deformable beam connecting
two rigid bodies (Case 4) tends to partially correct the overstiffness due to the rigid modeling of vertebrae.
As for the facet forces, not shown here, Cases 1 and 3 yield nearly the same results. The facet forces
increase as the coupled motions are constrained and as the vertebral compliance is neglected [55].

During flexion moments, an increase in bone stiffness markedly increases the segmental rotational
stiffness and tensile forces in supra/interspinous ligaments. The disc pressure, facet contact forces, and
forces in disc fibers are decreased. During extension moments, stiffer bone increases the sagittal stiffness
and facet contact forces but decreases the disc pressure. During axial torques, stiffer bone noticeably
increases the rotational rigidity. Reverse trends are computed as the bone properties reduce. The predicted
segmental rotation under flexion, extension, and torsion moments are shown in Fig. 1.14 for various
models of bony vertebrae. Detailed results for various cases at 60 N-m axial torque are listed in Table
1.1, indicating that stiffer bone increases the segmental rigidity and facet contact forces but decreases the
disc pressure and forces in disc fibers. Reverse trends are predicted as bone mechanical properties are
reduced. The use of deformable beam elements in addition to rigid bodies is found to yield results
comparable with those computed with realistic material properties for bony vertebrae.

Alteration in the relative stiffness of bony elements noticeably affects the joint biomechanical response
in terms of both the gross response and the state of stress and strain in various components. The extent
of change depends on the magnitude and type of applied loads. The results of this investigation suggest
that changes in bone properties associated with the aging, remodeling, and osteoporosis could have
marked effects on mechanics of the human spine. Alteration in the stress distribution due to changes in
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bone properties could initiate a series of action and reaction that may accelerate the process of remodeling
and segmental degeneration.

Presence of adjacent vertebrae in a multisegmental model in which ligaments and facet joints of
neighboring segments apply opposite forces on the posterior elements of the vertebra in between could
diminish the extent of the above predicted changes only if the opposing forces are of nearly the same
magnitude. This, however, has been found not to be the case in our model studies of the entire lumbar
spine subjected to single moments [45, 46]. Under axial compression force, due primarily to facet
articulation, the vertebrae are found to experience rotations at the posterior elements different from
those at the anterior body. In compression loads, the difference is much larger in the sagittal plane at
the L5 vertebra. Under 800 N axial compression force, the posterior elements of the L5 vertebra rotate
1.4° in flexion in comparison with the L5 anterior body. This difference further increases in a more
lordotic posture, in the presence of right axial torque and when the L5-S1 nucleus fluid content is lost.
The increase of compression load to 2800 N substantially increases the foregoing difference in rotation
at the L5 level to 4.1°; that is, while the L5 anterior body is restrained in sagittal rotation, the L5 posterior
elements rotate 4.1° in flexion. Such marked differences in rotations point to the level of stress at the

FIGURE 1.12 Two cross-sections showing the finite element model of the motion segment with each vertebra
represented as a collection of two rigid bodies attached by two deformable beam elements (model D).
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posterior bony elements, particularly in the pars interarticularis and pedicles. These stresses are caused
by the facet contact forces as the posterior ligaments are negligibly loaded in neutral postures. In view
of the effect of fatigue and creep on bone failure properties [78, 79], prolonged neutral postures, especially

FIGURE 1.13 Effect of vertebral modeling and boundary conditions on the axial response in axial compression
force. A: vertebrae with realistic material properties; C: each vertebra as a single rigid body; D: each vertebra as a
collection of two rigid bodies attached by two deformable beam elements; TY: coupled sagittal rotation of upper
vertebral body; DX: coupled sagittal translation of upper vertebral body.

FIGURE 1.14 Effect of vertebral modeling on the segmental response under various moments. A: vertebrae with
realistic material properties; B: vertebrae with material properties increased; C: each vertebra as a single rigid body;
D: each vertebra as two rigid bodies attached by two deformable beams; E: vertebrae with reduced material properties.
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in degenerated discs, could play a role in the pathomechanics of spondylolysis [80-82]. The foregoing
results also indicate the likely error involved in the extrapolation of results of in vivo measurements
through external systems attached to the spine (usually by insertion of pins to bony spinous processes)
directly to corresponding intervertebral motions [83 84].

1.6 Role of Nucleus Fluid Content

The nucleus pulposus portion of intervertebral discs is generally recognized as playing an important role
in the mechanics of the lumbar spine. Previous studies have demonstrated the role of disc fluid content
on the segmental response by either removing the entire nucleus material (i.e., total nucleotomy) or
altering its volume or pressure [28, 33, 53, 85-89]. The nearly hydrostatic pressure in normal or slightly
degenerated nuclei [90, 91] increases the disc stiffness directly by resisting the applied compression force
and indirectly by prestressing the surrounding annulus layers. The confined nucleus fluid may be lost
into surrounding tissues as a result of disc prolapse, end-plate fracture, or diffusion. It could also be
resolved by injection of nucleolytic enzymes utilized to treat disc herniation. Moreover, it may be removed
during surgery (i.e., partial or total nucleotomy) or could mechanically alter with age and degeneration
to become semisolid and dry. Such changes are expected to alter not only the disc pressure and volume
but also the global response as well as the state of stress and strain in the whole structure. The role of
disc fluid content in lumbar degenerative processes has been indicated and discussed by a number of
researchers [92-95].

Using a novel approach [96], the effect of arbitrary changes in the nucleus fluid content or pressure
on the detailed response of lumbar motion segments has been investigated under various preloads [31].
That is, prescribed changes in fluid content or pressure have been considered to act as additional loading
conditions even when external loads remain unchanged. A loss or gain in nucleus fluid content reaching
incrementally to a maximum value of 12% of its initial volume (i.e., about 0.73 cc for the segmental
model used for sagittally symmetric loads and 0.80 cc for the model with nonsymmetric loads) is
considered in the presence of various preloads. The intradiscal pressure is directly related to the disc fluid
content; the pressure rises as the fluid content increases and drops as it decreases, as shown in Fig. 1.15,
for various loading cases. The absolute change in disc pressure is seen to be greater as fluid content is
increased. In terms of segmental rigidities, gain in fluid content increases the stiffness substantially in
axial compression alone and combined with axial torque, while it increases slightly in combined flexion
and lateral loadings (Fig. 1.16). In extension loading, a reverse trend is observed in which the segmental
stiffness decreases as the fluid content increases. Under all loads, contact forces transmitted through facet
joints markedly decrease with fluid gain while fluid loss tends to noticeably increase facet loads. Reverse
trends are computed for disc fiber forces, which increase with fluid gain and decrease with fluid loss, with

Table 1.1 Predicted Results for Various Cases Under 60 N-m Axial Torque

Case A B C D E

Axial rotation (deg) 5.6 3.9 3.6 4.8  9.0
Coupled rotations (deg):

Lateral 0.7 0.4 0.2 0.6 1.4
Flexion 1.2 1.0 0.9 1.2 0.9

Disc pressure (MPa) 1.02 0.94 0.94 1.05 1.05
Total facet force (N) 892 1140 1153 883 638
Total fiber force (N):

Innermost 462 455 454 473 454
Outermost 1627 1332 1308 1600 2077

Note: A: realistic deformable material properties for vertebrae; B: much stiffer properties
for bony vertebrae; C: a single rigid body for each vertebra; D: each vertebra as a collection
of two rigid bodies attached by two deformable beams; and E: reduced properties for
vertebrae.
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changes more evident at inner fiber layers than at outer ones. A fluid gain, therefore, increases the load-
carrying contribution of disc and ligaments in the segment, whereas it reduces the effectiveness of facets
in supporting loads. Reverse trends are observed in the event of a fluid loss.

In the model of the entire lumbosacral spine, nucleus fluid loss at a segmental level is computed to
significantly influence the response at that level only. For example, a loss of 0.26 cc at the L4-L5 disc (i.e.,

FIGURE 1.15 Variation of intradiscal pressure with percentage changes in the nucleus fluid content under a
compression load of 1000 N with and without moments. Extension: 12 N-m; flexion: 12 N-m plus 200 N anterior
shear force; lateral: 12 N-m; torsion: 15 N-m.

FIGURE 1.16 Effect of changes in the nucleus fluid content on the overall segmental displacement under 1000 N
axial compression with and without moments. Extension: 12 N-m; flexion: 12 N-m plus 200 N anterior shear force;
lateral: 12 N-m; torsion: 15 N-m.
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3% nucleus fluid loss) under 10 N-m right axial torque primarily affects the response at the altered level
only. The segmental rotation and total force on compression facet increases from about 1.86° to 2.07°
and from 78 N to 97 N, respectively, while the disc pressure decreases from 0.13 MPa to nearly nil. In
another study on the entire ligamentous lumbosacral spine with constrained sagittal and lateral rotations
under 800 N axial compression force, a fluid loss of 0.96 cc (i.e., 11% of initial volume) at the L4-L5 disc
nucleus decreases the disc pressure from 0.68 MPa to 0.17 MPa while it increases forces on the left and
right facets from 21 N and 12 N to 39 N and 20 N, respectively, and the segmental axial displacement
from 0.79 mm to 1.58 mm. The response at remaining intact levels is not noticeably altered.

As the nucleus loses its content and becomes semisolid, it carries less and less load and at the same
time its support for inner annulus layers diminishes. That is, loads on the disc annulus and facets increase
while fiber layers carry smaller tensile force and may become lax. Consequently, inner annulus layers,
under larger compression and smaller lateral support, become unstable and bulge inward into nucleus
space [31]. Inward instability of inner annulus layers reduces the compressive strength of the disc and,
in turn, causes further reduction in the disc height, a process that can be accelerated in the presence of
circumferential clefts frequently observed in the disc annulus. Loss of nucleus fluid content, hence, tends
to predispose disc layers to lateral instability and disintegration. With further disruption of annulus layers
toward outer layers, the complete loss of disc mechanical function similar to that observed in advanced
stages of disc degeneration might result.

In view of the mechanical functions of the disc nucleus discussed above, it becomes apparent that
modest values of intradiscal pressure (not excessive values) under daily activities may be desirable. Since
flexion moments increase the disc pressure more than extension moments [35], modest flexion postures
might be recommended over extension postures. Moreover, foregoing results indicate that fluid loss
markedly decreases the tensile strains in disc fibers and, hence, the risk of disc rupture in heavy lifting
tasks. In contrast, it significantly increases the loads on facet joints under all loading conditions. It may
then be concluded that loss of disc fluid (for example, following a creep long-term loading or, to some
extent, the disc degeneration) appears to shift the risk of injury from disc annulus to facet joints.

1.7 Role of Annulus Modeling

The annulus region of intervertebral discs is comprised of a series of concentric laminated bands each
containing relatively strong collagenous fibers embedded in a matrix of ground substance. Since the latter
is a soft material, collagen fibers are expected to play an important role when the disc annulus undergoes
tensile strains. The annulus fibrosus is, therefore, a nonhomogeneous material with direction-dependent
properties. Realistic representation of this structure is necessary for reliable prediction of stresses in its
constituent materials. In homogeneous models of the disc annulus, orthotropic or isotropic, there is no
distinction between the matrix and fibers. That is, each layer is assumed to be macroscopically homo-
geneous. Alternatively, a nonhomogeneous fiber reinforced model represents an annulus layer as a
composite of collagenous fibers embedded in a matrix of ground substance, each considered by distinct
elements with different material properties.

Although both foregoing composite models of the disc annulus may accurately predict the gross
response of the disc (i.e., overall displacements, horizontal bulge, and disc pressure), such cannot be
expected in terms of computed stresses. In other words, no matter how the annulus fibrosus is modeled,
the material properties may be adjusted so as to predict displacements and strains comparable with results
of in vitro measurements carried out under similar loading and boundary conditions. However, such
agreement in displacements or strains in no way guarantees similar agreement between the computed
and measured stresses; i.e., for the same displacements different stress conditions are evaluated in these
models. The authors have proposed and extensively used a nonhomogeneous material model for the disc
annulus [28, 31-33, 45, 46, 53]. In this section, two equivalent models of the disc annulus are developed
and used to compare the predicted displacements and stresses in a linear axisymmetric model of the
disc-body-disc unit under axial compression (both short-term elastic and creep poroelastic conditions)
and axial torque (short-term elastic analysis only).
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In the nonhomogeneous model, the annulus fibrosus is modeled as a composite of collagen fiber layers
reinforcing an isotropic matrix of ground substance as shown in Figs. 1.4 and 1.5. A collagen volume
fraction of 16% is assumed. Based on our earlier studies [28, 33, 53], the linear modulus and thickness
of eight fiber membranes (see Figs. 1.4 and 1.5) are chosen as given in Table 1.2. In each layer, the fibers
are inclined in both + and – directions. For the matrix, in elastic studies, the isotropic elasticity modulus
of E = 4 MPa and Poisson’s ratio of ν = 0.45 are assumed. In the creep poroelastic model, using the
coupled diffusion-deformation analysis of the ABAQUS finite element program [97], the matrix is
modeled by a drained modulus of E = 2.5 MPa, drained Poisson’s ratio of ν = 0.1, permeability of
κ = 0.3 × 10-15 m4/N-s and voids ratio of e = 2.3 [51, 52].

In the homogeneous model of the annulus, assuming transverse isotropy in the plane normal to fibers,
the five unknown moduli are evaluated on the basis of equivalence of the foregoing two models. That
is, the properties are chosen so that samples of both models result in identical displacements under equal
forces. Unknown material properties of this model are, therefore, uniquely calculated for each annulus
layer being dependent on the fiber modulus, fiber volume fraction, and two moduli of the matrix. These
properties are given in Table 1.3 for the innermost and outermost layers only. In creep poroelastic studies,
the equivalent drained moduli are also calculated in a similar way based on the fiber volume fraction,
fiber modulus, and matrix drained moduli. The permeability and voids ratio remain the same as those
in the nonhomogeneous model.

For the analysis of the disc-body-disc unit in axial compression (elastic and poroelastic), the adjacent
fibers in both +α and –α directions are combined in a single equivalent layer. In this manner, for both
homogeneous and nonhomogeneous models, the coupling between shear stresses in the θR and θZ planes
and strains in the remaining directions are neglected. Under the axial torque loading, fibers running
opposite to the direction of the applied torque are compressed and, hence, should not play a load-bearing
role. For this loading case, the finite element formulation is modified to incorporate a general non-
restricted form of stress-strain relations. The membrane layers are, therefore, reinforced by fibers in the
+α direction only. The equivalent material properties for the homogeneous orthotropic model are
subsequently evaluated, accounting for the modified fiber volume fraction.

As expected, the gross response in terms of displacements, strains, and disc pressure are almost identical
in both models under 0.5 mm downward elastic axial displacement, 5 N-m axial torque (Table 1.4), and
400 N creep compression (Table 1.5). Variation of the fiber angle from 0° to 90° in axial torque demon-
strates that the disc stiffness and pressure are maximum at the fiber angle of α = 45° (Table 1.6). In axial
compression, however, the axial and horizontal stiffnesses as well as disc pressure are highest at the fiber
angle of α = 0°.

Despite almost identical strains and displacements under various loads, different stress results are pre-
dicted depending on the annulus model utilized. For example, the stress results in annulus circumferential
planes (θZ) along the radius at mid-height plane under 5 N-m axial torque are shown in Fig. 1.17 for both
models. Had the fibers in the –30° direction been modeled as well, the normal hoop and axial stresses would

Table 1.2 Distribution of Fiber Membrane Properties Among Eight Layers

Layer Innermost 2 3 4 5 6 7  Outermost

Thickness (mm) 0.047 0.102 0.112 0.127  0.147 0.167 0.186 0.097
Modulus (MPa) 195 210 225 240 255  270 285 300

Table 1.3 Equivalent Material Properties for the Orthotropic Model of the Annulus

Modulus E(ω)a Mpa E(R) = E(Z) Mpa G(ω) MPa (Rω) (RZ)

Innermost layer 25.90 4.83 1.38 0.084  0.750
Outermost layer 66.23 4.94 1.38 0.034  0.791

aOrthogonal axes (R-ω-Z) represent the material principal directions, with ω being in the direction
of fibers.
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have been computed to be null everywhere. Similar to the case in axial compression, the normal stresses
are seen to be much smaller in nonhomogeneous models and remain compressive everywhere. In contrast,
these stresses are tensile in the homogeneous model. The shear stresses in circumferential planes (θZ) are
also smaller in the former model. The foregoing differences in bulk stresses are due to the tensile membrane
stresses, which are shown in Fig. 1.18. Similar differences between annulus models are computed under
creep loading of 400 N, as shown in Figs. 1.19 and 1.20. In comparison with stresses in the homogeneous

Table 1.4 Overall Response for Both Material Models in 5 N-m Axial Torque (α = +30°)

Anulus Model Axial Rotation(°) Disc Pressure (MPa) Disc Bulge (mm)

Nonhomogeneous 2.50 0.105 -0.159
Homogeneous 2.52 0.106 -0.159

Table 1.5 Overall Response for Both Material Models in 400 N Compression (α =30°)

Axial Displacement (mm) Disc Bulge (mm)
 Disc Central 

Pressure (MPa)

Time (s) 25 3925 25 3925 25 3925
Nonhomogeneous 0.473 0.839 0.456 0.472  0.358 0.253
Homogeneous 0.478 0.846 0.470 0.488 0.360 0.254

Table 1.6 Overall Response in 5 N-m Axial Torque for Various Fiber Angles

Fiber angle α(deg) 0 20 30 45 90
Axial rotation (deg) 9.02/9.02a 3.88/2.13  2.50/1.33 2.04/1.04 9.02/9.02
Disc pressure (MPa) 0/0 0.074/0 0.105/0  0.158/0 0/0
Disc bulge (mm) 0/0 -0.26/0 -0.16/0  0.01/0 0/0

aResults with fibers in tension only/Results with the compressed fibers considered as well.

FIGURE 1.17 Predicted normal hoop, normal axial, and shear stresses in the Z plane (see Figs. 1.4 and 1.5) in
annulus tissue of the disc-body unit along the radial direction at the mid-height for both homogeneous and non-
homogeneous models under 5 N-m axial torque. The fibers in –30° orientation are in compression and, hence, are
not active in the model. I: inner annulus boundary, O: outer annulus boundary.



      
model, effective hoop and axial stresses in the nonhomogeneous model are much smaller (i.e., more
compressive) everywhere along the disc radius in the annulus. Unlike the matrix, the fiber membranes in
the nonhomogeneous model are in tension as depicted in Fig. 1.20. The magnitude of stresses in the matrix
and membrane elements of both models, nevertheless, diminishes with time.

The basic difference between the homogeneous orthotropic and nonhomogeneous composite models
of the disc annulus is that there is a distinction between the matrix and fibers in the latter model while
no such distinction exists in the former model. In the nonhomogeneous model, neglecting the interfacial
slip, the matrix and fibers experience dissimilar stresses under identical strains, whereas no such difference
in stresses exists in the homogeneous model. It is evident that the difference in stress predictions depends
on the relative stiffness of the matrix and fibers that is expected to increase under greater loads and
displacements. The fiber membranes while under tension, in turn, apply compression on the annulus
matrix and, hence, increase compressive stresses in various directions. The distinct nature of these two
annulus models, as well as their dissimilar predictions, raises the question as to which model better
represents the disc annulus. The definitive answer to this question must await further reliable detailed
studies on the microstructure of the annulus and on the measurement of stresses in this material. The
annulus structure and relative mechanical role of its constituent elements, however, appears to support
our view that the nonhomogeneous model is more realistic. The prediction of tensile stresses in annulus
fibers and of compressive stresses in the matrix is also desirable, employing each component to carry
stresses for which it is best suited. Such nonhomogeneous presentations have already been utilized in
our biomechanical studies of similar soft tissues such as the knee meniscus [73,74] and cartilage [98].

1.8 Time-Dependent Response Analysis

While performing various tasks during routine daily, as well as athletic, activities, the human spine is
subjected to loads and motions with different magnitudes, directions, and time characteristics. Because
of the time-dependent nature of actions applied and the structure itself, consideration of the dynamic

FIGURE 1.18 Normal and shear stresses in Z' plane (see Figs. 1.4 and 1.5) in annulus fiber membrane layers of
the disc-body unit along the radial direction at the mid-height for the nonhomogeneous model under 5 N-m axial
torque. The fiber layers in –30° orientation are in compression and, hence, are not active in the model. I: innermost
layer; O: outermost layer.
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FIGURE 1.19 Effective normal stresses in the annulus of the disc-body unit (Figs. 1.4 and 1.5) along the radial
direction at the disc mid-height for both homogeneous and nonhomogeneous models at different times under a creep
compression loading of 400 N using a poroelastic analysis. The fiber angles are in both ±20° directions. I: inner
annulus boundary; O: outer annulus boundary.

FIGURE 1.20 Variation of normal stresses in fiber membranes of the disc-body unit (Figs. 1.4 and 1.5) along the
radial direction at the annulus mid-height for the nonhomogeneous model at different times under a creep compression
loading of 400 N using a poroelastic analysis. The fiber angles are in both ±20° directions. I: innermost layer; O:
outermost layer.
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nature of the response in spinal biomechanics is of prime importance. This is particularly important in
various industrial settings where workers perform sedentary activities with static postures for prolonged
periods of time, operate vehicles and equipment with exposure to various levels of impact and vibration,
and perform frequent manual handling tasks often involving lifting at different rates with and without
asymmetry. Epidemiological studies have suggested the frequent lifting, sudden forceful incidents, static
postures, and vibration exposure are risk factors for low-back disorders [10, 99-101]. These indications
have prompted a considerable interest in the measurement of human whole-body creep, impact, vibra-
tion, and fatigue responses under different postures and loading conditions [13, 88, 102-106]. The time-
dependent response of the spinal motion segments has also been investigated by both experimental [30,
91, 107-114] and numerical [26, 30, 39, 40, 49, 51, 52, 116-119] studies. The fluid flow and inherent
viscoelastic characteristics of tissues have been argued to influence the temporal response of spinal
segments [39, 40, 107, 108, 119, 120]. In this section, some results of our numerical investigations on
nonlinear temporal response of the motion segments are presented under various dynamic conditions
using elastic (with inertial forces), poroelastic, or viscoelastic analyses.

Vibration Analysis

To compute natural frequencies of the disc-body unit, free vibration analyses of the segment without
posterior elements have been carried out with and without additional upper body mass of 40 kg or
compression preload of 680 N. The results for the case with the top of the model constrained to move
in the axial direction only (i.e., neglecting lateral and rotational modes of vibration) are listed in Table 1.7.
The important role of the upper-body mass in diminishing the fundamental frequency and of the presence
of a compression preload in stiffening the response is evident. Repetition of analyses without the con-
straint on the top reveals that there is a smaller resonant frequency in each case, which relates to the
rotational mode of vibration. To study the likely effect of the disc nucleus on the response, the bulk
modulus (i.e., nucleus incompressibility) is varied and the natural frequencies are computed (see
Table 1.8). A significant decrease in resonant frequency (i.e., segmental stiffness) is observed as the fluid
compressibility increases (i.e., fluid content is lost). These results are in accordance with the earlier
discussion on the role of disc fluid content and combined loading in joint mechanics.

Forced-vibration linear elastic analysis of the disc-body unit reveals an increase of about 2.5 times in
disc pressure and of about twice in global response when a 400 N compression load is applied suddenly
(i.e., step loading). Steady-state compliance response analyses with a damping ratio of 0.08 [30] indicate
that the compression preload increases the resonant frequency but decreases the resonant amplitude. In
contrast, nucleotomy (i.e., removal of disc nucleus) diminishes the resonant frequency and increases the
resonant amplitude.

Table 1.7 Natural Frequencies for the Top Constrained Disc-Body Unit 
(Hz)

Mode m = 0, P = 0a m = 40 kg, P = 0 m = 40 kg, P = 680 N

1 1158 23.6 26
2 1256 1058 1330
3 1853 1353 1977

am: upper-body mass, P: upper body compression preload.

Table 1.8 Natural Frequencies for the Unconstrained Disc-Body Unit with m = 40 kg (Hz)

Mode K = 0a K = 2.2 Mpa K = 22 Mpa K = 2200 MPa

1 5.1 5.2 5.3 6.1
2 15.8b 18.0b 21.4b 23.4b

3 25.3 25.6 26.0 30.9

aK: bulk modulus of the nucleus fluid.
bAxial mode of vibration comparable to resonant frequency in the unit with the top constrained.



     
Poroelastic Analysis

Assuming the segmental tissues as fully saturated porous media made of voided solid skeleton matrix
and interstitial pore fluid, the creep response of the motion segment including posterior elements is
investigated utilizing nonlinear poroelastic analyses under various compression loads with duration of
up to two hours. In this coupled deformation-diffusion problem, the temporal response in creep is due
solely to the fluid flow while the inherent viscoelastic character of constituent tissues is neglected [40].
The relative influence of fluid movement and fluid-independent tissue viscoelasticity in the segmental
temporal response is yet unknown and requires further studies. As the material skeleton takes up more
stresses, the pore pressure in tissues decays and the structure consolidates. With time, a greater portion
of the applied load is transmitted through the annulus and facet joints. The temporal variation of effective
axial stresses in annulus matrix in the radial direction is shown in Fig. 1.21 at both anterior and posterior
mid-height sagittal regions. Adoption of strain-dependent nonlinear permeability in the analysis is found
to have substantial effect on the temporal response. As porous structure compacts under compression,
due to increasing diffusive drag forces that resist fluid flow, it becomes increasingly harder for the pore
fluid to permeate. Since consolidation diminishes the permeability, the time required to dissipate excess
pore pressure increases. The nonlinear strain-dependent variable permeability markedly stiffens the creep
response, reduces fluid loss, and decreases facet forces. A non-zero pore pressure of 0.1 MPa prescribed
along the outer boundaries of the segment increases the pore pressure at equilibrium and decreases the
fluid loss and overall flexibility. Pressures of similar magnitude have been measured at epidural and
intramuscular regions during exercise [121, 122].

The creep response is primarily dictated by the fluid flow out of the nucleus region; that is why nearly
no time variation in response is observed following total nucleotomy [40]. The preferential pathway of
fluid diffusion from the nucleus region is through the central cartilaginous end-plates to adjacent vertebral
bodies rather than through the annulus tissue which is due to the lower permeability of the latter. It is
interesting to note that the foregoing computed trends in this poroelastic study are almost identical to

FIGURE 1.21 Variation of effective axial stress in the annulus matrix of the motion segment model (Fig. 1.6) along
the anterior and posterior directions in the mid-height sagittal plane for the nonhomogeneous model at different times
under a creep compression loading of 1200 N, using a nonlinear poroelastic analysis. Coupled sagittal rotation is
allowed, nonlinear strain-dependent permeability is assumed, and pore boundary condition is taken as nil.
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those predicted in elastic studies of the segment following disc fluid loss as presented earlier. This further
confirms the important role of nucleus fluid content or nucleus fluid pressure in the segmental mechanics.
The likely clinical implications of prolonged compression loading, therefore, would be the same as those
discussed following loss of disc fluid content. The limitation in taking the fluid movement (i.e., poroelas-
ticity) as the sole mechanism for the time-dependent response of the human discs has been argued
previously [108]. The prediction of poroelastic finite element model studies [26, 51, 52] indicating, in
contrast to the experimental observations, no creep response in closed top simulations (i.e., no fluid
through the top and bottom of the model) also tends to support such arguments in favor of the presence
of other mechanisms as well. The relative role of tissue-inherent viscoelasticity as compared to poroelas-
ticity in temporal response needs further studies.

Viscoelastic Analysis

It is important to note that material properties and failure mechanisms are generally affected by strain rate
[123, 124]. Neumann et al. [125] argued that the relative risk assessment should include the rate depen-
dencies of the tissue tolerance. Osvalder et al. [126] compared two dynamic loading conditions simulating
flexion-distraction injuries prevalent in car accidents and found that the specimens could withstand higher
dynamic bending moment prior to the injury, while the deformation at injury was smaller than that in
static loadings. This indicated a smaller margin of safety for deformations at faster loading rates. Adams
and Green [127] and Green et al. [128] tried to establish the S-N curves to indicate the fatigue strength
of the annulus fibers. During cyclic tensile loading, they found that the fatigue failure could occur in less
than 10,000 cycles for a tensile force greater than 45% of the ultimate strength. The strength and fatigue
life of both cortical and cancellous bone has also been studied extensively. Bowman et al. [129] showed
that the strength of the trabecular bone could be reduced substantially if the relatively large stress (i.e.,
approximately half of its ultimate strength) is continuously applied for 5 hours. Schaffler et al. [130], in
their study of the effects of strain rate on the fatigue of compact bone, indicated that within physiological
ranges of strain, higher strain rates resulted in larger loss of stiffness (indicative of higher microdamage).
The accumulation of microdamage may outpace the remodeling and repair processes.

Models that are most often used to describe the viscoelastic phenomena of biological tissues are the
discrete lumped parameter models (i.e., the Kelvin, Maxwell, and various combinations of these two
models) and the Quasi-Linear Viscoelastic (QLV) model [131, 132]. The shortcoming of lumped param-
eter models is that the estimated parameters are dependent on the tests used for their estimation, and
there is no assurance that the same set of parameters will describe other cases. This lack of generalization
has motivated more detailed modeling approaches that could predict the response not used in parameter
estimation. In addition, finite element models will provide more detailed information that is not available
in lumped parameter models [114]. Wang [39] has detailed the development of the viscoelastic FE model
of the L2-L3 motion segment and subsequent analysis under diverse loading conditions [39, 133-136].
The viscoelastic elements in the model (see Fig. 1.6) consist of the annulus fibrosus (matrix and fibers)
and nucleus pulposus. The viscoelastic behavior of the disc fibers is modeled by a nonlinear Zener model,
while the Prony series is used for that of the remaining tissues. In this model, the bulk modulus of annulus
and nucleus are defined to vary with time in order to simulate both the compressibility and viscoelasticity.

The parameter identification is first performed on the experimental data of the individual components
such as the stiffness of isolated fibers, long-term stiffness modulus of the annulus, and shear modulus
of the nucleus. Since the material properties are not available for all individual components, the global
behavior of the motion segment (body-disc-body unit) is also used in this process. The simulations for
constant strain rate loading are compared to the average behavior of eight motion segments as shown
in Fig. 1.22 [113, 114]. In 1 hour of creep simulation with 600 N of compressive load, we have observed
about a 9% decline in the disc pressure and a 4% volume loss which are in agreement with the results
of Argoubi and Shirazi-Adl [40]. The predicted creep curve of the FE simulation is also located within
one standard deviation of experimental results, as shown in Fig. 1.23, without the instantaneous strain
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[113, 114]. The FE model of axial cyclic loading at 0.01 Hz provides an excellent match with experimental
results of Li [113], pointing to the validity of both short- and long-time constants (Fig. 1.24).

The predictive power of the developed viscoelastic FE model of L2-L3 is shown by illustrating the effect
of loading rate and 1 hour of creep on the detailed stress/strain response of the motion segment. The
compression and anterior shear forces and the sagittal moment simulating a lifting task reach their maxi-
mum respective values of 2000 N, 400 N, and 20 N-m in three durations of 1 sec, 10 sec, and 100 sec. These
analyses are repeated twice, before and after 1 hour of creep simulating upright standing (600 N of com-
pression, 60 N anterior shear). At the end of movement for post-creep simulations, the faster loading
condition generates significantly less sagittal flexion, total facet force, strain in the posterolateral fibers of
the innermost annulus layer, and dissipated strain energy, while generating higher disc pressure and can-
cellous bone stress. Figure 1.25 summarizes the effect of creep on some of the key computed parameters
that characterize the intensity and severity of response of the motion segment to the same loads under two
movement times. At the end of the movement, creep has significantly increased the sagittal flexion, facet
force, and fiber strains, while reducing the ligament force, disc pressure, and end-plate strain. Creep, as
expected, affects the faster motion more because the slower motion has more chance for stress relaxation.

FIGURE 1.22 Comparison of short-term response of viscoelastic finite element model and the averaged experi-
mental results of eight motion segments [113] for three different rates.

FIGURE 1.23 The experimental [113] and finite element model simulation of a disc under compressive creep. The
axial load is 426 N and the instantaneous strain is subtracted to allow ensemble averaging over eight motion
segments.
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1.9 Stability and Response Analyses in Neutral Postures

The ligamentous lumbar spine, L1-S1, devoid of musculature has been reported to exhibit mechanical
instability (i.e., hypermobility) under relatively small compression loads of less than 100 N [44, 137].
The question then arises as to how this structure may withstand much larger compression loads during
daily activities. Using finite element models of the lumbosacral and thoracolumbar spines with and
without muscles, we have identified a number of mechanisms that stabilize the passive system allowing
it to carry large compression loads with minimal displacements [44, 47, 138, 139]. The neural controller

FIGURE 1.24 The stress relaxation during cyclic loading showing both the experimental data [113] and finite
element model results of cyclic loading. The preload is 426 N of axial load and amplitude of displacement is 0.1 mm
at 0.01 Hz.

FIGURE 1.25 The effect of creep on the spinal mechanics at two loading rates. The loading conditions before and
after 1 hour of creep consist of reaching 2000 N compression force, 400 N anterior shear force and 20 N-m of flexion
moment in 1 and 10 seconds durations. IDP = Intradiscal pressure; PLI = Posterolateral inner (annulus fibers in
this layer have the highest fiber strain in these loading conditions).
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has been suggested to exploit the off-center placement of the line of gravity, pelvic tilt, and changes in
lordosis in order to stabilize the passive system with minimal need for muscular exertions. In support of
these predictions, in neutral standing and sitting postures, it has been found that the line of gravity lies
anterior to the lumbar vertebrae resulting in moments in addition to axial compression force [140, 141].
The sagittal curvature of the lumbar spine and pelvic orientation are also known to change as external
loads are added to subjects in erect postures [142-144]. Flattening of the lumbar spine has been observed
in microgravity [145] and in low-back populations in standing postures as compared to normal subjects
[146]. Minimal muscular activities have been recorded in standing subjects with and without loads in
their hands [143].

Our model studies have demonstrated that the passive lumbar spine alone undergoes very large
displacements (i.e., hypermobility) under compression loads as low as 100 N [44]. This characteristic
makes it impossible to undertake studies on the response of the entire lumbar spine alone with no
stabilizing mechanisms under physiological compression loads. In other words, biomechanics of the
lumbar spine in physiological loads cannot and should not be investigated in isolation with no regard
for the stability of the structure. In our earlier studies [44], the presence of a flexion moment at the L1
level noticeably stabilized the structure, allowing it to carry much larger loads with minimal displace-
ments. This effect has further been confirmed by our more recent studies of the thoracolumbar stability
in erect postures [138, 139].

The stabilizing sagittal and lateral moments at different lumbar levels allowing it to carry 800 N axial
compression applied at L1 without exhibiting any sagittal and lateral rotations are shown in Figs. 1.26
and 1.27, respectively. Apart from some expected axial shortening, the other displacements are predicted
to be negligible; see Fig. 1.28 for the deformed sagittal profile of the lumbar spine with and without prior
alteration in lordosis under 800 N axial compression force. The effect of posture is investigated by altering
the lordosis from its initial value of 46° by +15° to simulate an extended posture or by –7.5° and –15°
to simulate a flattened lordosis. It is seen that the stabilizing moments vary with the lordotic posture
adopted and the vertebral level along the lumbar spine. A more lordotic posture increases the stabilizing

FIGURE 1.26 Stabilizing sagittal moments at different lumbar levels under 800 N axial compression for various
postures. +15°: lodosis is increased by 15°; ---: no change in lordosis; –7.5°: lumbar is flattened by 7.5°; –15°: lumbar
is flattened by 15°.
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flexion moments. In the lateral plane, the lumbar spine requires left lateral moments due primarily to
the lateral deviation in the initial geometry. In contrast to the sagittal moments, the lateral moments are
of smaller magnitude and are less affected by lordotic posture. The addition of 10 N-m right axial torque

FIGURE 1.27 Stabilizing lateral moments at different lumbar levels under 800 N axial compression for various
postures. +15°: lodosis is increased by 15°; ---: no change in lordosis; –15°: lumbar is flattened by 15°.

FIGURE 1.28 Sagittal profile of the lumbar spine before loading and subsequent to loading of 800 N axial
compression for different lordotic postures. +15°: lumbar lordosis is increased by 15°; –7.5°: lumbar lordosis is
flattened by 7.5°; –15°: lumbar lordosis is flattened by 15°.
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to the 800 N compression is verified to have negligible effects on the stabilizing sagittal moments,
while the lateral moments are substantially influenced and demonstrate dependence on the lumbar
lordosis [47].

The entire ligamentous lumbar spine in various erect postures is found to carry 800 N axial compres-
sion while exhibiting relatively small displacements when sagittal and lateral moments given in Figs. 1.26
and 1.27 are also present. Larger axial compression loads can also be supported in the presence of sagittal
and lateral moments of larger magnitude. It is interesting to note that even a fraction of these axial
compression and moment loads, when applied alone separately, is sufficient to generate excessive dis-
placements [44, 46]. Such a coupled response in which the detrimental effect of each loading disappears
when they are combined together is attributable to the lumbar curvature, as a straight column cannot
be expected to demonstrate the same behavior. The required computed sagittal and lateral moments are
influenced by position of the applied load at the center of the L1 and its application at the L1 only and
not among all levels. The former, however, plays a much more important role. The pelvic rotation and
postural changes could also alter the magnitude of stabilizing moments. Once the proper position of the
applied load and the spinal posture has been accounted for, the remaining moments should then be
generated by muscle activations. The line of gravity and spinal posture are, therefore, hypothesized to
be exploited to redistribute the applied loads in an optimal manner; i.e., to maximize the stability of the
passive structure with minimal requirement on muscular exertions [47, 138, 139].

1.10 Kinetic Redundancy and Models of Spinal Loading

The kinetic redundancy present in the biomechanical models of complex joints, such as the spine, has
presented an obstacle in estimating the joint reaction forces during simulation of the recreational or
occupational physical activities. The lumbar spine is the most injury-prone region of the trunk during
performance of manual material-handling tasks. Numerous biomechanical models for estimation of joint
reaction forces in the spine have been developed. In the absence of any gold standard, one is unable to
determine the accuracy and validity of these models. Earlier attempts to solve the problem simplified the
role of muscles by grouping them into synergistic groups (i.e., flexor and extensor muscles) while carrying
out the free-body analysis after passing an imaginary plane at a specificed level (i.e., L5/S1). This allowed
the number of equations and unknowns to become identical so one could obtain the unique solution to
the muscle forces and subsequently the net joint reaction forces. In these models the contribution of
passive tissues in equilibrating moments of the external loads were ignored.

The second mathematical modeling approach reformulated the equilibrium conditions in terms of
linear or nonlinear programming problems. The key motivation was that there may be a cost (objective)
function that could be minimized while satisfying the equilibrium conditions (equality constraints) and
keeping the muscle forces greater than zero and less than some maximum forces corresponding to the
maximum allowable stress in the muscles (inequality constraints). Various linear and nonlinear cost
functions have been used, such as compression, shear reaction forces, and sum of muscle stresses to
different powers. Parnianpour et al. [147] investigated the effects of cost functions and the anatomical
models utilized in equilibrium-based optimization models on the estimated joint reaction forces and
maximum strength at upright posture. To test the effect of anatomical databases used in the prevalent
biomechanical models, we selected the following six models from the literature: (1) Hughes et al. [148];
(2) Hughes and Chaffin [149]; (3) Marras and Granata [150]; (4) Thelen et al. [151]; (5) Schultz et al.
[152]; and (6) Nussbaum et al. [153]. Although this list is by no means exhaustive, it should reveal the
considerable variations among the models. In solving the constrained system satisfying the equilibrium
conditions, the following cost (objective) functions have been minimized: (1) sum of muscle forces,
(2) sum of muscle stresses; (3) sum of squared muscle stresses; (4) sum of cubed muscle stresses;
(5) compressive component of the joint reaction force; and (6) modulus of the joint reaction force (its
Euclidean norm). Twenty-four complex loading conditions were simulated, ranging from combinations
of –30 Nm to +30 Nm of sagittal, lateral, and axial moments. The external loads were selected from the
lower range of feasible values in order to minimize the chance of underestimating the joint reaction force,
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due to the co-activity of muscles at higher exertion levels. Equilibrium-based optimization models that
have been used in this study do not predict the experimentally observed co-activation at high exertion
levels. A MATLAB optimization toolbox was used to solve the constrained (linear or nonlinear) optimi-
zation problems. A total of 864 models (24 external loads × 6 models × 6 cost functions) were solved
numerically. The multivariate analysis of variance (MANOVA) was used to test the main and interaction
effects of anatomical models and cost function on the predicted joint reaction forces.

The maximum allowable muscle stress was kept constant for all the models at 55 N/cm2. The predicted
maximum isometric strength at upright posture for different models ranged from 54 to 163 Nm for
flexion, 104 to 351 Nm for extension, 109 to 240 Nm for right lateral bending, and 57 to 266 Nm for
right axial rotation. The differences between models led to substantial variation in the predicted strength
and joint reaction forces. For example, in a complex loading condition of 30 Nm of flexion, right lateral
and axial moments, using the second cost function, the predicted compression forces ranged from 410 N
to 1153 N, while the anterior-posterior shear forces ranged from –254 N to 76 N. The statistical analysis
of the 24 loading conditions indicated that the effect of each model on joint reaction forces was statistically
significant based on MANOVA (p < 0.001). While a technological breakthrough is needed to directly
measure the internal muscle forces, the relative accuracy and consistency among these models deserve
more attention.

The optimization algorithms provide mathematical solutions to the apparent redundancy. It has been
recognized that, while based on the above analysis, the number of muscles spanning the joint at a given
spinal level may outnumber the equilibrium conditions. The need to equilibrate the moments along the
spinal column and satisfy the stability requirements may shed light on the presence of such apparent
redundancy. By having these additional muscles, the central nervous system can stabilize the joint by an
appropriate co-activation strategy while providing the net muscular moment needed to balance the
external loads. Based on this principle, we have shown that by augmenting the equilibrium-based models
with the stability constraints, the co-activation patterns of muscle recruitment could be predicted. This
has significant implication in light of the criticism against the equilibrium-based optimization models
that have failed to predict the presence of co-activation seen experimentally as measured by electromyo-
graphy (EMG). In the course of formulating the stability conditions, one also realizes that muscles are
not just simply force actuators to be represented by force vector, but their viscoelasticity (both the passive
and active components) must be included in the models, especially those concerned with dynamic
activities.

The third class of models has evolved to eliminate the need to use the optimization approach, which
has been criticized for these three major shortcomings: (1) inability of the optimization-based approaches
to predict the coactivation, (2) the lack of physiological basis for the assumption that the CNS uses an
optimization approach to solve the distribution of loads among its actuators, and the arbitrary selection
of the cost function, and (3) the deterministic nature of optimization-based recruitment predictions
despite the presence of inter- and intra-individual variability in performance as observed by the EMG
studies. In light of these criticisms, the use of processed EMG from trunk muscles has been advocated
to drive the “biological-based models” of the trunk. Despite the controversy existing regarding the nature
of linear or nonlinear relations between muscle force and EMG, and the difficulty in relating the force
and EMG under dynamic conditions, a number of EMG-driven models have evolved.

Without covering much of the details, the following limitations in the assumptions of EMG-assisted
models are identified. The concept of maximum allowable muscle stress has tremendous consequence
in the algorithms for estimating the muscle forces based on normalized EMG. Strength or MVE assess-
ment is a psychophysical phenomenon and not a material property independent of volitional influences.
Extreme caution is warranted in relating the force generation during MVE to maximum allowable muscle
force based on maximum allowable muscle stress. The maximum exertion solicited from subjects is often
about joint axes in the cardinal planes of motion. However, lines of action of muscles are very complex
and their functions are highly coupled. Therefore, instructing the subject to perform maximum exertion
in the cardinal plane may not cause the maximum muscle force in all the muscles. The complex line of
actions of muscle and dynamic constraints acting on the controller to safeguard the integrity of the
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structure may preclude maximum observable activation of muscles during the MVE set used for cali-
bration of the model. Should we treat all muscles the same by assigning them similar gains or should we
have muscle-specific gains in our models? The answer to this question forces us to consider the nature
of these models. The multicollinearity due to high correlations between some of the muscle activities
precludes us from obtaining good estimates of muscle-specific gains. Recently, principal component
regression and Ridge regression have been suggested to address this issue.

We have recently proposed a novel hybrid modeling approach using finite element analysis of the spine
including muscles [139]. The unknown muscle forces are determined utilizing a number of kinematic
constraints with or without an optimization approach. In this manner, the equilibrium of internal and
external forces, structural stability, and input kinematic conditions are all respected simultaneously. It is
our conjecture that this may be the most accurate method available to us short of the direct measurement
of internal forces invasively. Complex finite element models of the lumbar and thoracolumbar spines
including active and passive components are currently used to study the postural stability of the torso
in short-term and prolonged neutral positions. An advantage of these models is in using the kinematic
data as constraint equations in which we have reasonable confidence. The kinematic-based modeling
approach is based on a hybrid formulation that provides the model with some input displacements that
constrain the spinal deformation under external loading and muscle exertions. It seems that this latter
approach has the most promising potential in providing realistic bounds on the internal stresses and
strains in the constitutive elements. The next level of improvement in kinetic modeling is expected to
combine the strength of each of the three methods (optimization-, EMG-driven-, and kinematic-based
FE approaches) and to cross-validate the results across the paradigms.

1.11 Future Directions

The modeling approach taken by our group has been to develop a series of modular models that are
step by step incorporated to construct more realistic models required for accurate analysis of the biome-
chanics of the neuromusculoskeletal spinal system. The understanding gained based on less sophisticated
models is continuously used in subsequent steps when dealing with more improved and complex models.
The preceding sections have covered some of these applications on the effect of combined loadings, bone
compliance, annulus modeling, facet articulation, and nucleus fluid content on the spinal response. These
models have been and are currently applied for the identification of influence of spinal posture, structural
alterations, remodeling, progressive failure, and impairment or performance degradation of active and
passive components of the system due to repetitive submaximal or prolonged loadings on the spinal
behavior. The proper incorporation of active components and stabilizing mechanisms, dynamics of
degenerative processes, remodeling, and progressive failure, time-dependent characteristics, material
constitutive relations and failure mechanisms, appropriate boundary conditions, various couplings and
nonlinearities, and individualization of geometry and material properties are some challenges facing the
current and future finite element model studies of the human spine.

It is intended that the collective set of models could provide the analytical tools for identifying injury
mechanisms of spine and hypothesis testing of relevant clinical, biomechanical, and industrial medicine
theories. Our models have stressed both the analysis and synthesis of movement and loading conditions
with the hope that these could aid a multidisciplinary team to design an environment with a reduced
risk of injury and disability.
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Neural Plate Shaping • Neural Fold Formation and Tube 
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2.8 Conclusions

The intriguing shape changes that occur as embryos develop have been studied extensively from a
biological perspective. However, from a mechanical standpoint, many questions remain concerning the
source, magnitude, and timing of the driving forces. These forces originate within individual cells and
cause sheets of cells to deform to produce organs and other essential structures. Finite element-based
computer simulations make it possible to investigate which of the various possible driving forces actually
operates to produce specific shape changes. They make it possible to investigate questions about the
magnitude and duration of the driving forces, how variations in driving forces or initial geometries affect
the shapes of the resulting structures, and what control mechanisms are present. 

Although computer simulations of a variety of morphogenetic processes will be surveyed, this contri-
bution will focus on a process called neurulation. During neurulation a sheet of cells called the neural
plate rolls up to form the neural tube, a sealed tube which is the precursor of the spinal cord and brain.
Finite element simulations show that the sequence of specific shape changes characteristic of neurulation
can be produced by contraction of structural components called microfilaments and by elongation of a
structure called the notochord, which underlies the neural plate. As the plate changes shape, the microfil-
aments act on a structure that has a new geometry and produce a different incremental, global effect
than they did in the original configuration. Thus, the sequence of shape changes characteristic of neu-
rulation is produced by mechanical interaction or feedback between the current geometry and the internal
force generators. 

David A. Clausi
University of Waterloo

G. Wayne Brodland
University of Waterloo
© 2001 by CRC Press LLC



      
Current finite element simulations provide an important step toward the development of “virtual
embryos” in which virtual experiments might be carried out. They also make an important contribution
to the development of numerical methods that overcome the significant technical challenges inherent in
the modeling of embryo morphogenesis.

2.1 Introduction

The development of a fetus from a single cell, a fertilized egg, requires the successful completion of a
sequence of elegant and highly specific processes (Alberts et al., 1989). These processes include cell
proliferation, a repeated and controlled series of cell divisions necessary to produce the trillions of cells
found in a normal fetus. Each mitosis requires the self-assembly, operation, and self-disassembly of
complex biomechanical structures which are governed by finely tuned control systems. Cell differentia-
tion, an intriguing process whereby cells become functionally different from each other, also occurs
repeatedly to produce an embryo that has several hundred kinds of cells. Another critical process in
embryogenesis is the occurrence of a succession of highly specific shape changes. These critical shape
changes give rise to organs and other critical structures. Morphogenesis, literally the “the genesis of form,”
includes all three of these essential behaviors and the control mechanisms that govern them.

From species to species, striking similarities exist in these processes. These have led some to postulate
a common evolutionary ancestry and others a commonality of design. From a practical standpoint, these
similarities allow scientists to make qualified inferences about morphogenetic and physiological processes
in humans based on studies of parallel processes in vertebrates ranging from apes and axolotls, species
in which various interventions can be carried out more easily and legitimately.

The advent of realistic computer simulations provides another important means to investigate aspects
of human development, including the mechanisms of normal development and the causes of malforma-
tion-type defects. Such simulations also provide a new focus, as suggested by Koehl (1990):

Therefore, as we try to unravel the mechanisms responsible for the genesis of form in developing
embryos, it is crucial that we complement the popular molecular and biochemical approaches to
the control of morphogenesis with nuts-and-bolts analyses of the physics of how morphogenetic
processes occur.

The purpose of this work is to investigate ways in which computer simulations can be used to investigate
the physics of morphogenesis, outline principles that must be followed in the formulation of simulations,
review some recent simulations, and discuss reasons that simulations can be expected to become increas-
ingly important to the field of morphogenesis.

2.2 Modeling of Morphogenesis

Perhaps the most important role of modeling at present is to test hypotheses about developmental
processes. When the factors thought to be important to a certain process are incorporated into a soundly
formulated computer model, the output of the model often shows whether or not the initial understand-
ing is correct and complete. Initial simulations usually indicate that less is known about the physical
problem than was originally thought. Computer modeling can also serve as a reliable adjudicator for
distinguishing between what is a good idea and what is actually true. Simulations of neurulation, for
example, have demonstrated clearly that not every plausible idea produces shape changes that match
those that occur in real embryos. Fortunately, in simulation studies, the differences between the model
behavior and the behavior of the real system often provide clues regarding the area of misunderstanding. 

It is important to note that just because a simulation produces output that matches the corresponding
real data does not guarantee that the model or input parameters are correct. This is especially true of
phenomenological models, that is models that are not based exclusively on known physical properties
and principles.
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Computer models also allow sensitivity analyses to be carried out to investigate the effect of changing
particular parameters or boundary conditions (Brodland and Clausi, 1994). Furthermore they provide
an engine that can be used to solve so-called inverse problems. For example, in the neural plate, many
structures that are known to generate forces in other contexts are present. To determine which structures
actually act and produce the observed sequence of shape changes is a kind of inverse or, more specifically,
parameter estimation problem (Beck, 1977).

Simulations provide a common point of focus for studies of embryo mechanics. They do this in part
by forcing discoveries to be expressed in a quantitative fashion so they can be either incorporated into
or used to test simulations. Koehl (1990) writes: “I stress the importance of formulating theories
quantitatively, and of measuring the mechanical properties of embryonic tissues and the forces exerted
during morphogenetic events.” Simulations also require that relationships be established between com-
monly agreed-on quantities, so that one study might relate quantities A and B, another A and C, and
another B, C, and D. Often, significant gaps in understanding are revealed simply by attempting to write
the relationships (and interactions) between governing quantities in a form suitable for numerical
modeling. 

Computer simulations probably will soon be used to increase the confidence level of inferences between
species. Consider, for example, a shape change such as neurulation, which occurs in both humans and
axolotls. Although the subcellular structures that drive it appear to be common to both, the geometries
of the two systems have significant differences. That differences in initial shape can profoundly affect
subsequent shapes produced by a given set of forces and constraints is well known in mechanics (Brodland
and Cohen, 1989). Suppose that computer simulations based on actual physical properties and known
physical processes can be devised and verified in detail using axolotl embryos. Such verification might
include comparisons over time between three-dimensional shapes produced in simulated and real
embryos. It might also include similar comparisons with teratogen-treated and surgically altered embryos.
Confidence can then be gained in the validity of the theoretical formulation, material properties, and
other input parameters used, and in the software implementation. More confidence can then be realized
when the same software is used to simulate similar aspects of normal or perturbed human embryogenesis,
where the data is significantly more sparse.

It is reasonable to expect that subsequent generations of computer simulations will embrace a broader
range of relevant phenomena. For example, mechanical, biochemical, and electrical behaviors and their
interactions might be simulated. In addition, simulations will likely progress in terms of the smallest
scale explicitly incorporated: from tissue to cell to subcellular to molecular and perhaps even to atomic
level (Brodland, 1997). Although molecular level studies of entire embryos seem unlikely in the foreseeable
future, molecular aspects of particular processes may be studied and subsequently embodied as consti-
tutive-type equations that accurately describe in bulk or continuum terms the behaviors of large systems
of molecules. Unlike present estimates of bulk behavior, these would be founded on and would accurately
embody the molecular phenomena.

To date, most biomechanical modeling has focused on two morphogenetic processes: gastrulation and
neurulation (Brodland, 1997). These have received attention because the shape changes associated with
these processes could be observed and because they appeared to be reasonably straightforward mechan-
ically. Both have turned out to be more intriguing and elegant than originally thought. Here, we will
focus on the process of neurulation, since it is the process which to date has received the most attention
and yielded the broadest insights. 

2.3 The Process of Neurulation

The three-dimensional shape changes that are a critical part of the process of neurulation have intrigued
researchers for millennia. Intensive research during the last 100 years (His, 1874; Roux, 1888; Lewis,
1947; Jacobson, 1978; Lee and Nagele, 1988; Schoenwolf and Smith, 1990; Clausi and Brodland, 1993;
Brodland and Clausi, 1995) has identified the kinematics of the shape changes and revealed the mor-
phology and mechanical properties of various structures in and around the neural plate which might
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drive these shape changes. Many theories have arisen to explain how various combinations of force
generators, regulated by certain control mechanisms, might drive neurulation shape changes (Gordon,
1985). The advent of reliable computer simulations has made it possible to identify which of these theories
makes mechanical sense and which does not (Clausi and Brodland, 1993; Brodland and Clausi, 1995). 

Gross Shape Changes

During neurulation, a sheet of cells called the neural plate rolls up to form a sealed tube called the neural
tube (Fig. 2.1). The cephalic end of this tube (the upper part of each figure) becomes the precursor of
the brain, while the dorsal and caudal parts become the spinal cord. Figure 2.1 shows developmental
Stages 13 through 19 of the axolotl (Ambystoma mexicanum). Neurulation in other vertebrates, especially
amphibians, is very similar. Axolotl embryos are approximately 2.5 mm in diameter during neurulation. 

At the onset of neurulation (Stage 13), the embryo is basically a hollow sphere with an outer layer
comprised of a few thousand cells. The cells at the top of the embryo thicken and form a flat surface
known as the neural plate. An indentation (neural groove) develops along the dorsal midline of the
embryo. At the edge of the neural plate, ridges (neural folds or ridges) begin to appear (Stage 13.5). With
time, the neural folds become more pronounced, rise, and bend toward each other. Meanwhile, in-plane
motions cause the plate to change from a disk shape to a keyhole shape (Stages 13.5 to 16). The wide
section of the keyhole occurs at the cephalic end of the embryo where the brain will subsequently form.
The neural ridges along the narrow part of the keyhole shape meet and fuse along the midline of the
embryo to form the neural tube (Stages 17 to 19). These shape changes are remarkably symmetrical. 

FIGURE 2.1 The process of neurulation. A: At the beginning of neurulation the embryo is a hollow ball. B: Neural
ridges form. C: With time the ridges become more prominent and move toward the midline of the embryo. D-F: The
ridges contact and fuse to form a sealed neural tube. After Brodland (1997).
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If any part of the tube fails to close and fuse, a serious birth defect may result. Openings in the dorsal
or caudal regions of the tube give rise to spina bifida, a potentially serious defect in which the spinal
cord may not develop properly in the unfused area. Partial paralysis and other serious health problems
may result. If the cephalic part of the tube fails to close, anencephaly results. Infants with this condition
do not live. Neural tube defects are known to be caused by environmental, nutritional, and genetic factors
(Mutchinick, 1990; Werler, 1993). However, it is not known whether these factors give rise to a mechanical
defect through a common pathway, or whether they work through different mechanisms. Because the
defect is first manifested as a mechanical abnormality, researchers have focused on the mechanics of the
process, and especially the structures that drive it. A better understanding of the mechanics of neurulation
is expected to provide a basis for steps directed toward its prevention.

Cellular Contributions to the Observed Shape Changes

The gross shape changes outlined above are caused by coordinated shape changes in the cells that make
up the neural plate and by shape changes in underlying tissues, most notably the notochord. These shape
changes have been measured in detail for the Taricha torosa, a newt whose patterns of neurulation are
very similar to those of the axolotl. During the early stages of Taricha torosa neurulation (Stages 13 to
15), the neural plate cells change shape from cuboidal to columnar. They change from an approximate
height of 58 µm and diameter of 18 µm to a height of 94 µm and diameter of 14 µm (Burnside, 1973).
From Stages 15 to 19, the apical ends of the cells continue to constrict until the cells are approximately
145 µm tall and have a strongly tapered or “bottle” shape with a typical apical diameter of 6 µm. 

When this shape change occurs in a coordinated way between adjacent cells, the plate they form is
caused to bend more and more sharply. Cells in some regions become more strongly tapered than others,
creating regions of high transverse curvature known as hinge points (Schoenwolf and Smith, 1990).
Contraction of cell apices also produces the in-plane motions noted above.

2.4 Force-Generating Structures

A typical cell contains many different mechanical structures (Alberts et al., 1989). The primary structures
that are known to play a mechanical role in neurulation and other morphogenetic shape changes are
shown in Fig. 2.2. These include microfilaments, microtubules, intermediate filaments, the cytoplasm,
the plasma membrane, the notochord, and cell adhesion. 

Microfilaments

Microfilaments, with a diameter of 5 to 7 nm each, are a principal contractile component not only of
neural plate cells, but of most embryonic cells. In the neural plate and many other epithelial cell sheets,
microfilament bundles form a ring just inside the apical end of each cell (Fig. 2.2). As they contract, they
have a purse-string effect, causing the apical end of the cell to narrow. Because the volume of the cell is
constant, as the apical end narrows, the cell must become taller, wider at its basal end, or a combination
of both. 

Burnside (1971, 1973) correlated the degree of apical constriction of the cells to the cross-sectional
diameter of the apical microfilaments. Her measurements also showed that the average bundle width
increased from 0.17 µm (±0.005 µm) to 0.32 µm (±0.006 µm) between Stages 13 and 19. Calculations
indicated that the total volume complement of microfilaments remains constant from Stage 13 to Stage
19. Thus, the individual microfilaments apparently intercalate as the bundle shortens. If the stress σ
remains constant (based on current cross-sectional area), the force FM produced by a microfilament
bundle would be expected to follow a relationship of

FM = σA0 L0/L, (2.1)
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where A0 is the initial cross-sectional area, L0 is the initial length, and L is the current length.
What regulates microfilament contraction? Calcium ions are believed to activate microfilament con-

traction in a manner similar to smooth muscle (Alberts et al., 1989). Force in a microfilament bundle is
assumed to be a function of its current cross-sectional area, which varies inversely with lengthening in
order to maintain constant volume. Thus, as the microfilament bundle length decreases, its force mag-
nitude increases. Microfilaments exist in adult epithelia and likely serve a variety of mechanical functions
during the life of an animal (Ettensohn, 1985). 

Microtubules

Microtubules (diameter of 24 nm and made of tubulin) are highly versatile organelles within the cell. At
different times, they form the structures that produce chromosomal movements during mitosis, actively
translocate particulate components of the cytoplasm, and maintain and change cell shape (Fawcett, 1981). 

In neural plate cells, they occur as both apical mats and as paraxial elements that are oriented across
the thickness of the neural plate (Fig. 2.2). The apical microtubules are randomly oriented in a plane
parallel with and immediately below the apical cell surface (Burnside, 1971). These microtubules may
affect cell shape by producing a constant outward force (Clausi and Brodland, 1993), thus opposing the
action of microfilaments.

In contrast, paraxial microtubules may be partly responsible for cell elongation and for moving
cytoplasm toward the basal end of cells to produce tapered or bottle-shaped cells. They might also push
directly on the ends of the cell to produce elongation. In either case, it is apparent that intermediate
filaments must provide lateral stability to the microtubules in order for them to buckle as they attempt
to produce and carry these compressive loads (Brodland and Gordon, 1990).

Other Components in the Neural Plate

The material inside of the cell, exclusive of the nucleus, is called cytoplasm. The mechanical properties of
cytoplasm in various biological systems have been measured by Hiramoto (1969a, b) and others. A
meshwork of 10 nm diameter intermediate filaments runs through the cytoplasm. In addition to preventing
the buckling of paraxial microtubules, they apparently give rise to the elastic component of cytoplasm. 

FIGURE 2.2 Structures known to be of mechanical importance to morphogenetic shape change. After Brodland
(1997).
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Each cell is enclosed by a plasma membrane, which contains various channels that control entry of
ions and other materials essential for regulating cytoskeletal components (Alberts et al., 1989). Structur-
ally, this membrane is known to be weak. Thus, the plasma membrane is not considered an important
mechanical component.

Cells have specialized structures for mechanically linking and communicating with adjacent cells.
Desmosomes are button-like points of intercellular contact which provide strong connection sites for
microfilaments (Burnside, 1971). Desmosomes act like rivets to transmit tensile and shearing forces
within the neural plate. 

Notochord

One of the key features of neurulation is elongation of the neural plate. This occurs in plates that have
been excised from the rest of the embryo (Jacobson and Gordon, 1976). This elongation is driven largely
by the notochord (Koehl, 1990). The notochord is a rod-like structure, approximately 80 µm in diameter,
which is located immediately beneath the midline of the neural plate. Of the entire neural plate, the only
cells that are attached at their basal ends are those above the notochord (Jacobson and Gordon, 1976).
Notochord elongation also apparently causes the neural groove to form.

Cell–cell adhesions are important to certain kinds of morphogenetic movements (Nardi, 1981; Stein-
berg, 1996). However, their importance to neurulation is not clear. 

Another mechanism that has been proposed as a driving force for neurulation is cortical tractoring
(Jacobson et al., 1986). It postulates a flow of cytoplasm from the basal and lateral surfaces to the apical
surface whereby membrane and adhesive structures would be carried and deposited where required. This
phenomenon may also be referred to as cytoplasmic streaming. The authors argue that cortical tractoring
explains thickening, invagination, and rolling of the neural plate. How such a process might be initiated
at the right time and how it might be controlled is not clear. It may not be possible to evaluate the
possible merits of this mechanism with certainty until computer simulations of the postulated subcellular
cytoplasm movements are carried out.

Summary

A complete explanation for the shape changes that occur during neurulation has been elusive. Since
neurulation occurs early in the development of an embryo with few cells and little if any cell specialization,
it is likely that only a few mechanisms contribute to the shape changes. It seems unlikely that the behaviors
of individual cells are somehow preprogrammed, although this was once a popular idea. Experiments
have shown that neurulation and other morphogenetic processes are highly robust and synchronized
and not easily perturbed by surgical and teratogenic interventions. The outcomes of these experiments
strongly suggests that these morphogenetic movements are regulated by ongoing interactions between
cells. In some cases, these interactions may be chemical or electrical. However, as we will show, mechanical
interactions can be a powerful regulation device. 

2.5 Simulations of Morphogenetic Processes

Computer simulations and other kinds of simulations play an important role in evaluating the mechanical
validity of various theories about the forces that drive specific morphogenetic processes. Lewis (1947)
constructed a physical model of the neural plate using brass plates hinged at their centers to a flexible
spine, and tied to each of its neighbors by rubber bands. The lateral cell surfaces were represented by the
plates, while the rubber bands acted as tension generators in the apical and basal ends. Different rubber
band distributions produced different patterns of cell sheet folding. Practical considerations have limited
the number of such physical simulation models. Fortunately, the rapid development of computers has
made possible computer simulation models that are more accurate, realistic, and flexible than these early
physical models.
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Jacobson and Gordon (1976) constructed a mathematical model of “the formation of the neural plate
based on different autonomous, preprogrammed schedules of shape changes for different regions of the
neural ectoderm.” In their model of in-plane motions, each cell had an autonomous program of shape
change controlled by a cellular “clock” to synchronize the cell motion. Superposition showed that the
coexistence of cell shrinkage and notochord extension produced normal in-plane shape changes. Using
this model, they analyzed cell shrinkage without notochord extension and notochord extension without
cell shrinkage (the latter test is not possible in vivo). That individual cells are preprogrammed to behave
in such a manner is not a well-accepted notion. However, the model did illustrate that there are two
separable aspects to the in-plane motions of the neurulation process. Jacobson (1980) subsequently
addressed a number of related issues regarding computer simulations.

One of the first computer models, by Odell et al. (1981), presented “a mechanical model for the
morphogenetic folding of embryonic epithelia based on hypothesized mechanical properties of the
cellular cytoskeleton.” Cells were modeled as two-dimensional quadrilaterals with hypothesized properties
and contraction behaviors at the apex. These models demonstrated a possible two-dimensional folding
process for the neural plate. In these models, the cell body is not modeled as a continuum, but by truss
elements connected to opposite nodes of the quadrilateral. A limitation, acknowledged by Odell et al.,
is that their neural plate cells should not remain in the same vertical plane during neurulation, as assumed
in this model, but should undergo a migration process. Another issue is the ratio of cell height to the
radius of the embryo (3:1 instead of the actual 20:1). The model does, however, dramatically illustrate
the possibility of modeling plate bending and rolling under the action of apical constrictions.

A few years later, Weliky and Oster (1990) simulated coordinated cell rearrangement by accounting
for the balance of forces between adjacent cells. The net force at cell junctions is the difference between
the passive elastic inward forces of the microfilament bundles and the osmotic plus hydrostatic pressure
of the outward forces. Cell protrusion is produced when the net force is not zero. The finite difference
method (a technique related to the finite element method) is used, and viscous behavior is included. The
cells are treated as two-dimensional polygons; however, cell sliding may require understanding of the
interactions along the entire length of the cell. No mention of absolute force magnitudes nor cell
mechanical properties is included. The authors recognize that the “model is a simplification of the actual
cellular machinery responsible for the generation of these forces, but we believe it captures the essential
mechanical forces.” The paper offers insight to relative cell motion caused by unbalanced forces at cell
interfaces and to the node rearrangements required to simulate this behavior.

More recent computer simulations have made use of the finite element method (FEM). These include
plausibility tests of aspects of neurulation (Jacobson et al., 1986) and studies of the mechanics of
individual cells (Cheng, 1987a, b). The basis, formulation, and principal conclusions obtained using
detailed FEM simulations of neurulation are extensive and are, therefore, discussed in separate sections
below. 

In 1995, Davidson et al. used the FEM to investigate the onset of gastrulation, a morphogenetic event
occurring prior to neurulation. Relatively few of the relevant mechanical properties had been measured
mechanically. Thus, these simulations had a different objective than those of neurulation, where much
is known about the relevant mechanical properties. During the invagination phase of gastrulation, a
localized, circular dimple is formed in a hollow ball of cells. Five different hypotheses including apical
constriction and cortical tractoring were considered, and the unknown mechanical properties were given
different values. They concluded that all five hypotheses could create the observed morphological shape
changes, if the values of the unknown properties are suitable. Thus, the study provides an important
basis for the design of future experiments to measure the unknown properties and ultimately to determine
which hypothesis or hypotheses might be correct. 

Unfortunately, in their model, the mechanical properties of the tissue are assumed to be elastic,
although viscous or viscoelastic properties seem more plausible. Also, standard aspect ratios are violated
without explanation and no explanation is provided as to what kind of elements are used to model the
thin layers. To maintain incompressibility of the cytoplasm, Davidson et al. compress the cell apex and
simultaneously stretch the base using a comparable force. It is not guaranteed that the finite element
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volume will remain constant. Since no biological explanation is stated for generating a basal force, basal
stretching should only be a passive consequence of the apical constriction and volume constancy. Cell
incompressibility is, apparently, ignored in the simulations of the other four hypotheses. 

A number of significant technical challenges arise in the modeling of morphogenetic shape changes.
During morphogenesis, large strains, deformations, and rotations occur. In addition, the material prop-
erties may be highly nonlinear. To model these properly requires the use of a carefully and suitably
formulated updated Lagrangian approach. In addition, during morphogenesis, cells and tissues are
typically incompressible. Thus, a Poisson’s ratio of ν = 0.5 must be used. Unless the element integrations
and equations are formulated properly, the elements will suffer from either locking or hourglassing
behaviors (Belytschko and Ong, 1984). Few, if any, commercial packages are capable of satisfying these
criteria. In the sections that follow, we present a FEM model that addresses all of these key biological
issues and discuss principal findings made using it.

2.6 Formulation of a Finite Element Model

What is the Finite Element Method (FEM)?

The label “finite element method” was first used in 1960, although mathematically similar techniques
had been used since 1943 (Huebner and Thornton, 1982). Over the past three decades, coupled with the
advent of high-speed digital computers, the finite element method (FEM) has become a well-established
technique in a diverse range of engineering applications, including structural analysis, solid mechanics,
heat transfer, mass transport, fluid mechanics, electromagnetics, vibration analysis, soil mechanics, and
even acoustics. This method is especially useful to obtain approximate solutions to analytically intractable
systems such as those that describe embryo morphogenesis. 

A finite element formulation typically follows a canonical approach that is independent of the problem
type (Zienkiewicz and Taylor, 1989, 1991). First, the continuum is subdivided into subregions of appro-
priate shape (discrete elements) interconnected by nodes. By increasing the number of elements in a
regular fashion, a more accurate solution is obtained. The variation of the field variable (for example,
displacement in the case of a mechanics problem) within each element is represented by shape functions.
Next, the behavior of each element is formulated into a matrix system of linear algebraic equations.
A global system of simultaneous equations is then constructed by assembling the matrices that represent
each element. Assembly is possible because the value of the field variable is assumed to be the same at
all points that share a node. In its most basic form, the resulting equations have the following form:

Ku = f (2.2)

where K is the generalized global stiffness matrix, u is the generalized global displacement vector, and f
is the generalized global force vector.

The equations are solved using standard numerical routines. The solution is not exact since a piecewise
approximation between nodes is assumed. In the case of a transient problem, the solution is also piecewise
over time. For a complete explanation of the FEM approach, see Zienkiewicz and Taylor (1989, 1991).
A description of the FEM as applied to biological systems is presented by Brodland (1994).

Basic Criteria

To model morphogenetic shape changes, a FEM simulation must take into account complex temporal
shape changes, large strain, displacement and rotation, physical property changes, creation of new cells
by mitosis, sliding of cells past each other, viscous or viscoelastic material properties, material incom-
pressibility and internal force generation. To accommodate these characteristics, custom software was
written in the C programming language (Clausi, 1991).
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A properly formulated updated Lagrangian formulation can accommodate these requirements. The
time steps and element sizes should be sufficiently small so that if either is further reduced, the solution
does not change; i.e., the result is not dependent on the temporal or geometric discretizations used.

Eight-noded isoparametric volume elements are used to represent the bulk properties of the cell
cytoplasm. These finite elements do not have to necessarily model single cells, but can be used to model
suitable groups of cells (Brodland and Clausi, 1994). In fact, without any loss of validity, the finite element
boundaries do not have to correspond to any cell boundaries since the elements are assigned the bulk
physical properties of the cell sheet. To model neighbor changes between cells is more difficult, but
possible (Chen and Brodland, 1997).

Derivation of the elastic stiffness matrix for an isotropic, eight-noded isoparametric volume element
is available in standard finite element texts (Zienkiewicz and Taylor, 1989). A viscoelastic version of this
formulation is presented in Clausi (1991) and summarized in Brodland and Clausi (1994), and the
simplified derivation for a purely viscous system is described in Brodland and Clausi (1995).

Experiments have shown that during amphibian neurulation, tissue volume remains essentially con-
stant, even when mitoses occur (Burnside and Jacobson, 1968; Keeton and Gould, 1986). To ensure
incompressibility in the finite element formulation, Poisson’s ratio (ν) should be set to 0.5. However,
this causes some terms in the stiffness matrix to become singular. If ν is set to a value just below 0.5 and
full integration is used, then all terms of the stiffness matrix can be determined. However, some terms
are magnitudes larger than the other terms, and “locking” occurs. This is a spurious increase in stiffness
caused by numerical difficulties. The problem can be overcome by reducing the order of the integration,
but this leads to spurious zero-energy modes of deformation called “hourglass” modes. Proposed expla-
nations and solutions for this phenomenon are presented in Belytschko and Ong (1984). In our formu-
lation, reduced order integration is used and hourglassing is controlled using a technique devised by Liu
et al. (1985). By using this approach, the incompressibility condition can be satisfied completely and
without introducing other problems.

Internal force generation is another characteristic of morphogenetic systems. Truss elements are used
to produce these forces. For example, the local net effect of the apical microfilaments and microtubules
is determined using statistical mechanics, and truss elements that produce a mechanically equivalent
effect are positioned around the apical perimeter of each volume element (whether it models a single
cell or a group of cells).

Suitable formulations also allow individual cell behaviors and neighbor changes to be modeled (Chen
and Brodland, 1997).

2.7 Simulations

The FEM formulation outlined above provides a methodology for studying a wide variety of morpho-
logical behavior. Simulations of neural plate shaping and fold formation, invagination, and pattern
formation are presented here.

Neural Plate Shaping

To investigate the intriguing in-plane motions by which a circular neural plate is transformed into a
keyhole shape, a flat plate model (Fig. 2.3) of one half of the neural plate (radius 1600 µm) is used.
Patches of cells are modeled by volume finite elements, each initially 80 × 80 × 120 µm thick. Truss
elements (identified with wider lines) are used to model the actions of constricting apical microfilaments.
The region identified in Fig. 2.3C is elongated at a rate of 100 µm/h to model the elongation of the
notochord. This agrees with the physical location of the notochord (Youn et al., 1980) and its rate and
region of active elongation (Jacobson and Gordon, 1976). 

Corresponding time-lapse photographs of the axolotl dorsal surface are shown in Figs. 2.3D through
F. A regular grid was placed on the first figure and deformed manually to match observed cell motions.
The deformation produced in the finite element simulation is quite similar to that observed in the time-
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lapse sequence. Also, the patterns of thickness change parallel to those observed in Taricha torosa (Clausi
and Brodland, 1993). 

Neural Fold Formation and Tube Closure

To study the transverse or out-of-plane aspects of neural tube formation, a transverse strip from the left
side of an embryo is modeled. By modifying the parameters, we can perform analyses that are not only
impossible to perform in vivo but that allow precise investigation of the sensitivity of the process to
variations in starting geometry or applied force.

FIGURE 2.3  In-plane shape changes associated with neurulation. A-C: Finite element simulations driven by
notochord elongation and microfilament contraction. D-F: Corresponding time-lapse photographs of axolotl
embryo development. Cell motions were tracked manually and used to construct a tracking grid. After Clausi and
Brodland (1993).
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For simulations of cross-sectional strips, the net apical constriction force is represented using the
dimensionless parameter (Clausi and Brodland, 1993):

FA = 2.3NMFFMF – NAMTFMT/µwhθ (2.3)

where NMF and NAMT represent, respectively, the total number of microfilaments and apical microtubules
across the width of the strip, w and h are the initial cell sheet thickness and width, µ is the viscosity, and
θ is an inverse time parameter given by

θ = τ/t. (2.4)

The variable τ represents a dimensionless time and t the actual developmental time. If the microtubule
force is assumed to be negligible, then the NAMTFMT term can be assumed to be zero. For the simulations
described in this section, FA = 0.10. 

In the reference case (Fig. 2.4), 20 finite elements, each 40 µm wide by 120 µm in the cephalocaudal
direction by 120 µm tall, are connected side by side to model the transverse strip. Microfilaments are
placed on the apical surface of the 10 elements closest to the midline of the embryo. To model the effects
of the notochord, the cell sheet is stretched at a rate of 56 mm.θ. This rate is based on time-lapse images
of axolotl neurulation taken in our laboratory. 

A remarkable outcome of the simulation was that a sequence of shape changes was produced. In
addition, both general reshaping and distinctive, detailed characteristics were produced that closely
matched the shape changes that occur in real embryos. 

The mechanisms by which this sequence of shape changes is produced can be understood in mechanical
terms. In the starting configuration, the apical microfilament forces are balanced between adjacent
elements everywhere except at the junction between the neural plate and the nonneural ectoderm. The
unresisted microfilaments in the cells near this junction contract and cause the edge of the neural plate
to curl upward (Fig. 2.4B). The attached nonneural ectoderm is forced to bend the opposite way to
maintain continuity at the junction. As the microfilaments contract, their force increases according to
Eq. (2.1), and the ogee shape at the edge becomes increasingly sharp until the microfilaments have
contracted their maximum amount (Fig. 2.4C). 

As the microfilaments across the whole width of the neural plate continue to contract, the neural plate
narrows and, because the volume of its cells remain constant, it thickens (Fig. 2.4D). As it thickens, the
microfilament forces move further away from the neutral plane of the sheet, and produce an ever-
increasing moment about the middle surface. This causes the thickened plate to roll up (Fig. 2.4E).
Regions of higher curvature, called “hinges” (Schoenwolf and Smith, 1990), are produced because of the
bending instability produced by Eq. (2.1) (Brodland and Clausi, 1994). The neural plate continues to
roll up until it eventually forms a closed tube (Fig. 2.4F). 

This simulation demonstrates that using only apical constriction and cephalocaudal elongation, the
salient features of neural tube formation — ridge formation, plate narrowing and thickening, cell skewing,
creating of hinge points, closure, and rounding — can be produced in the proper sequence. Only
established biological characteristics of the neural plate cells are used. No cell preprogramming, cortical
tractoring, or forced basal stretching are used to invoke the observed shape changes. One set of applied
forces (apical microfilaments plus notochord elongation) produces an entire sequence of intriguing shape
changes because the instantaneous effect of these forces changes as the geometry changes. Thus, a kind
of mechanical feedback is produced between the current geometry and the applied forces. The neural
plate can thus be considered to have a self-regulating mechanical control system.

How sensitive are the shape changes to details of the applied force? To answer this question, the
microfilament forces are changed from Eq. (2.1) to a constant value; i.e.,

F = σA0 (2.5)
© 2001 by CRC Press LLC



                 
In this case (Fig. 2.5), no hinge points appear, and the plate curls in a more uniform way compared to
the reference case (Fig. 2.4). The shape changes produced by this simulation do not match well with
those that are typical of amphibian neurulation, and suggest that Eq. (2.1) provides a better description
of microfilament forces during neurulation.

Is it possible that transverse forces produced by paraxial microtubules or cell-cell adhesions might
cause an invagination or other neurulation-type movement to occur? These two driving mechanisms are
mechanically equivalent (Brodland and Clausi, 1994). Figure 2.6 shows the results of a simulation in
which transverse forces of dimensionless magnitude

FT = ηd + NPMTFMT/µwhθ= 0.04 (2.6)

where η is the adhesion force per unit length are applied. Such forces thicken the neural plate, but do
not produce an invagination or other neurulation-type shape change (Clausi and Brodland, 1993).

Another hypothesis that has been suggested is that forces external to the neural plate might cause the
plate to buckle and collapse to form a closed tube (Schoenwolf and Smith, 1990). To investigate this

FIGURE 2.4 A “reference case” simulation of neurulation. The strip represents a symmetrical half of a transverse
cross-section of an embryo. Microfilaments are placed on the neural plate part of the strip (the region adjacent to
the midline). The shape changes in the strip are driven by axial elongation and microfilament contraction. After
Clausi and Brodland (1993). 
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hypothesis, the apical microfilament force from the reference case is removed, and a dimensionless,
external force FM of magnitude 

FM = FMedial/µwhθ = 0.15 (2.7)

is distributed uniformly between the nodes at the neural plate edge. The shape changes depicted in Fig. 2.7
are produced. This shape resembles the transverse section of a chick embryo treated to arrest microfila-
ment contraction (Schoenwolf and Smith, 1990, Fig. 18). To date, a particular mechanism to generate
such a force has not been identified. 

The results of this simulation and the experiments of Schoenwolf and Smith (1990) do, however,
suggest that there are redundant force systems at work. Thus, if the primary driving forces are weak or
absent, a secondary system of forces may play a significant role. The presence of such redundant mech-
anisms may account, in part, for the robustness of the neurulation process.

FIGURE 2.5 A simulation in which the microfilament force is constant. The driving forces and boundary condi-
tions are identical to that shown in Fig. 4, except that the microfilament force is constant [Eq. (2.5)] rather than
increasing as microfilament contraction [Eq. (2.1)]. After Brodland and Clausi (1995).

FIGURE 2.6 A simulation of the action of transverse forces from paraxial microtubule elongation or cell-cell
adhesions. Microfilament forces are not acting. After Clausi and Brodland (1993).
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Invagination

Invagination is another fundamental morphogenetic process (Alberts et al., 1989). Here we model a
symmetric invagination around a localized patch of cells (Brodland and Clausi, 1994). Due to the
symmetry of the geometry and the loading, only one quarter of the plate needs to be modeled (Fig. 2.8).
Each element in the top layer is initially 20 × 20 × 30 µm. Microfilaments constrict the apical surface of
the 5 × 5 patch of cells in the front right corner of the model. 

Twenty time steps of ∆τ = 0.2 are used and steps τ = 0, 2.0, and 4.0 are shown (Fig. 2.8). An invagination
occurs by the same mechanism as the neural ridges are initially produced in neurulation. Additional
simulations (not shown) have shown that any tissue below the epithelial cell sheet has little mechanical
effect on formation of the invagination (Brodland and Clausi, 1994). Whereas Davidson et al. (1995)
used basal expansion to generate an invagination, here we show that invaginations can be produced by
apical constriction only, provided that the finite element engine is formulated appropriately so that cell
volumes remain constant.

Pattern Formation

Pattern formation, “a process by which an initially homogeneous collection of cells develops heteroge-
neous features, is another critical embryonic process...” (Brodland and Clausi, 1994). It is known to be
an important aspect of the creation of surface features, coloration, and internal structures. Both bio-
chemical changes and mechanical events are involved in most pattern formation processes. For further
examples and explanations for pattern formation, see Maini and Solursh (1991). Here, we demonstrate
that pattern formation in epithelial sheets might be driven solely by microfilament contraction. In this
case, the pattern results from the same basic mechanical instability as that which gives rise to hinges in
the neural plate. 

A simulation was created using a bilayer sheet of cells that are initially 20 × 20 × 60 µm high (Fig. 2.9).
Microfilaments described by Eq. (2.1) are applied to the top surface of the top layer. A perturbation
(lateral displacement) of 1 µm is applied to the top left node. This causes the width of the top left cell
to be increased slightly. According to Eq. (2.1), the force carried by the microfilament bundle along this
top edge becomes slightly reduced and thus the cell continues to increase in width. This, in turn, allows
adjacent cells to contract. As they contract, they exert an ever-increasing force. A propagating set of
alternating imbalances thus arises and produces a sequence of alternating states (i.e., a pattern). This
method of pattern formation is highly robust. Additional simulations (Brodland and Clausi, 1994)
indicate that the pattern spacing is largely unaffected by cell size and the thickness and properties of the

FIGURE 2.7 Extrinsic forces at the edge of the neural plate. The forces are directed toward the midline of the embryo,
and there are no microfilament forces. After Brodland and Clausi (1995).
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underlying layers. The primary outcome of this simulation is to show that purely mechanical systems
can produce regular patterns.

2.8 Conclusions

A number of important principles for the modeling of biological systems have become apparent:

1. Models must be firmly anchored on established biological data. This means that properties must
be derived from known morphologies and properties of cytoskeletal components and other force-
generating structures. In addition, reference and progressive geometries predicted by simulations
must be compared with similar data from live or fixed embryos. 

FIGURE 2.8 Simulation of an invagination. Due to bilateral symmetry, one quarter of the total tissue is shown.
Microfilaments act only on the apical surface of the 5 × 5 cell region at the front right corner.
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2. Models must have a sound mechanical basis. In studies of morphogenetic shape changes, this
requires that numerical formulations must properly accommodate large strains, deflections and
rotations, nonlinear material properties, and the various kinds of coupling that can occur between
these.

3. Finite element models can be formulated to satisfy all of the mechanical criteria and are sufficiently
general that all relevant biological data such as initial geometries and mechanical properties can
be incorporated.

Much can be learned from suitably formulated finite element-based computer simulations. In partic-
ular, computer simulations provide a powerful means to evaluate hypotheses about the forces that produce
specific morphogenetic shape changes such as neurulation. Because a large number of possible force-
generating structures exist, it is not surprising that numerous theories have arisen. Although drug studies
can provide some important information, they are often not conclusive. This is in part because standard
teratogenic drugs are believed to have a variety of unknown side effects.

Simulations of neurulation have demonstrated that many popular and apparently plausible theories
about neurulation are mechanically unsound. In some cases, the difficulties are apparent only after

FIGURE 2.9 Pattern formation produced solely by microfilament contraction. A mechanical instability develops
because the microfilaments are described by Eq. (2.1). The phenomenon is related to “hinge” formation during
neurulation. After Brodland and Clausi (1994). 
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boundary conditions and other physical constraints are applied. These simulations showed that the shapes
that are produced are highly sensitive to the active forces and to the starting geometries. The presence
of redundant sets of forces has also been supported by the simulations. 

Computer simulations have also revealed the presence of elegant mechanical control systems. During
neurulation, for example, the effect of microfilament contraction changes as the geometry of the plate
changes. Since the shape changes are caused by these same microfilaments, a mechanical control system
is seen to be at work. That mechanical control system causes a distinct sequence of shape changes to be
produced. Mechanical control and feedback are also apparent during pattern formation. 

Simulations of this kind form an important step toward the development of “virtual embryos” in
which extensive virtual experiments might be carried out. It also makes an important contribution toward
the development of numerical methods that overcome the technical challenges inherent in modeling
embryos that are made of incompressible materials that undergo large strains, deformations, and rota-
tions.
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3.4 Concluding Remarks

3.1 Introduction

The changes undergone by the uterus during pregnancy are not seen in any other muscles. The intra-
uterine volume of an unpregnant nulliparous woman is about 2 cm3, but the volume at the end of
pregnancy reaches 4 to 5 liters. Meanwhile, the weight of the uterus muscle, the myometrium, increases
from 50 g to about 1 kg. The growth is mainly due to the growth and stretching of muscle cells five- to
tenfold, while the number of cells increases as well. Due to stretching, the myometrium thins out from
2 to 3 cm during the first month of pregnancy to 1 to 2 cm at the end of pregnancy. See Yrjana.1

The myometrium consists of visceral smooth muscle tissue which lies in three layers: the outer layer
is thinnest, consisting mainly of longitudinal fibers. The middle layer is thickest. It is well developed at
the body of the uterus and less developed at the cervix. This layer contains a lot of blood vessels in its
inner part where fibers have a flexible arrangement. The inner muscle layer is thinner than the middle
one. This layer is also well developed at the uterine body but the fibers are aligned more irregularly at
the cervix. The inner surface of the myometrium is covered with mucous membranes, endometrium,
through which the conceived egg cell penetrates. During pregnancy the endometrium is referred to as
decidua. The cervix consists mainly of connective tissue. During pregnancy, collagen concentration
decreases to about one-half of the original concentration with its fibers changing their structure. This,
and changes in other connective tissue components, result in the ripening, namely, softening and dilation,
of the cervix at term.
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In the myometrium, smooth muscle cells are dispersed throughout an extracellular material composed
mainly of collagen fibers, which act as intramuscular tendons. Muscle cells are connected to each other
with pathways of low electrical resistance, called gap junctions. The gap junctions facilitate not only the
propagation of electrical activities but also the intercellular migration of specific metabolites. Without
gap junctions, the spreading of contractions throughout the uterus would be impossible. During preg-
nancy, especially during the second half, hormones cause the number of gap junctions to increase so that
effective contractions are produced during labor.

The uterus undergoes contractions throughout pregnancy which facilitate the return of venous blood.
However, only in the late period of pregnancy do strongly noticeable contractions become regular. Local
uterine prostaglandin synthesis, changes in placental hormone production, and mechanical stretching of
the uterine wall are all involved in the events which culminate in contractions which cause parturition.
Labor begins with the first regular, usually painful contractions that result in dilating the cervix. In the
first stage of active labor, the cervix dilates from 3 cm to a total dilation of 10 cm in diameter. This stage
usually lasts 8 to 24 hours for a nulliparous woman. The intensity (amplitude) and frequency of con-
tractions increase as cervical dilation increases. During the second stage of labor, the fetus is forced
through the birth canal by contractions and maternal expulsive efforts. This stage lasts about half an
hour for a nulliparous woman. The frequency of contractions during labor increase from 2 to 5 contrac-
tions per 10 min. The intensity of contractions increases from 30 to 60 mmHg in intra-uterine pressure
during the active first stage of labor to 150 mmHg in the second stage when contractions are coupled
with maternal expulsive efforts. The duration of contractions during labor is about 0.5 to 1.5 minutes.
The baseline pressure, i.e., the intrauterine pressure in the absence of contraction peak, is about 8 to 12
mmHg.

In general, the intensity of contractions varies with the total myometrial mass and the number of
excited myometrial cells. Each contraction begins at the top of the uterine fundus spreading downward
through the body of the uterus. It is most intense at the top and in the uterine body and diminishes
toward the cervix. After each contraction, fibers slowly relax, but do not fully return to their original
length, becoming slightly shorter and thicker. Aside from this retraction, muscle fibers in the uterus still
retain their ability to contract upon relaxation. Each retraction results in both a shortening of the upper
segment of the uterus and a reduction in the volume of the uterus.

Although many principles are similar in smooth and skeletal muscle contraction there are four major
differences: (1) Autonomic function varies. Smooth muscle contractions develop only one quarter to one
twentieth of skeletal muscle contractions with relaxation being prolonged. (2) Due to differences in
cellular structures, the degree of shortening in the smooth muscle is about one order of magnitude greater
than that in the striated, or skeletal, muscle. (3) Smooth muscle can contract in any direction whereas
the contraction and force generated in skeletal muscles are aligned with the axis of the muscle fibers.

The measurement of uterine activity during labor is important for at least four reasons: (1) measuring
contractions can assist in the timing of maternal expulsive efforts, (2) it can help diagnose the reasons
for unsatisfactory progress in labor which may indicate a need for a Caesarean section, (3) it may help
avoid uterine hyperstimulation, and (4) it may aid in determining the correct drug dosage being admin-
istered to modify uterine activity.

There are a variety of means to measure uterine activity, depending upon the objective. For example,
(1) manual palpation is satisfactory for a quick evaluation of contractions, (2) belt-type cardiotocography,
an external recording of contractions, is most convenient for normal, uncomplicated labor, (3) internal
monitoring by means of intra-uterine pressure devices is irreplaceable in complicated labor which requires
more accurate monitoring of uterine pressure. It can also be used in labors of obese mothers or with
medication that influences the uterus.

During the last few months of pregnancy, the uterus undergoes periodic episodes of weak and slow
rhythmic contractions. These become progressively stronger toward the end of pregnancy eventually
changing rater suddenly — within hours — to become exceptionally strong contractions that start
stretching (pull open) the cervix through the mechanism of brachystasis or retraction,16 and alter force
the baby through the birth canal, thereby causing parturition. This process is called labor. The strong
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contractions that result in the final parturition are called labor contractions. It is still uncertain what
suddenly changes the slow and weak rhythmicity of the uterus into the strong labor contractions.
However, two phenomena are known: (1) Maternal temperature rises during labor and the strength of
contractions is related to uterine wall temperature and therefore to abdominal wall temperature. Since
heat and work are interconvertible, uterine activity during labor contractions can be determined by
measuring timewise variations of the abdominal wall temperature; (2) the state of cervical dilation is
related to the progress of labor in human parturition. Hence, the work expended by the uterus can be
evaluated by understanding its significance with respect to various changes in the intrauterine pressure
and cervical dilation wave forms, which can be charted on a labor graph.

Obstetrical textbooks in the nineteenth century indicated that the maternal temperature rose during
labor.2,3 Using both skin and tympanic membrane temperature sensors, Goodlin and Chapin4 measured
intrapartum maternal temperatures and the neonatal temperature immediately after birth. Goodlin and
Brooks5 used a hand-held infrared temperature sensor to measure the temperature of the abdominal wall
in antenatal patients at least 35 weeks into gestation. The inguinal and periumbilical areas appeared to
be relative hot spots in normal pregnancy. Marx and Loew6 monitored tympanic temperature, by means
of a thermocouple, during labor and delivery. Temperature increased temporarily with each contraction
and progressively throughout the course of the labor. The increases were greater in the primiparae
(1.46°C) than in the multiparae (0.51°C) and were attributed to the metabolic expenditures associated
with contraction of uterine and skeletal muscles. Kapusta et al.7 measured core and peripheral body
temperatures in parturients in labor with and without analgesia. The effect of epidural analgesia was a
temporary temperature drop in the periphery but no significant alteration of core temperature.

Yan et al.8,9 monitored the temporal and spatial variation of temperature in the whole maternal
abdominal wall during labor and delivery by means of an infrared thermovision system. The infrared
thermovision method is non-invasive and the result is global, sensitive, and quantitative. Based on the
measurement, the heat transfer rate through the abdominal and uterine walls can be evaluated by
conduction heat transfer modeling. The heat generated in the uterine wall results from an energy
conversion associated with muscular work of the uterine wall in the delivery of a fetus. Hence, uterine
activity during labor can be quantitatively determined by means of infrared thermography with the aid
of a heat conduction model. It is well known that an ultrasonic vision device provides vivid pictures of
the activities of a fetus in the uterus but fails to yield quantitative information of these activities.

Friedman10 demonstrated the importance of making frequent measurements of dilation with the
augmentation of labor. His labor graph, Fig. 3.1, shows that in normal labor, dilation exhibits a repro-
ducible pattern, while aberrations in this pattern suggest abnormal labor. note that the dilation wave
form changes with each contraction and that this change diminishes with the augmentation of labor.
Subsequently, Kriewall and Work11 and Azdor et al.12 developed instrumentation to measure continuously
cervical dilation in human parturition, while Crawford,13 and Van Praach and Hendricks14 used intrau-
terine pressure only to evaluate uterine work by empirical means.

3.2 Theoretical Analysis of Uterine Work in Parturition

There are two approaches to the theoretical analysis of uterine work in parturition: mechanical15 and
thermal.8,9

Mechanical Approach

The contractions of labor pull open the cervix through the mechanism of brachystasis, or retraction.16

The mechanism of the uterine contraction and subsequent fetal movement is explained by Kriewall15

and follows: Physiologically, the cycle of the uterine system begins with the onset of a contraction and
ends with the beginning of the successive contraction. As the contraction begins, the biochemically stored
energy of the myometrium is transformed to shorten the muscle fibers which in turn causes brachystasis
with the effect of moving the fetus down against the cervix. From the mechanical viewpoint, the contents
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of the uterus are incompressible, the amount of work required to dilate the cervix can be determine by
measuring the change of the uterine volume with each contraction. The energy of a contraction which
does not dilate the cervix is lost as heat generated in the myometrium or used to change the structure
of the myometrium.

In this approach, the work expended by the uterus is related to the synergistic relationship between
intrauterine pressure (IUP) and cervical dilation (CD). By utilizing a geometrical model for the fetal
presenting part which is assumed to be in contact with the cervix, the changes in internal volume of the
uterus with each contraction are functionally related to cervical dilation. Thus, work can be determined
using the integral of pressure times incremental volume. Intrauterine pressure and cervical dilatation are
simulated with those wave forms generated by labor monitors. The alterations required in uterine work
to dilate the cervix are calculated for various waveform aberrations which occur in clinical situations.
the waveform aberrations are applied to an elastic cervical model as well as a viscoelastic model. 

The purpose of the contractions is to dilate the cervix. Treating a contraction as a quasi-equilibrium
process, the work of dilating the cervix can be expressed as

W = ∫PdV (3.1)

Here, P denotes the intrauterine pressure, which can be measured directly using standard labor room
monitoring techniques. The change in volume dV refers to the change in cervical dilation which is
determined as follows. The fetal head is modeled as a sphere with which the cervix (hatched) is in close
contact, as in Fig. 3.2a. The presenting part is assumed to be a hemisphere, as illustrated in Fig. 3.2b. In
other words, the part of the fetal skull that contacts the cervix in a normal vertex position is spheroidal
and the cervix retracts around this hemisphere as it dilates. Thus, the internal volume change is equal
to the external volume change, ∆V, of a slice of the hemisphere delineated by the beginning and ending
values of dilation, D3 = 2Ra and D2 = 2R2, respectively. One may write

∆V = π∆S(3R2
2 + 3R3

2 + ∆S2)/6 (3.2)

Here, 

∆S = R1[1–(R3/R1)2]1/2 – R1[1–(R2/R1)2]1/2 (3.3)

FIGURE 3.1 Two portions of the labor graph, time history of cervical dilatation (CD) and intrauterine pressure
(IUP), A: from early labor; B: from late labor.
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and R1 is the radius of the hemisphere, taken as 5 cm.
The clinical wave forms of the pressure, P, and dilatation, D, are simulated to be half-sinusoidal (Fig.

3.3) as 

P = Pa sin ω1 t + Pt  τp ≥ t≥ 0 (3.4a)

P = Pt  τ∗ ≥ t ≥ τp (3.4b)

D = Da sin (ω2 t – θ) + Db τd ≥ t ≥ τD (3.5a)

D = Db τ* + τD ≥ t ≥ τd. (3.5b)

Here, t denotes the time; Pa, IUP amplitude; ω1 = 2π/τp, frequency if IUP oscillation; τp, IUP duration;
τ*, duration of an individual contraction; Pt, tonus; Db, base (state of dilatation between contractions);
Da, CD amplitude; ω2 = 2π/τd, frequency of CD oscillation; τd, CD duration; θ = ω2 TD, phase lag between
the IUP and CD waveforms; and τd, time delay between the IUP and CD waveforms. The tonus is the
residual pressure that exists within the uterus between contractions, while base refers to the state of
dilatation between contractions. Since the tonus Pt is constant over the entire change in volume, Eq. (3.1)
can be written as

W = PtVtotal + ∫(Pa sinω1t)dV. (3.6)

It shows that the work arises from two sources of pressure, thus separating the effects of the tonus pressure
from the pressure due to an individual contraction.

A parameter α in cm/s is included to account for any permanent increase in dilatation with a con-
traction. It is defined as the slope of a dilating effect, i.e., an increase in the cervical dilatation divided
by the CD duration in an individual contraction, as shown in Fig. 3.4. Note that there is no permanent
dilatation (i.e., α =0) when the pressure peak, Pa, does not exceed 25 mm Hq.17,18

Table 3.1 presents standard waveforms of pressure and dilatation which closely represent those wave-
forms generated by labor monitors. The uterine work of the standard waveforms is used to compare with
that of the actual parturition wave forms.

FIGURE 3.2 Physical and analytical models, A and B respectively, for the calculations of uterine work.
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Results and Discussion

Equation (3.1) is integrated by evaluating the Riemann sum using a time increment of 2 sec and the
standard waveforms. Results are illustrated as the solid line in Fig. 3.5, superimposed with that for a
shorter contraction of 40 sec (with open squares). It is seen hat the work begins and ends at zero for
both cases and reaches the same maximum amount of 0.7 × 10–2 ft-lb midway through a contraction.

FIGURE 3.3 Half-sinusoidal wave forms simulating clinical wave forms.

FIGURE 3.4 Permanent dilatation parameter α.
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The effects of the tonus, base dilation, time delay, and permanent dilatation were also studied by
Kriewall.15 The efficiency of the contraction is defined and estimated to be on the order of 0.01%, due
to a gross overestimation of heat loss to the uterine blood flow.19 Note that this estimation was based on
the misconception of the definition of the efficiency.

TABLE 3.1 Standard Wave Forms of Pressure and Dilatation

Parameter Symbol Value

IUP duration Tp 60 s
IUP tonus Pt 10 mmHG
IUP amplitude Pa 50 mmHG
CD duration τd 60 s
CD baseline Db 3 cm
CD amplitude Da φ cm
Time delay τD 0 s
Dilatation slope α 0 cm/s

FIGURE 3.5 Time history of uterine work for the standard (60 sec) and a shorter (40 sec) durations of a contraction.
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The mechanical approach can predict (1) the work of each contraction and the cumulative sum of
this work, (2) how much longer labor may last, and (3) the capability of a normal vaginal delivery or
the eventuality of Cesarean sections. 

Thermal Approach

In the thermal approach, infrared thermography is used to monitor the temporal and spatial variation
of the temperature of whole abdominal wall during normal labor. Based on these measurements, a quasi-
steady conduction model is developed to simulate heat transfer through the abdominal and uterine walls.
This heat originates in the work of uterine contraction since heat and work are interconvertible, as it is
known in thermodynamics.

Infrared Thermography Method

The principle and applications of infrared thermography are available in References 20 through 22 and
are thus not repeated here.

The setup included the use of a high-speed infrared detection apparatus, the AGA Thermovision 780
System by the AGA Infrared System AB of Sweden. The clinical setup is illustrated in Fig. 3.6. A mirror
with a 99.99% reflective rate was placed on an adjustable frame about 1 m above the patient, which would
not obstruct the necessary operation of the obstetrician. The image of the patient’s body could be received
through the mirror by a signal scanner. The scanner was placed in another room and kept in a horizontal
position because liquid nitrogen was used to cool its detector. The system combines real-time infrared
scanning with thermal measurement capability. The infrared scanner unit converts electromagnetic ther-
mal energy radiated from the abdominal skin into electronic video signals. These signals are amplified
and transmitted via an interconnecting cable to a color display monitor where the signals are further
amplified. The resultant signal is displayed on a black and white monitor. In the present study, both color
and black and white monitors were employed for display. A digital tape recorder recorded the desired
portion of the birth process. The recorder was played back on the color monitor for photographing.

FIGURE 3.6 Clinical setup for infrared thermographing of abdominal wall during the entire parturition process
using an AGA infrared thermovision 780 system. 
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The detector produces an electronic signal output which varies in proportion to the radiation from
the object. The scale of each photograph indicates the level of signal output. A controller can select
different signal output levels to vary the color distribution in the photographic image. A proper temper-
ature scale corresponding to a color distribution is thus selected. The color-to-temperature conversion
is achieved by a simple calculation.

Three patients were studied whose gestational ages were 24, 26, and 27, respectively. The studies were
performed in the same delivery room in July 1988. The patients gave an informed consent for the studies,
but only the 27-year-old patient agreed to release the photographs of her labor. The patient went into
spontaneous labor for her first baby at a room temperature of 28°C and an atmospheric pressure of 736
mmHG in Beijing, China. Since the infrared detection apparatus had to be installed in a special delivery
room, the observations and recordings made through the apparatus could be started only several hours
before the deliveries. The 27-year-old patient was sent to the delivery room at 6:15 AM on July 7. The
record of her birth process started at 6:30 AM and lasted until the delivery at 8:40 AM.

Figure 3.7 shows the orientation of the photographs. The color bar chart ranges in color from shades
of black at the minimum power level, through shades of several other colors, and to shades of purple at
the maximum power level. Each color corresponds to certain temperature levels determined through
calibration. The color–temperature relationship can be changed during the course of recording to best
fit the varying temperature range of the abdominal wall. For example, the color bar chart in Figs. 3.8
and 3.9 has temperatures ranging from 29.5 (dark) to 34.5°C (purple), while that in Figs. 3.10 and 3.11
has the temperatures ranging from 30.5 to 35.5°C. White indicates a temperature exceeding the limit of
the scale.

Results and Discussion

Color photographs of the entire birth process of the three patients were taken. A few representative
photographs of the 27-year-old patient are depicted here (Figs. 3.8 through 3.11). Figure 3.8 was taken
approximately 2 hours before delivery with the color bar chart ranging from 29.5 to 34.5°C. It is obvious
that the temperature of the majority of the abdominal wall is between 32.0 and 33.0°C. A cold band at
about 31°C appeared to the right of the umbilicus, extending downward from the thorax to the right
inguinal area. During a contraction 1 hour and 50 min before delivery (Fig. 3.9), several hot spots at

FIGURE 3.7 Orientation of the thermographs of the maternal abdomen (Figs. 3.8 through 3.11).

Vulva

Umbilicus

Left
Arm
© 2001 by CRC Press LLC



      
34°C appeared, scattering randomly on the abdominal wall. the cold band temperature rose to 32°C. As
contractions became more frequent, the number of hot spots increased and a hot region spread from
the upper right corner of the abdominal wall downward to the right inguinal area. When contractions
became intense and continuous, starting approximately 10 min before delivery, the whole abdominal
wall had a nearly uniform temperature of 35.5°C, with the cold band at 34.5°C, and several hot spots

FIGURE 3.8 Thermograph of maternal abdomen 2 hours prior to birth. Temperature range is 29.5 to 34.5°C.

FIGURE 3.9 Thermograph of maternal abdomen 1 hour 50 min prior to birth, during a contraction. Temperature
range is 29.5 to 34.5°C.
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above 35.5°C. Since the temperature range of the abdominal wall changed the color–temperature rela-
tionship, the instrument was adjusted to a new scale (ranging from 30.5 to 35.5°C) in order to keep the
same measurement accuracy. Figure 3.10 is a typical photograph which was recorded at 38 sec before

FIGURE 3.10 Thermograph of maternal abdomen 38 sec prior to birth. Temperature range is 30.5 to 35.5°C.

FIGURE 3.11 Thermograph of maternal abdomen immediately following delivery. Infant is seen at the lower left
corner of the photograph, still attached by the umbilical cord. Temperature range is 30.5 to 35.5°C.
© 2001 by CRC Press LLC



                          
delivery. Figure 3.11 was taken immediately following delivery. The baby, at a temperature above 35.5°C,
is shown at the lower left corner, still connected to the maternal body by the umbilical cord. The maternal
abdominal wall temperature range following delivery suddenly fell to 31.5 to 33°C characterized by an
apparently random temperature distribution which resulted from the rapid relaxation of the maternal
abdominal muscles.

These results demonstrate the complexity of the temperature distribution patterns of the maternal
abdomen during labor. The heat generated by muscular contractions of the uterus during labor is removed
by two mechanisms: convection via uterine venous blood flow and radiation through the abdominal
wall. Since uterine perfusion decreases during a contraction, the principal mechanism of heat loss during
a contraction is probably radiation. A pattern of increasing abdominal wall temperature distribution is
observed as well. A consistent cold spot was noted over the umbilicus. The relatively cool band extending
vertically to the right of the umbilicus could be due to the rectum’s muscle; however, we cannot explain
the absence of a similar band on the left.

The results of this patient are in partial agreement with the findings made by Goodlin and Brooks.5

We did not note the inguinal and umbilical hot spots which they found, however. The inguinal region
tended to be relatively cool, and the suprapubic region was the coolest of all, at least during labor. These
differences may be due to differences in instrumentation.

The merits of the present method include measurement sensitivity and global coverage of the abdom-
inal wall. The infrared device is known to have an accuracy of 0.1°C, according to the manufacturer.
Since heat results from the work performed during uterine contraction, this method has the potential
to non-invasively determine whether significant contractions are occurring. We are undertaking further
studies of the work of uterine contractions as measured by heat production.

Rate of Heat Generation in Uterine Wall

Figure 3.12 illustrates the cross-sectional views of (a) the uterus and (b) the abdominal and uterine walls.
The uterine wall thickness varies from about 5 mm at the cervix to 15 mm at the middle of the base (or
fundus). The uterus is covered by the peritoneum behind, above, and in front, except where it is attached
to the base of the bladder. Between the peritoneum and the abdominal skin lie a facia of 1 to 2 mm
thickness, a muscle layer of about 5 mm thickness and a fat layer whose thickness varies from 20 to 50
mm in normal cases, but may be 10 to 100 in thickness in extreme cases.

A theoretical model is developed which simulates the heat transfer phenomenon through the abdom-
inal wall as quasi-steady and one-dimensional. The physical geometry consists of two flat plates repre-
senting the uterine and abdominal walls of thicknesses b and a, respectively, as depicted in Fig. 3.13. The
interior surface of the uterine wall is considered either at the fetus temperature, Tf for models (a) and
(b) or insulated for model (c). The exterior surface of the abdominal wall is in convection and radiative
heat transfer with the ambient at a temperature of T∞ and heat transfer coefficient h. The uterine wall
undergoes uniform heat generation at a volumetric rate of q′′′, which results from an energy conversion
associated with muscular work, dW/dt per unit volume of the uterine wall, w′′′ is proportional to the
rate of shear in the uterine wall dτ/dt. The problem is formulated in the following.

Let x be the distance measured from the uterine interior wall. Under a quasi-steady state, one-
dimensional heat conduction equations in the uterine and abdominal walls read

uterine wall: d2θ/dx2 + q′′′/ku = 0; (3.7)

abdominal wall: d2T/dx2 = 0. (3.8)

Here, θ and T denote the uterine and abdominal wall temperatures, respectively, and ku is the thermal
conductivity of the uterine wall. Two cases are considered:

Case 1. Interior surface temperature of the uterine wall = fetus temperature, Tf. The boundary
conditions are:
© 2001 by CRC Press LLC



θ(0) = Tf ; (3.9a)

θ(b) = T(b), ku dθ(b)/dx = ka dT(b)/dx; (3.10)

FIGURE 3.12 Median section of the uterus and abdominal wall.
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FIGURE 3.13 Quasi-steady, one-dimensional thermal model.
© 2001 by CRC Press LLC



-ka dT(�)/dx = h[T(�) - T∞], (3.11)

where ka is the thermal conductivity of the abdominal wall and � is the location of the exterior surface
of the abdominal wall, � = a + b. The solutions are obtained as: uterine wall temperature (for X < 1):

θ = -QuX2 + [[K(Qu + Tf - T∞)/1 - K - L - Ka] + 2Qu]X + Tf ; (3.12)

abdominal wall temperature (for L ≥ X ≥ 1):

T = (Qu + Tf - T∞/1 - K - L - Ka)X + T∞ - (L + Ka)(Qu + Tf - T∞)/1 - K - L - Ka (3.13)

Here,

Qu = q′′′b2/2ku, X = x/b, L = �/b = 1 + a/b, K = ka/ku, Ka = ka/hb.

For a special case, model (b), in which ku approaches infinity, Qu and K become zero and Eqs. (3.12)
and (3.13) are reduced to θ = Tf and 

T - T∞/Qa = -X + L + Ka (3.14)

respectively, where Qa = q′′′b2/ka.
The heat generated in the uterine wall is transferred through the abdominal wall into the ambient.

heat balance yields

q′′′ = h/b(Ts - T∞). (3.15)

Here, Ts is the exterior surface temperature of the abdominal wall which is monitored by infrared
thermography. Equations (3.14) and (3.15) are combined to yield

Tf = Ts + q′′′ab/ka. (3.16)

Since q′′′ = w′′′ = dτ/dt and Tf = θ, Eqs. (3.15) and (3.16) predict the uterine wall stress rate and the
uterine wall temperature, respectively.

Case 2. Insulated fetus. The boundary conditions are identical with those of Case 1, except that Eq.
(3.9a) is replaced by 

dθ(0)/dx = 0. (3.9b)

The temperature distributions are obtained as:
uterine wall temperature (for X ≥ 1):

(θ - T∞ )/Qa = (K/2)X2 + K/2 - 1 + Ka + L; (3.17)

abdominal wall temperature (for L > X ≥ 1) is identical with Eq. (3.14).
The assumption of uniform heat generation implies that uniform shear force is produced in the uterine

wall to push the fetus during delivery. The effective component is applied on the fetus, while the remaining
portion of the muscular force is converted into heat within the uterine wall. It is uncertain how much
fraction of shear force is effective. The total efficiency of the human heat is estimated to be about 65%.23

A uterus may have total efficiency in the same order as a heart. 
For the limiting cases considered, namely specified interior surface temperature and insulated interior

surface of the uterine wall, the latter is mathematically simpler and perhaps more realistic. In both cases,
the temperature profiles in the uterine wall are parabolic with maximum temperature located on the
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interior surface in Case 2 and inside the uterine wall in Case 1. There will be heat flow from the uterine
wall to the fetus in Case 1. The flux of this heat flow is equal to ku dθ (0)/dx.

A computation is made on a patient whose entire delivery process was recorded by infrared thermog-
raphy. The strong labor contractions continued for 10 min prior to delivery during which the entire
abdominal surface temperature, Ts, was almost uniform at 35.5°C in the delivery room at a temperature,
T∞, of 28°C. The exterior surface of the abdominal wall of a patient in a supine position during delivery
is considered a heated horizontal surface facing upward, since Ts > T∞. The combined convective and
radiative heat transfer coefficient, h, can be determined by the empirical formula:23

h = A + Bvn. (3.18)

Here, v is the air velocity in m/s while A, B, and n are experimentally determined constants. For the case
investigated here, A = 2.7, B = 6.8, n = 0.5, and v = 0 for natural convection in still air. Therefore, h =
2.7 Kcal/h-m2 –°C = 3.14 W/m2 –°C. Using the data

a = 35 mm, b = 12 mm, ka = 0.586 W/M–°C (for biological tissues),

one obtains

q′′′ = 1962.5 W/m3, Tf = 36.9°C.

Considering the fetus to be at the core temperature of 37°C, the predicted value of 36.9°C is very close.
It is known that q′′′ results from energy conversion associated with uterine force during labor contrac-
tions.

3.3 Comparison Between Mechanical and Thermal Approaches

Since work and heat are interconvertible, the work expended by the uterus obtained from the synergistic
relationship between intrauterine pressure (IUP) and cervical dilation (CD) should be equal to the heat
generated in the uterine wall by contraction. In other words, results obtained should be equal provided
that no loss in heat occurs during labor.

It is reported by Kriewall15 that the work characteristics change with the waveform parameter alter-
ations, with the peak work for a contraction ranging from 9.49 × 10–3 to 0.244 J. for a 60-sec duration
contraction (and cervical dilatation). As contractions become shorter and shorter in late labor, the peak
work remains unchanged and the cervical dilatation waveform becomes flattened. Finally near the
moment of chile delivery, the contraction duration is reduced to zero and the amount of peak work in
Joules becomes the work rate in J/sec or Watt. This implies that the work rate is in the order of 0.244 W
according to the mechanical model.

In calculating heat generation in the uterine wall, the volume of the wall shown in Fig. 12a can be
estimated as the inner surface area, 4π(0.05)2, m2 times the wall thickness of 0.015 m, or [(0.065)3 –
(0.05)3]/3 m3. Here, the inner radius of the uterus is assumed to be 5 cm. The rate of heat generation in
the uterine wall at the moment of delivery is found to be 0.925 W or 1.230 W according to the thermal
model. One, thus concludes that both the mechanical and thermal models predict the same order of
magnitude, about 1 W for the rate of uterine work in parturition. However, it is important to note that
the thermal model is more accurate than the mechanical model because there are no assumptions of
waveforms for intrauterine pressure, cervical duration, or others.

3.4 Concluding Remarks

The quasi-steady, one-dimensional conduction model leads to the expression, Eqs. (3.15) and (3.16), for
predicting the heat production rate in the uterine wall resulting from strong labor contractions and the
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fetal temperature, respectively. The latter prediction appears very accurate. However, it is important to
note a lack of precise, in vivo information on the thermal conductivity of the uterine wall, ka, and the
dimension of abdominal and uterine walls, a and b. The efficiency of a uterus from which the heat-work
energy conversion can be determined is still unknown. more precise information on the temporal and
spatial distributions of the abdominal temperature and heat generation rate in the uterine wall can be
obtained by the application of inverse problems on the abdominal surface temperature monitored by
infrared thermography.
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4
Biothermechanical

Techniques in Thermal
(Heat) Shock

4.1 Introduction
4.2 Theory

Thermal-Diffusion Aspect of Heat Shock • Thermal Wave 
Aspect of Heat Shock • Thermomechanical Aspect of Heat 
Shock

4.3 Discussion
4.4 Conclusions

Thermal (or heat shock phenomena have been observed in all organisms at the cellular level. They cause
an acceleration in the rate of expression of specific genes (heat shock genes), resulting in an increase and
accumulation of heat shock proteins in cells. The purpose of this study is to investigate the mechanisms
of thermal shock from two different viewpoints: biothermal and biothermomechanical. The former
predicts more severe consequences on cells than the latter, whose thermal wave fronts are smoothed due
to the coupling effects of thermoelasticity. In conclusion, it is the thermal wave propagation (the so-
called “second sound” effect) which triggers a perturbation of normal gene expression. Thermotolerance
is found to be inherited in the heat flux equation of the thermal wave model. The information obtained
from this study can be useful to therapeutical hyperthermia, preservation of organs and tissues, and laser
and cryogenic surgery.

4.1 Introduction

The terms heat (thermal) shock and stress response, interchangeably used in medicine and biology, refer
to the response of cellular level living organisms to unfavorable thermal environmental conditions; for
example, when a living cell is suddenly exposed to temperatures that exceed the normal growth range
levels. Note that the response of living organisms to adverse conditions caused by other inducers (for
example, ethanol or arsenite) has also been referred to as heat shock. The phenomenon, which occurs
in all cells of organisms, leads to a perturbation of normal gene expression and other cellular events.
Changes in the cell range from a temporary change in cell growth and function (due to increased speeds
of reactions) to cell death (for example, References 1 and 2). Although the majority die when organisms
are exposed to sufficiently severe heat shock or stress conditions, a mild heat treatment may, over a period
of time, induce thermotolerance in cells following administration. This results since organisms have a
memory and is essential to clinical applications of hyperthermia. As the temperature increases, reactions
in the cell occur more rapidly and mismatch is likely to occur. This means that the cell cannot function
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properly, i.e., gene production, protein synthesis, and many other cell functions do not take place at the
proper pace for normal cell growth and function.

Heat shock, or stress response, has been a subject of great concern in biology and medicine for some
time, due to its role in gene expression (for example, References 2 and 3). living organisms respond at
the cellular level to adverse conditions such as heat shock or other stressful environments of many different
origins, by rapid, vigorous, and transient acceleration in the rate of expression of a small number of
specific genes, called heat shock genes. In other words, heat shock leads to a perturbation of normal gene
expression (and other cellular events) which takes place in all cells of organisms. Consequently, the
products of these genes, commonly referred to as heat shock protein or stress protein, increases and
accumulate in cells to reach fairly large concentrations. The heat shock response has been observed in
all organisms, and the heat shock proteins are among the most highly conserved proteins in nature.

When organisms are exposed to sufficiently sever heat shock environments, the majority die. However,
if they undergo a mild heat treatment prior to this lethal heat shock, a considerable proportion of them
survive. This finding has an important implication in the clinical application of hyperthermia for therapy.

The literature pertinent to the heat shock response from the biomedical viewpoint has been surveyed
and reviewed in detail in Reference 2. Recently, theoretical molds have been proposed to explore the
mechanism of heat shock.4,5

This chapter treats the mechanics of the heat shock response from the thermal and thermomechanical
viewpoints separately, and discusses how the heat shock may damage cells in all organisms. The former
treats the damage on cells to be solely due to heat conduction, while the latter coupled the effects of both
temperature and stain. The classical theory of heat conduction (diffusion mechanisms) indicates the
severity of the temporal and spatial variations of temperature to be the damage mechanism, while the
wave theory in heat conduction suggests the generation of thermal shock wave caused by a rapid change
in thermal conditions combined with memory effect in living organisms. The information obtained from
the study can also be useful to the therapeutical application of hyperthermia, preservation of organs and
tissues, and laser and cryogenic surgery.

4.2 Theory

Three theoretical models have been developed in the course of evolution of studies on the mechanisms
of heat shock.

Thermal-Diffusion Aspect of Heat Shock

Cellular structures are modeled with spherical and finite-cylindrical geometries, as show in Fig. 4.1. The
cell and its nucleus are in concentric positions. The cell membrane is subject to a sudden change in
surrounding temperature, and solutions for the timewise variation in the interior temperatures are
obtained. The criterion for inducing heat shock is the temperature gradient which exceeds a lethal value
that the cell structure cannot tolerate. Below the heat shock inducing temperature gradient, the cell may
restore itself to normal functions when returned to initial conditions/temperatures. Numerical results
are obtained for various cases. A qualitative comparison is made between theory and some existing
in vivo data. 

Spherical and cylindrical coordinate systems are employed for the spherical and cylindrical cells with
the origin being fixed at the sphere center, and cylinder axis. Let T1(rt) and T2(r,t) be the temperatures
of the cell and its nucleus, respectively. r and t denote the radial distance and time. The governing heat
equations reads

∂T1/∂T = α1∇2T1 and ∂T2/∂T = α2∇2T1 (4.1)

where α represents the thermal diffussivity. The appropriate initial and boundary conditions are
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T1(r,0) = T2(r,0) = T0 – k[∂T1(R0,t)/∂r] = h[T1(R0,t) – T∞ (4.2)

k1[∂T1(Ri,t)/∂r] = k2[∂T2(Ri,t)/∂r] (4.3)

[∂T2(0,t)/∂r] = 0, T1(Ri,t) = T2(Ri,t)

The situation corresponds to a cell initially at a temperature of T0 which is suddenly exposed to an
environment (such as a culture) at T∞. h denotes the heat transfer coefficient and k is the thermal
conductivity. The solutions for T1(r,t) and T2(r,t) can be obtained by means of an intermediate transfor-
mation followed by the Laplace transformation technique where u(r,t) is an intermediate variable for the
intermediate transformation. In turn taking the inverse Laplace transformation results in Eq. (4.4).

FIGURE 4.1 Cell structure.
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Equation (4.4) shows the temperature-time history in a cell with a very small nucleus for a spherical
case where h takes a value of infinity, corresponding to a well-stirred fluid.6

(4.4)

where TSI is the cell membrane temperature. The temporal gradient in dimensionless form is obtained as 

(4.5)

which is the factor limiting the survival of a cell following heat shock. Its critical value varies with cell
species, like the case for cell survival in freezing and thawing.

In the case of a long cylindrical cell, the results are obtained as

(4.6)

with the temporal gradient in dimensionless form

(4.7)

Here, J0 and J1 represent the Bessel functions of the first kind, or orders 0 and 1, respectively. βn, n =
1,2,…, are the roots of J0(R0β) = 0. Figure 4.2 illustrates the temperature-time history in a spherical cell
of radius R0 with a very small nucleus of Ri = 0 for h = infinite case.

This model treats heat shock as a transient heat transfer phenomenon which is induced by the timewise
change in cell temperature. Hence, cell survival as a function of temperature-time variation is analogous
to freezing and thawing of a cell. Both Eqs. (4.5) and (4.7) indicate that the local temporal gradients vary
exponentially with time. Consequently, there is a certain instant when the gradient takes a maximum
value beyond which damage is incurred in the cell.

Thermal Wave Aspect of Heat Shock

If heat shock has such an important consequence on cellular activities, a question naturally arises: what
is the nature of heat shock? In other words, how is heat shock induced? Since the time of Fourier in 1822,
diffusion theory of heat conduction has prevailed. That is, Fourier’s law serves as the constitutive equation
relating the heat flux vector a(r,t) to the temperature gradient ∇T(r,t) as

(4.8)

Here, the proportionality constant k is called the thermal conductivity; r is the position vector; and t is
physical time. This law states that if a material is subjected to a thermal disturbance, the heating effect
will be felt instantaneously in all parts of the conducting medium, although not homogeneously. This
means that the speed of heat propagation is infinite, obviously incompatible with physical reality. The
paradox of instantaneous propagation of heat was eliminated through the introduction of the thermal
wave theory.

In 1867, Maxwell postulated another type of the constitutive equation, based on the dynamic theory
of gases. The modified flux law introduces a time lag τ which is required for a heat flux vector to respond
to the thermal disturbance, i.e., temperature gradient, being introduced at time t:
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(4.9)

This expression is called the Maxwell–Cattaneo (or the Cattaneo–Vernotte) equation. The relaxation time
is approximated as 

(4.10)

Here, α is the thermal diffusivity, and Ct denotes the speed of the thermal wave in the medium, commonly
referred to as “second sound”. The magnitude of τ ranges from 10-10 sec for gases under standard
conditions to 10-14 sec for metals, with values of t for liquids falling within this range. Our intuition is
that the values for t for all cells of organisms should be less than 10-10 sec but larger than 10-14 sec.

With the application of the Taylor’s series expansion to q, Eq. (4.9) can be expressed in the linearized
form as 

(4.11)

This is integrated to yield

(4.12)

A comparison of Eqs. (4.8) and (4.12) reveals the principle difference between the diffusion model and
the thermal wave model: the heat flux q at time t is a point function of ∇T at time t in the diffusion
model, but in the wave model is a path function (over the entire history) from t = 0 to t during which

FIGURE 4.2 Temperature distribution at various times in a spherical cell of radius Ro with a very small nucleus
for h = infinity case.
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∇T is established.7,8 In other words, Eq. (4.12) implies heat conduction in a material with the time
constant of fading memory.9 Equation (4.10) and the energy equation

(4.13)

are combined to yield: Eq. (4.8) the heat flux formulation as 

(4.14)

by eliminating temperature T.10 Equation (4.9) the temperature formulation is

(4.15)

through the elimination of heat flux q. Here, S represents the volumetric rate of heat generation such as
heat generation due to metabolism, external heat sources, transformation from stressed, synthesis, etc.
P, Cp, and α denote the density, specific heat, and thermal diffusivity of the medium, respectively. It is
seen that both the temporal and spatial derivatives of the body heat function S(r,t) appear in the
hyperbolic heat conduction equation, ∂S/∂t in Eq. (4.15) and ∂S/∂r in Eq. (4.14). A sudden increase in
the localized temperature or that generation rate in a material can be represented by the Dirac delta
function (i.e., a unit impulse). This delta function becomes a part of the solution to the heat conduction
equation with time lag, and it mathematically creates the thermal shock wave that travels through the
material. For example, consider a semi-infinite, one-dimensional solid subject to the disturbance of a
suddenly applied temperature TW at the surface at x = 0. The initial conditions are T = T0 and ∂T/∂t =
0 at t = 0. The temperature-time history is shown in Fig. 4.3. The difference between the conventional
diffusion and thermal wave models is in a sharp wavefront in the thermal wave propagation. Across the
wavefront, the temperature presents a finite jump while the temperature gradients present a singularity
(not shown). It is the propagation of this wavefront that creates the phenomenon of thermal shock. The
diffusion and wave models coincide at large times. The thermal shock wave conducts heat through the
material at an exponential rate, much faster than typical heat diffusion. It soon becomes too weak to
actually transmit much heat. Then, slow diffusion dissipates the rest of the heat until a steady state is
reached. In most materials, the thermal shock effects are negligible because they dissipate with a very

FIGURE 4.3 Temperature–time history in a semi-infinite, one-dimensional solid with a suddenly applied wall
temperature Tw at X = 0.

1.0

0.8

0.6

0.4

0.2

0.0
0 1

1

2 3

3

4 5 6

(T
-T

0)
/(

T
w
-T

0)

t/τ=5

XCt/2α

∇– q• S r t,( )+ pC ∂T( ) ∂T( )⁄( )=

∇ ∇ q•[ ] ∇S r t,( )– 1 α⁄( ) τ ∂2q( ) ∂t2( )⁄( ) ∂q( ) ∂t( )⁄+[ ]=

∇ k∇T r t,( )• S r t,( ) τ ∂S r t,( )( ) ∂t( )⁄( )+[ ]+ pCp ∂T r t,( )( ) ∂t( ) τ ∂2T r t,( )( )+( ) ∂t2( )⁄⁄[ ]=
© 2001 by CRC Press LLC



short distance, perhaps within 100 or so mean free paths of a phonon. A phonon is the particle that
transmits heat. However, the thermal shock effects are very important to heat conduction in all cells of
organisms.

Since heat is transferred by phonons, quantum theory applies because these particles have wave-like
properties, and thus can be used to justify the existence of thermal shock waves. Tzou7 derived a general
criterion for determining whether thermal shock waves or diffusion would be the principal heat con-
duction process:

Here, T0 is the reference temperature. Three conditions for thermal shock waves to become the dominant
form of heat conduction are revealed from Eq. (4.16)

1. The reference material temperature T0 must be low.
2. The timewise temperature variation ∂T/∂t, or consequently, the heat flux in a material, is very

high. One way to get a sufficiently high heat flux is to use irradiation, for example by microwave
or ultrasonic heating of cells. This is the situation observed in hyperthermia. Another way is to
use high powered lasers. When lasers initially focus on a material, the heat flux between the exposed
material and its adjacent medium becomes very high. The exposed material has almost instantly
reached a high temperature, while heat has not yet diffused to the adjoining medium. Thermal
shock waves are formed to rapidly conduct some of the heat away from the exposed material, thus
rapidly heating its neighboring medium. This is the situation encountered in laser surgery. It
should be noted that a rapid cooling may also induce a thermal shock, as in the cases of cryosurgery
and cryotherapy. For example, that transmitted from the tip of a cryoprobe to the adjacent material
would create a large heat flux because of the sharp difference in temperature.

3. Thermal shock waves are observed for a short time after the initiation of a transient. This might
occur immediately following the application of microwave irradiation, a pulse laser, or a cryoprobe.

The three situations when thermal shock waves occur are closely coupled. The same situation that will
have a low temperature will have a high rate of temperature change and a short time. This is obvious
from the approximation that

(4.17)

However, the dirac delta function will rapidly dissipate the thermal shock waves which are, in turn, a
very strong function of time.11

It is important to emphasize that of high heat flux, low temperature, and short time span, the common
condition in biology and medicine is the short time span. This is because the distances involved in heat
transfer in biology and medicine are cellular, even though organs and tissues are macro in size. The
distances are cellular because damage to organs and tissues from heat transfer happens on the cellular
level.

Two examples are presented to illustrate some features in thermal waves which may exert a strong
influence on organisms. Figure 4.4 depicts thermal wave propagation in a one-dimensional solid subjected
to the excitation of a suddenly applied temperature Tw at the wall at x = 0.12 A sharp wave front advances
in the material, separating the heat-affected region from the thermally undisturbed region. Across the
wave front, the temperature presents a jump while the temperature gradient exhibits a singularity. It is
believed that this sharp wave front and the singularity in the temperature gradient exert a strong
stimulation on cells in an organism. Figure 4.5 displays the reflection and attenuation of the temperature
wave, propagating back and forth between two boundaries, resulting from an energy pulse of width ∆η.13

The arrow indicates the direction of thermal wave propagation. Figure 4.6 shows the thermal wave
emanating from a heat source moving at a thermal Mach number (M), defined as the ratio of the speed
of the moving heat source to the thermal wave speed.12
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FIGURE 4.4 Temperature solutions to the hyperbolic heat equation with a pulsed heat source.

FIGURE 4.5 Temperature distributions for a sequence of times resulting from an energy pulse.
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When organisms are exposed to sufficiently severe heat shock or stress conditions, the majority die.
However, if they undergo a mild heat treatment preceding this lethal heat shock, a substantial portion
of them survive. Take the experiment of Reference 15 as an example. Most or a third of all third-instar
Drosophila larvae die being exposed to a temperature of about 40°C for 20 min. However, if the larvae
are pretreated at 33 to 35°C for 30 min and then exposed to the lethal temperature, one half of them
survive. (Note the ambiguity of their experimental procedure without an appropriate control or mea-
surement of the initial heating rate of ∂T/∂t at t = 0.) The reason that a mild heat pretreatment protects
the organisms from death caused by a more severe heat shock immediately thereafter is explained by the
physical significance implied in Eq. (4.12). That is, the heat flux at the present instant depends on the
past history during which the temperature gradient is established. This is the unique feature of the thermal
wave theory which presents a strong path od dependency. The pretreatment of normal cells for survival
has been used in clinical applications, for example, in cancer therapy by hyperthermia.

Thermomechanical Aspect of Heat Shock

If an external mechanical agency (namely a stress) produces variation of strain in a material, these
variations of strain are, in general, accompanied by variations in temperature and consequently by a flow
of heat. The whole process thus gives rise to an increase of entropy and therefore an increase in the energy
stored in a mechanically irrecoverable manner. This phenomenon is known as thermoelastic dissipation,
which has been observed in all organisms. The dissipative process is described by the term involving the
coupling effect between temperature and stain rate. The thermoelastic coupling coefficient δ is defined as

δ = (3λ + 2µ)2β2T0/(λ + 2µ)ρCv (4.18)

in which λ and µ are Lame’s elastic constants and b is the thermal expansion coefficient. The coupling
effect becomes negligible when δ << 1.16

The inertia effect is another important factor in a transient thermoelasticity problem. Taking into
account inertia effects but uncoupled, Danilovskaya17 found the process of transmission of thermal
stresses through the propagation of elastic waves at the speed of 

Cs = [(λ + 2µ)/ρ]1/2 (4.19)

“Second sound” effects, which may well be small and short-lived in elastic solids, modify dynamic
thermoelasticity theories. In 1967, Lord and Shulman18 used the constitutive equation (4.11) to formulate
a generalized dynamical theory of thermoelasticity. They obtained the coupled equations of motion and
energy, both hyperbolic. Later Green and Lindsay19 proposed a generalized theory of dynamic thermoelas-

FIGURE 4.6 Temperature waves emanating from a heat source moving at M = 0.8. Gradual formation of the
thermally undisturbed zone.
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ticity based on a vigorous treatment of thermodynamics. The new theory introduces the elastic-stress
relaxation time τ1 and entropy relaxation time τ2 for thermoelastic processes. 

The basic equations of linearized thermoelasticity are listed below, using Cartesian tensors.
Conservation equations:
(i) Mass:

ρo/ρ = 1 + Uk,k (4.20)

(ii) Motion:

σjijρbi = ρ∂2Ui/∂t2 (4.21)

σij = σji

(iii) Energy (heat conduction):

T(∂η/∂t) = -∇•q + S (4.22)

Here, the subscript o denotes the reference (stress-free) state; σij, (Cauchy) stress tensor; Ui, displacement
vector; bi, body force vector; and h, entropy. A comma (,j) represents partial differentiation with respect
to xj(j = 1, 2, 3).

Constitutive equations:
(i) Stress–strain (Duhamel-Neuman) relations:

σij = CijklU(k,l) –βij(T + τ1(∂T/∂t)) (4.23)

(ii) Heat flux–temperature gradient relation:

identical to Eq. (4.11)

(iii) Entropy production inequality:

η = ηo +(ρc/To)T + (ρcT2/To)∂T/∂t + (ρ/ρo)βijU(i,j) (4.24)

in which Cijkl signifies the tensor of elastic moduli (Cijkl = Cjikl = Cijlk = Cklij); βij, tensor of thermal
moduli (βij = βji); kij, thermal conductivity tensor (kij = kji) and U(k,l) = 1/2 (Uk,l + Ul,k), strain tensor.

For δ = 0, Prevost and Tao20 suggest computing the thermal wave speed as

Ct(α/τ2)1/2 (4.25)

in contrast to Eq. (4.10). However, experimental values for τ1 and τ2 are not available. Restricting the
thermal wave speed to less than or equal to the speed of sound Ca, one can estimate τ2 to be 

τ2 = α/C2
a (4.26)

Based on thermodynamical arguments, τ1 is restricted by

τ1 > = τ2 >= 0 (4.27)

Using the property of water for cells, the value of τ2 for cells is approximately 0.061 sec at a temperature
of 20°C.
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As an example, consider a one-dimensional solid subject to the disturbance of a suddenly applied
temperature Tw at the wall at x = 0. this is the same problem as the first example in the previous section,
except that effects of thermoelasticity will be included here. I has been solved analytically within the
context of classical uncouple thermoelasticity (i.e., τ = τ1 = τ2 =0, δ = 0) by Sternberg and Chakravorty.21

Prevost and Tao20 solved the problem for the case of the Green–Lindsay thermoelastic model (i.e., τ1 =
τ2 = α/c2

s) using the finite element method. Figure 4.7 shows the timewise variations of the dimensionless
temperature, axial displacement and axial stress recorded at a distance a from the wall, where a = α/Cs.
The effects of different thermal wave speeds are depicted in the figure, where Ct = Cs and Ct = 2Cs/3. In
addition, results for the classical thermoelastic model correspond to Ct = ∞. The following observations
are noteworthy:

1. There is a drastic difference between the predictions of the Green–Lindsay model and those of
the classical model due to the incorporation of τ1 and τ2 (especially τ1).

2. Although restricted to very short time durations, the effect of finite thermal propagation speeds
is important.

3. The time lag in the temperature, axial displacement, and the axial stress responses increases with
a decrease in the thermal wave speed.

4. In comparison with the thermal wave theory in the previous section, the coupling of heat con-
duction and elasticity in a medium results in the smoothing of a sharp wave front (Fig. 4.3) that
exists in the thermal wave propagation, as seen in Fig. 4.7a. This observation leads to an important
conclusion, that heat shock based on heat conduction theory would exert more severe effects on
organisms than heat shock treated by the thermoelastic mode. 

4.3 Discussion

In homogeneous media, it has been estimated that the magnitude of τ is on the order of 10-8 to 10-10 sec
for gases at standard conditions, 10-10 to 10-12 sec for liquids and dielectric solids, and 10-14 sec for metals.
In nonhomogeneous media, Luikov22 suggested that the magnitude of t can range from 10-3 to 103 sec
depending upon process intensity. Braznikov et al.23 gave τ = 20 to 30 sec for meat products.

Kaminski9 presented a detailed explanation of the physical meaning of τ and methods for the exper-
imental determination of τ. For homogeneous media, the thermal interaction of structural elements is
at the molecular or crystal lattice level. τ has a meaning and value of the relaxation time. Treating cells
as a nonhomogeneous material, the thermal interaction of cellular structural elements is at a different
level and τ may take a much higher value. The τ value for cells is not available and needs to be measured
in the future. The temperature profile indued by a step change at the wall of a nonhomogeneous material
is characterized by a sharp wave front9 as observed in the case of a homogeneous medium, as depicted
in Fig. 4.3. One may thus derive a conclusion that the thermal wave analysis for homogeneous media
can also be applied to nonhomogeneous materials with the use of different values of τ.

In the thermal aspect, three conditions for thermal shock waves to become the dominant form (over
diffusion mechanism) of heat conduction are: high heat-flux, low temperature, and short time span.
Among them, the common condition in biology and medicine is the short time span. This is because
the distances involved in that transfer in biology and medicine are cellular, even though organs and
tissues are macro in size. The distances are cellular because damage to organs and tissues from that
transfer happens on the cellular level. Two examples are presented to illustrate some features in thermal
waves which may exert strong influence on organisms.

When organisms are exposed to sufficiently severe heat shock or stress conditions, the majority die.
However, if they undergo a mild heat treatment preceding this lethal heat shock, a substantial portion
of them survive. The reason is that the heat flux at the present instant depends on the past history during
which the temperature gradient is established. This is the unique feature o the thermal wave theory which
presents a strong path of dependency. The pretreatment of normal cells for survival has been used in
clinical applications, for example, in cancer therapy by hyperthermia.
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FIGURE 4.7 Components time histories at X = 1.0/ Green and Lindsay’s thermoelastic model. (a) Temperature
time history. (b) Axial displacement time history. (c) Axial stress time history.
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From the thermomechanical viewpoint, the coupling of heat conduction and elasticity in a medium
results in the smoothing of a sharp wave form that exists in the thermal wave propagation. This obser-
vation leads to an important conclusion, that heat shock based on heat conduction theory would exert
more severe effects on organisms than heat shock treated by the thermoelastic model.

In short, it is identified that “second sound” effects, a propagation of thermal waves with sharp wave
fronts, trigger the rapid, vigorous, and transient acceleration in the rate of expression of heat shock genes.
these effects which are more severe according to the thermal wave model, are moderated by the coupling
of the thermal and mechanical disturbances. the thermal wave theory is applicable to both homogeneous
and nonhomogeneous materials, provided that an appropriate value of the thermal relaxation time is
employed. Thermotolerance in organisms is found to be inherited in the heat flux equation of the thermal
wave model. A quantitative treatment of thermal shock phenomena in organisms requires information
on the magnitude of thermal, elastic stress, and entropy relaxation times. 

4.4 Conclusions

Thermal shock phenomena in organisms have been treated within the contexts of both heat conduction
and thermoelasticity in materials with an intermediate duration of memory. It is identified that “second
sound” effects, a propagation of thermal waves with sharp wave fronts, trigger the rapid, vigorous, and
transient acceleration in the rate of expression of heat shock genes. These effects, which are more severe
according to the thermal wave model, are moderated by the coupling of the thermal and mechanical
disturbances. The thermal wave theory is applicable to both homogeneous and nonhomogeneous mate-
rials, provided that an appropriate value of the thermal relaxation time is employed. Thermotolerance
in organisms is found to be inherited in the heat flux equation of the thermal wave model. A quantitative
treatment of thermal shock phenomena in organisms requires information on the magnitude of thermal,
elastic stress, and entropy relaxation times.
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5.4 Finite Element Models of the Spine
5.5 Conclusions

5.1 Introduction

Vibration is most simply defined as oscillating motion. It could be periodic or nonperiodic. Repeated
loading of the lumbar spine occurs in activities of daily living like lifting and driving. Epidemiological
studies point to repeated loading of the spine as one possible cause of low-back problems. The chronic
exposure results in mechanical and chemical changes in the spinal components leading to spinal degen-
eration. These disorders in a person may lead to discomfort, loss in productivity, and an enormous
increase in health care cost to society. In a chronic vibration environment, the prevalence of low-back
problems is dependent on a host of factors including subject age, subject posture, magnitude of input
vibration, and exposure time. It is imperative that efforts be made to understand the effects of whole-
body vibration on the spine and how these can be prevented.

A number of approaches have been used to address these issues. This chapter focuses on the contri-
butions of the mathematical models in this area. The next section provides a review of the epidemiological
and other related studies delineating the effects of whole-body vibration on the human spine. Following
this, lumped parameter models of the human body and finite element models of the lumbar spine are
described. These models help us understand the likely basis for these effects and help us identify ways
in which the effects may be prevented or reduced.
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5.2 Epidemiology

The frequency of low-back pain (LBP) and associated disabilities appears to be increasing. Bremner et
al. [1] suggest that the interface of people with rotational and oscillating machinery in industrialized
societies may be the cause of the escalation of low-back problems. In a vehicle, the primary source of
vibration is the interaction of the vehicle and the ground surface, but any component of the vehicle —
engines, wheels, or drive shaft, for example — may be a source as well. Similar conclusions have been
reported by other authors [2-13]. Cremona [7] reported a 70% prevalence of low-back pain in heavy
equipment users. In the coal mining industry, 29% of workers attribute their LBP to traveling in vehicles.
A review of published literature by Seidel et al. [13] revealed that people who sit in a vibrating environment
that exceeds the exposure limit determined by the ISO place their musculoskeletal system at risk.

Frymoyer et al. [3] studied exposure to vibration associated with truck driving, tractor driving, and
heavy equipment operation. The vibration environments had frequencies from 3.5 to 8.9 Hz with vertical
accelerations of up to 2.6 g. Wilder et al. [4] found that vertebral bodies in the lumbar area underwent
degenerative and geometric changes due to chronic occupational whole-body vibration exposure, based
on studies of the truck drivers. Schmidt [8] compared drivers of heavy trucks and bank employees. Of
the truck drivers, 75% had pathological changes of the spine compared to 61.1% of the bank employees.
Both Heliövaara et al. [9] and Kelsey et al. [10] found an increased incidence of herniated discs with
long-term exposure to driving automobiles and trucks. Kelsey et al. [10] also found that the relative risk
was 2.75 for car drivers and 4.67 for truck drivers. Beevis and Forshaw [11] argued that back injury was
due to intense vibration acceleration levels in conjunction with the poor posture of the spine. The data
of Seidel et al. [13] suggested an increased health risk of the peripheral nervous system after intense,
long-term, whole-body vibration. Pathological findings depend on subject age, subject posture, magni-
tude of input vibration, and exposure time.

In vivo biomechanical studies have helped us understand the effects of whole-body vibration on the
spine in seating, standing, and supine postures in terms of its resonant frequency, transmissibility,
impedance, and activity of the muscles spanning the spine.

Resonant frequencies of the spine occur between 4 and 6 Hz, attributed to upper torso vibration in
the vertical direction with respect to the pelvis, and between 10 and 14 Hz, representing a bending
vibration of the upper torso with respect to the lumbar spine.

The resonant frequencies also change with posture [4, 14]. Dieckmann [15] found that, in the standing
posture, the first vertical natural frequency was about 5 Hz and the second was 12 Hz. Under horizontal
excitation, 1 to 3 Hz was found to be particularly severe. Panjabi et al. [16] and Pope et al. [17, 18]
showed that the resonant frequency in the lumbar region of the vertically vibrated, seated operator was
4.5 Hz. Zagorski et al. [19], using accelerometers taped to the backs of human subjects, found greater
acceleration at L3 than at the sacrum, in the 2- to 5-Hz frequency range. For the relaxed seated posture,
a transmissibility peak was recorded at L3 at 5 Hz coupled with an attenuation peak between 7 and 8.5
Hz [20]. For the erect seated posture, the response curve had the same general form but lower transmis-
sibility peak. Pope et al. [21] also studied the effect of using cushions under the buttocks while sitting
in a vibratory environment. Three different types of cushions were analyzed: two made of foam of
different stiffness and one of a viscoelastic material. Response curves were measured for each cushion
and compared to the curve with no cushion. The least stiff material moved the transmissibility peak to
below 4 Hz and, at the same time, increased its amplitude. The high-frequency response was also markedly
changed. The stiffer material tended to increase the frequency of the transmissibility peak and caused a
rotational response of the system at higher frequencies. The viscoelastic material had little effect except
at frequencies above 8 Hz. Backrest inclination had only a minor effect on vibration attenuation in the
4 to 6 Hz range [22]. In the standing erect posture, there was a single transmissibility peak at 5.5 Hz. A
pelvic tilt and Valsalva caused the peak to move to 6.5 Hz and 7 Hz, respectively, while the adoption of
a tiptoe stance moved the peak to 3 Hz. Standing on foam materials caused the peak to move to lower
frequencies, while the wearing of different shoes did not significantly change the response. Magnusson
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et al. [22] noted a decrease in spine height during vibration, whereas Althoff et al. [23] did not find any
decrease in stature.

Electromyographic (EMG) related characteristics of the back muscles also exhibit changes in the
vibratory environment. Dupuis [24] first reported that, under cyclic loading, the dorsal muscles also
respond cyclically with bursts of activity synchronous with the cyclic excitation. Seroussi et al. [25], on
the other hand, found that the time lag between the input displacement and the peak torque varied from
30 to 100 ms at 3 Hz and 70 to 100 ms at 10 Hz. At 10 Hz the muscle contraction tended to coincide
with the input signal. At all other frequencies, it was out of phase. Seidel and Heide [13] found that the
muscles were not able to protect the spine from adverse loads. At the natural frequency, Pope et al. [26]
found significantly greater erector spinae muscle activity without any foot support than with foot support.
Pelvis rocking, reduced with the aid of a foot support, was shown to be an important factor in the
production of the first natural frequency response of the seated individuals. Although the back muscles
are capable of responding to vibration loading while an individual sits in a flexed posture, they are not
as responsive when the person sits upright or in extended postures [27].

The body’s hard and soft tissues will respond to vibration temporarily and permanently. Bony struc-
tures may go through crack initiation and crack propagation processes as the loads exceed the critical
value. Since the repair mechanisms can compensate partially or completely for the damage process, the
long-term effects of the fatigue process are complex in nature. Muscles are capable of bracing the spine
against the vibration exposure. As mentioned before, however, the timing of the back muscles may be
so far out of phase that the muscular forces are effectively added to those of the stimulus [13, 25]. In
addition, back muscles also exhibit fatigue in the vibrated environment. A frequency shift toward lower
frequencies has been shown as a sign of muscles’ fatiguing contractions [28-33]. Motor unit recruitment,
synchronization, and changes in conduction velocity are proposed to be the cause of increased amplitude
and the shifted frequency of the EMG signal observed during a sustained, constant force, and isometric
contraction. Magnusson et al. [34] investigated the fatigue of the dorsal muscles under 5-Hz sinusoidal
vibration. Among subjects vibrated over the 30-min time interval, a shift in the median frequency (EMG
signal) of erector spinae muscles was recorded in response to the vibratory input, suggesting muscle
fatigue.

Several studies have shown that oxygen consumption is affected by vibration exposure. Bennett et al.
[35] showed that oxygen consumption increases with vibration, but found no increase as a function of
frequency. Cole and Withey [36] and Webb et al. [37] reported an increase in oxygen uptake with increase
in acceleration level. Magnusson et al. [38] reported a 14.3% increase in oxygen uptake in both the twisted
erect posture and the erect posture under vibration.

The above studies clearly show that the human spine responds to the chronic exposure to whole-body
vibration in several different ways. For example, the shape and size of the spinal components change,
and the muscle function becomes erratic. The bases of these effects, however, are not clearly understood.
Our hypothesis is that the human spine, like any other living tissue, exhibits remodeling of the structures
in response to changes in the loads and displacements that occur during vibration, especially at the
resonant frequency of the spine. The remodeling stimulus, from a mechanical perspective at least, is the
chronic change in stresses and strains, intradiscal pressure and loads in various components of the spine.
Thus, to understand the effects of vibration on the spine, it is essential to determine the changes in these
parameters as a function of cyclic loads as compared to quasi-static loads. In the absence of a human
model, this can be best achieved through in vivo animal studies and analytical models.

In the realm of animal studies, porcine-based models have been used most extensively. These studies
have encompassed disc nutritional changes under vibration [39], disc pressure [40], and creep and
vibration [41]. Holm and Nachemson [39] demonstrated a loss of nutrition to the intervertebral disc at
the first natural frequency, suggesting a mechanism by which discs could degenerate with prolonged
exposure. Hansson et al. [40] used a pressure needle technique to demonstrate high pressures in the disc
nucleus at the first natural frequency. Keller et al. [41] used a pedicle screw fixation system to apply
vibration directly to the porcine motion segment in vivo, and demonstrated accentuated creep. Witt and
Fischer [42] exposed guinea pigs daily to vibration of 6 Hz in the direction of the vertebral column. After
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exposure for 200 h, histological examination of the spinal tissues revealed lesions in the vertebral joints,
the paravertebral musculature, and blood-filled spaces of the spongiosa. Homogenized muscle cells with
loss of transverse striation were found in the muscle specimens. Fassbender [43] conducted vibration
experiments using rats. Procreation of the mitochondria and growth of giant cells took place in the
musculature after exposure to vibration stress for 4 weeks. After 8 weeks of vibration stress, the mitochon-
dria showed discrete degenerative stages and cartilage cell degeneration. Weinstein et al. [44] vibrated
rabbits at their natural frequency. Radioimmunoassay studies showed a significant change of neuropeptides
important in pain response. McLain and Weinstein [45], using a rabbit model, also found that neurons
of the dorsal root ganglion showed an increase in the number of mitochondria and lysosomes following
exposure to whole body vibration. In vivo experimental studies suggest that long-time exposure to vibration
decreases the proteoglycan content and eventually results in disruption of matrix integrity [46].

To better understand the source of these epidemiological effects, mechanical models of the human are
used. The following sections describe various type of models (lumped parameter and finite element)
used to describe human biodynamic characteristics.

5.3 Lumped Parameter Modeling of Human Dynamics

Although the human body is a unified and complex active dynamic system, lumped parameter models
are often used to capture and evaluate human dynamic properties. Lumped parameter models consisting
of multiple lumped masses interconnected by ideal springs and ideal dampers have proven to be effective
in many applications, including those involving human exposure to whole-body vibration. Figure 5.1
illustrates an example of a lumped parameter human model useful in the simulation of human response
to vertical (longitudinal) vibration. The head, upper, center, and lower torsos, right and left arms, and
right and left legs are modeled as lumped masses. The masses are connected together in the vertical
direction by massless springs and dampers that capture human viscoelastic properties.

A chronological review of the lumped parameter models that have been developed to assess vibration
exposure is presented below. The models are classified based on: (1) the directions of motion considered
in model development (vertical axis only or multi-axis), and (2) the characteristics (linear or nonlinear)
of the model spring and damper constitutive equations. Four model categories are obtained using these
criteria: vertical nonlinear models, multi-axis nonlinear models, vertical linear models, and multi-axis
linear models. Below, for each model in each category, we provide: (1) a description of the interconnection
of the model elements, (2) a description of the methods used to derive parameter values for each model
element, and (3) an evaluation of model performance (wherever possible). We also provide a graphical
model description and more detailed model simulation results for the most recently published model
within each model category.

Vertical Nonlinear Models

In 1960, Coermann et al. [47] presented a 6-degree-of-freedom (DOF) model of a human (for standing
and sitting postures) used to simulate human dynamic response to longitudinal vibration of very low
frequencies. This model included masses for the head, the upper torso, the arm-shoulder, a simplified
thorax-abdomen subsystem, the hips, and the legs. A nonlinear spring was connected between the upper
torso and the hips in parallel with the thorax-abdomen subsystem to represent the elasticity of the spinal
column. Model parameters for each element were estimated from measurements of the mechanical imped-
ance. The performance of the whole-body model was not published and is therefore difficult to assess. The
characteristics of the spine and the thorax-abdomen subsystem, however, were evaluated in detail. Each
was modeled with 1 DOF in the whole-body model. Damping was not included in the spine and the
performance of the thorax-abdomen subsystem did not match the experimental data particularly well.

In 1971, Hopkins [48] developed a 3-DOF model of a seated human consisting of the upper torso,
viscera, and lower torso connected in series. Bilinear springs were used to connect the upper torso with
the viscera and to connect the viscera with the lower torso. The vertebral column was represented by a
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linear spring connecting the upper and lower torsos. The model performance was compared with
experimental impedance and transmission data. The model displayed the same number of resonant peaks
as the experimental impedance data but had significantly different peak values. The model did not match
the experimental transmissibility data, either in shape or in peak values. The model was used exclusively
in the analysis of low-frequency vibration.

In 1974, Muksian and Nash [49] presented a 7-DOF nonlinear model dedicated to the analysis of
vibration imposed on a seated human. The model included masses associated with the head, back, torso,
thorax, diaphragm, abdomen, and pelvis. Linear springs and dampers were used between the head and
the back, and between the back and the pelvis. Forces associated with the relative motion of the torso
with respect to the back and muscle forces were included in the model as forces acting directly on the
masses. The value of each lumped mass was obtained from previous studies by Hertzberg and Clauser
[50], Colella [51], and Roberts et al. [52]. The source of the stiffness values was not provided, but the
values were similar to the experimental data obtained by Vogt et al. [53]. The damping coefficients were
obtained from Coermann et al. [47] and Vogt et al. [53] (except that of abdomen-thorax viscera was an
assumed value). The model performance was compared with the experimental data for acceleration ratio
(for each mass relative to the input acceleration) given by Goldman and von Gierke [54] and Pradko
et al. [55, 56]. At lower frequencies (1 to 10 Hz), the model matched the experimental data by Goldman
and von Gierke [54] and Pradko et al. [56] well, but did not compare well with experimental data by
Pradko et al. [55]. At higher frequencies, the model performance was significantly different than that
observed experimentally.

In 1976, Muksian and Nash [57] presented a 3-DOF model of the human body in the sitting position
that contained a parallel connection between the pelvis and the head. Figure 5.2 shows the model
arrangement. It included masses associated with the head (m1), body (m2), and pelvis (m3) connected

FIGURE 5.1 General lumped parameter human model.
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in series, very similar to the model given by Coermann et al. [47]. It neglected the arms and legs, and
combined the mass of the upper torso and thorax-abdomen into that of the body. The model was based
on the assumption that: (1) all springs (kP1, kP2, and kP3) were linear in the frequency range between 1
and 30 Hz, (2) the damping between the head and body (cP2) was zero, and (3) all other dampers (cp1

and cP3) were linear between 1 and 6 Hz but nonlinear between 6 and 30 Hz. The values of the masses
were obtained from Hertzberg and Clauser [50]. The spring stiffness and damping coefficients were
determined by matching existing experimental data at corresponding input frequencies by Magid et al.
[58] and Goldman and von Gierke [54] (See Figs. 5.3 and 5.4). The parameter values of the model are
listed in Table 5.1. Since two kinds of damper were used for different frequency ranges, the model
performed well when compared with experimental data for single-frequency input. However, since the
damping values depend on the input frequencies, analysis of the model performance is difficult to assess
for conditions involving multiple-frequency input (i.e., random vibration).

Multi-Axis Nonlinear Models

In 1964, von Gierke [59] described a two-axis, 7-mass model of a human in standing and sitting positions
for longitudinal force application and pressures derived from the model presented by Coermann et al.
[47]. The thorax-abdomen subsystem was extended to include one additional degree of freedom, the
mass of the chest wall. A damper was added between the upper torso and the hips in parallel with the
spine spring. Neither the values of the model parameters nor the model simulation performance were
provided. This model was applied to the evaluation of motion of the abdominal wall, the diaphragm,
and the lung and thorax.

In 1996, Broman et al. [60] described a 2-mass, 3-DOF model of a seated human (as shown in Fig.
5.5). It included a linear horizontal subsystem (k1 and c1), a vertical subsystem (k2 and c2), and a rotational
subsystem (k3 and c3). The horizontal and vertical subsystems were used to represent the coupling between
the human and the seat. The rotational subsystem was used to represent the rotation of the upper body
relative to the lower body. The model parameters were varied to match the experimental data from Pope

FIGURE 5.2 Vertical nonlinear model presented by Muksian and Nash [49] with permission from Elsevier Science.
© 2001 by CRC Press LLC



          
et al. [20, 21, 61]. The parameter values are shown in Table 5.2. In Figs. 5.6 and 5.7, the model simulation
yields results similar to that of a purely vertical subsystem (the horizontal subsystem spring (k1) was
assumed to have infinite stiffness in the simulation results). In the comparison, the model matched the
experimental data very well; however, different values of the model parameters were used when matching
the different experimental data, i.e., a single “average human” model was not developed. 

Vertical Low-Amplitude Linear Models

Prior to the 1970s, most published models had nonlinear stiffness and damping characteristics to account
for the nonlinear behavior observed in the relatively large deformation human tissue studies (necessary

FIGURE 5.3 Body to seat acceleration ratio from Muksian and Nash [49] with permission from Elsevier Science.

FIGURE 5.4 Head to seat acceleration ratio from Muksian and Nash [49] with permission from Elsevier Science.
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in an impact analysis). In 1978, Sandover [62] experimentally investigated the linearity of the human
body response to vibration. Results from his investigation indicated that the human body could be
modeled as linear when using a 2 m/s2 rms broadband random vibration stimulus — typical of many
transport situations.

In 1981, the International Organization for Standardization (ISO) published a parallel 2-DOF model
for both sitting and standing positions [63]. The model was developed to match a composite average
driving-point impedance vs. frequency profile (magnitude and phase for the frequency range of 0.5 to

TABLE 1 Parameter Values of the Model Presented by Muksian and Nash [57]

Mass Stiffness
Linear 

Damping

No. (j) mj (kg) kPj cPj

(N/m)(Ns/m)

1 5.44 27158 1780
2 47.17 0 686
3 27.22 63318 467

Nonlinear Linear Damping

f (Hz) c31 (N(s/m)3) c33 (N(s/m)3)

6 25462 15403
7 33949 157173

10 11316 2027689
15 5815 4346462
20 1044571 7036478
25 2358 10248780
30 51533 15088608

With permission from Elsevier Science.

TABLE 2 Parameter Values of the Model Presented by Broman et al.

Case m1 (kg) m2 (kg) I(Nms2/rad) d2 (m) c2 (Ns/m) c3 (Nms/rad) k2 (N/m) k3 (Nm/rad)

1 20 45 3.0 0.34 1500 50 60,000 10,000
2 9 56 3.0 0.39 2000 150 80,000 17,000

FIGURE 5.5 Multi-axis nonlinear model presented by Broman et al.
© 2001 by CRC Press LLC



                                     
FIGURE 5.6 Comparison between an experimentally observed transfer function and the modeled transfer
function of a vertical and rotational subsystem for the case of: m1 = 20 kg, m2 = 45 kg, I = 3.0 Nms2/rad, d2 = 0.34 m,
k2 = 60,000 N/m, c2 = 1500 Ns/m, k3 = 10,000 Nm/rad, c3 = 50 Nms/rad from Broman et al. [60] with permission
from Elsevier Science.

FIGURE 5.7 Comparison between an experimentally observed transfer function and the modeled transfer func-
tion of a vertical and rotational subsystem for the case of: m1 = 9 kg, m2 = 56 kg, I = 3.0 Nms2/rad, d2 = 0.39 m,
k2 = 80,000 N/m, c2 = 2000 Ns/m, k3 = 17,000 Nm/rad, c3 = 150 Nms/rad from Broman et al. [60] with permission
from Elsevier Science.
© 2001 by CRC Press LLC



        
31.5 Hz) derived from existing experimental studies. Since the model had only two suspended masses,
it was unable to match the phase response observed in existing experimental seat-to-head acceleration
transmissibility studies at moderate to high frequencies [64] (phase angle of approximately 270°).

In 1987, ISO [64] published a 4-mass, 8-DOF model of a human for both sitting and standing positions.
No correlation between the elements of the model and anatomical segments was established. Each spring-
damper set connecting masses included two springs and one damper (one spring parallel to the damper
and the other in series). The model was developed to match a composite average seat-to-head acceleration
transmissibility vs. frequency profile (amplitude and phase for the frequency range of 0.5 to 31.5 Hz)
derived from existing experimental studies. The model matched the experimental data very well except
for the transmissibility amplitude in the high-frequency range.

In 1987, Nigam and Malik [65] developed a 15-DOF undamped model for which only a standing
posture was considered. It included masses for the head, neck, upper, central, and lower torso, upper
and lower arms, upper and lower legs, and feet. The mass of each element was obtained from a previous
anthropomorphic body segment study by Bartz and Gianotti [66]. The stiffness was obtained by com-
bining the stiffness of adjacent segments. The model performance was compared with some experimental
data such as resonance peaks from Goldman and von Gierke [54], and resonant frequencies for two
modes from Greene and McMahon [67]. The natural frequencies of the model were in the range of the
experimental resonant data but were relatively high. The leg stiffness was compared with the experimental
values from Greene and McMahon [67, 68]. The approximate value of the single leg was 15% larger than
the experimental data. As damping was ignored in this study, the model is less realistic and general.

In 1995, Wan and Schimmels [69] developed a series/parallel 4-DOF human dynamic model designed
to match the response of seated humans exposed to vertical vibration. Since the model was constructed
for subsequent use in optimal seat-suspension design, model simplicity was highly desired. The topology
of the 4-DOF model is illustrated in Fig. 5.8. The model consisted of head/neck (m4), upper torso (m3),

FIGURE 5.8 Vertical low-amplitude linear model developed by Wan and Schimmels.
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viscera (m2), and lower torso (m1). The model parameters were obtained by comparing simulation results
with the results of experimental tests on human subjects to determine: (1) the variation of seat-to-head
acceleration transmissibility with frequency, (2) the variation of driving-point impedance with frequency,
(3) acceleration ratio from Goldman and von Gierke [54], and (4) the published properties of the human
body from Patil and Palanichamy [70].

The parameter values of the 4-DOF model are listed in Table 5.3. A comparison of simulation results
(using the final refined model) with experimental data is presented below.

Figure 5.9 shows a plot of seat-to-head transmissibility magnitude vs. frequency and a plot of trans-
missibility phase vs. frequency for the 4-DOF model and for the experimentally obtained data. The curve
identified as “ISO” is from experimental data presented in ISO 7962 [64]; the curve identified as “Grif”
is from experimental data obtained by Griffin et al. [71]; and the curve identified as “4-DOF” is from
the 4-DOF model. For the transmissibility magnitude, the “4-DOF” curve is virtually coincident with
the “ISO” curve. For the transmissibility phase, the “4-DOF” curve is similar in shape to the “ISO” curve
but has a smaller phase lag, especially at higher frequencies. Results show that variation between exper-
imental studies is larger than the variation of the simulated model results from either experimental study.
The variation of experimental results illustrates the variability of human dynamic behavior by subject
and measurement method. The “ISO” curve represents a composite average of 11 experimental studies.
The publishers of ISO 7962 believe that this data best represents average human dynamic behavior. The
“Grif” curve is included here because it was published after the “ISO” curve was published and illustrates
the variation between experimental studies. Because the “ISO” curve represents a larger number of
experimental studies, the error in matching the “ISO” curve was weighted more heavily in the model
matching procedure.

TABLE 5.3 Parameter Values of the Model Presented by Wan and Schimmels

m1(kg) m2 (kg) m3 (kg) m4 (kg) c1 (Ns/m) c2 (Ns/m) c2
’ (Ns/m)

36 5.5 15 4.17 2475 330 909.09

c3 (Ns/m) c4 (Ns/m) k1 (N/m) k2 (N/m) k2
’ (N/m) k3 (N/m) k4 (N/m)

200 250 49341.6 20000 192000 10000 134400

FIGURE 5.9 Comparison of model and experimental acceleration transmissibility variation with frequency from
Wan and Schimmels [69] with permission from ASME.
© 2001 by CRC Press LLC



      
Figure 5.10 presents a plot of driving-point impedance magnitude vs. frequency and a plot of imped-
ance phase vs. frequency for the 4-DOF model and the experimental data. The curve identified as “ISO”
is from experimental data presented in ISO 5982 [63]; the curve identified as “F&G” is from experimental
data obtained by Fairley and Griffin [72]; and the curve identified as “4-DOF” is from the 4-DOF model.
The impedance magnitude of the 4-DOF model lies between the experimental “ISO” curve and “F&G”
curve except at higher frequencies. The impedance phase of the 4-DOF model compares well with the
experimental data at all frequencies. Once again the data show that variation between experimental
studies is larger than the variation of the simulated model results from either study. The “ISO” curve
was obtained by averaging the responses of 39 subjects in at least 7 different experimental studies in
which the entire body was exposed to the vibration input. The “F&G” curve was obtained in a study of
60 subjects for which the feet of the subjects were supported by a stationary surface (for which case, the
mass of the human appears to be reduced). In addition to illustrating the variation in results among
experimental studies, the “F&G” curve is included (and weighted more heavily) because of the increased
number of subjects and because the experimental procedure is believed to be more representative of an
operator seated on a seat suspension.

The 4-DOF model developed by Wan and Schimmels is judged to accurately capture the essential
dynamics of a seated human exposed to vertical whole-body vibration. The 4-DOF model simulation
results compare well with experimental data for transmissibility, impedance, and acceleration ratio. Also,
its parameter values are close to the published properties of the human body. Relative to the results
obtained using the previously developed models [63, 64, 68, 73], the 4-DOF model provides a better
match with experimental results for longitudinal vibration, despite its simplicity.

Multi-Axis Low-Amplitude Linear Models

In 1971, Kaleps et al. [74] developed a two-axis, 5-mass model. The masses corresponded to the torso,
lung and trachea, chest wall, abdomen, and buttocks. A thoracic cavity was formed by the torso, lungs
and trachea, chest wall, and abdomen. The model was used to obtain the body deformation (spinal
compression, pressure in the lungs, etc.) under external vertical forces (whole-body vibration and impact
used as input) and pressure loads (blast, acoustic pressure, decompression loads as input). The parameters
of the model were derived by best approximating the experimental data available. This model combined
the mechanical response characteristics of the corresponding body segments. The model performance

FIGURE 5.10 Comparison of model and experimental driving-point impedance variation with frequency from
Wan and Schimmels [69] with permission from ASME.
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was compared with the impact impedance measurements from Coermann [75] and the experimental
data of the resonance from Clark et al. [76]. The model behavior was similar to the experimental data
for each. This model is suitable for obtaining responses of the lung, chest, and abdomen.

In 1978, Jex and Magdaleno [77] developed a 6-mass biomechanical model of a human sitting on a
semisupine seat. The model included an active neuromuscular subsystem. It consisted of masses for the
head, neck, torso, lower body, upper arm, and forearm. The mass and inertia were obtained from human
properties by Braune et al. [78]. The stiffness and damping values were obtained by matching the
experimental results from Magdaleno and Jex [79, 80]. The model was then validated by comparing
model results with the experimental data such as shoulder and head motions under sine and quasi-
random vibration obtained by the authors. The model match was quite good except that the phase of
the head response of the model was much different from that of the experimental data. This model was
used to simulate an aircraft pilot when in a flying (partially reclined) position.

In 1988, Amirouche and Ider [73] developed a 13-mass, multi-axis model of a human used for both
seated and standing postures. It included masses for the head, neck, upper, center, and lower torso, upper
and lower arms, and upper and lower legs. The masses were obtained from the Part 572 dummy. The
stiffness and damping coefficients in both vertical and rotary directions were obtained by matching the
experimental results from Panjabi et al. [16]. For the vertical transfer function of the middle torso, the
model simulation was very similar to the experimental data in the 5- to 7-Hz range, but was larger in the
2- to 5-Hz range and smaller in the 7- to 15-Hz range. The model phase angle of the vertical acceleration
of the middle torso had similar values as the experimental data in the frequency range from 2 to 5 Hz,
but had smaller values in the 5- to 13-Hz range. For the rotary transfer function of the middle torso, the
model did not match the experimental data in either shape or peak value. The transmission of vibration
from the seat to the head was compared with experimental data obtained by Pradko et al. [81], Sandover
[62], Donati and Bonthoux [82], Coermann [75], and Griffin et al. [83]. In general, the model did not
match the experimental data particularly well. The model compared fairly well with only the shape of
the experimental data for relaxed posture by Coermann [75]. Compared with other experimental data,
the model had larger transmissibility values in the lower frequencies and had smaller values in the higher
frequencies.

In 1994, Qassem et al. [84] presented an 11-mass, two-axis model of a seated human subjected to
input forces at the hand and the seat along vertical and horizontal axes. This model was obtained by
modifying the model presented by Muksian and Nash [49]. Figure 5.11 shows this model. It included
masses for the head, neck (cervical spine), thoracic spine, lumbar spine, torso, upper and lower arms,
hand, thorax, diaphragm, abdomen, and pelvis. The mass of each part was obtained from Muksian and
Nash [49], and Nigam and Malik [65]. The spring and damper values were obtained from previous
studies by Mizrahi and Susak [85], Nigam and Malik [65], and Patil et al. [86]. These parameter values
are listed in Table 5.4. The seat-to-head, seat-to-torso, and hand-to-lower arm force transmissibility of
the model were compared with those of the experimental measurements in the frequency range between
4 and 500 Hz obtained in their study. Figures 5.12, 5.13, and 5.14 show the seat-to-head, seat-to-torso,
and hand-to-lower arm transmissibility comparison of the model with the experimental data, respectively.
For the seat-to-torso and hand-to-lower arm force transmissibility, the model matched the experimental
data well. For the seat-to-head force transmissibility, the model did not match the experimental data
very well, especially in the frequency range from 4 to 40 Hz for which the error was 40 to 100%.

Summary

An effective lumped parameter model is the simplest model that captures the dynamic response of interest.
The purpose of developing a human model is to accurately assess human response to a variety of inputs
without subjecting human subjects to hostile environmental conditions. Human lumped parameter
models are particularly appropriate in optimizing suspension isolation for which human dynamic
response is readily simulated and evaluated. However, if the model is overly complicated, simulation run
time is excessive and it is difficult to develop a true appreciation of the human dynamic behavior.
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An effective human lumped parameter model is the model properly chosen for its application based
on the magnitude, direction, and location of the input, i.e., the particular dynamic environment to which
a human is exposed. Due to the complexity of human dynamics, there currently does not exist a human
model that can be used for all input conditions. Existing vertical models are better than the existing
multi-axis models at matching vertical vibration input; however, vertical models are not suitable for use
in the multi-axis vibration analysis. Linear models are appropriate for low-amplitude vibration but
inappropriate for large-amplitude input (inputs that result in large deformation of human tissue).

FIGURE 5.11 Multi-axis low-amplitude linear model presented by Qassem et al.

TABLE 5.4 Parameter Values of the Model Presented by Qassem et al.

Body 
Segment

Mass 
(kg)

Item 
No.

Stiffness 
(kgf/m)

Damping 
(kgf/ms)

Item 
No.

Stiffness 
(kgf/m)

Damping 
(kgf/ms)

Upper arm 5.47 1 6885 365.1 a 89.41 29.8
Lower arm 5.297 2 6885 365.1 b 5364 365.1
Torso 32.697 3 5364 365.1 c 89.41 29.8
Thoracic spine 4.806 4 5364 365.1 d 5364 365.1
Thorax 13.626 5 5364 365.1 e 89.41 29.8
Neck 1.084 6 5364 365.1 f 5364 365.1
Head 5.445 7 5364 365.1 g 5364 365.1
Lumber spine 2.002 8 5364 365.1 h 5364 365.1
Diaphragm 0.454 9 89.41 29.8 i 5364 365.1
Abdomen 5.906 10 89.41 29.8 j 6885 365.1
Pelvis 27.174 11 5364 365.1 k 6885 365.1

12 89.41 29.8 l 2550 37.8
13 2550 37.8
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An effective human lumped parameter model is the model that “best” matches the experimental results.
The quality of the match is determined by the level of confidence in experimental data. The level of
confidence in the experimental data is determined, in part, by: (1) the number of the subjects included
in experiments, (2) subject selection (e.g., subject age, weight, etc.), (3) subject posture (e.g., sitting erect,
sitting relaxed, etc.), and (4) the proximity of the location of experimentally measured response relative
to a degree of freedom in the model.

Due to variation in test results in previous studies, it is impossible for a model to match all the
experimental data. Each of the human models discussed above matched some, but not all, experimental
data.

FIGURE 5.12 Transfer function of the force transmitted to the head for a 100-kg human body subjected to vertical
vibration from seat from Qassem et al. [84] with permission from Elsevier Science.

FIGURE 5.13 Transfer function of the force transmitted to the torso for a 100-kg human body subjected to vertical
vibration from seat from Qassem et al. [84] with permission from Elsevier Science.
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5.4 Finite Element Models of the Spine

Ligamentous one and two motion segment finite element models of the lumbar region have been
proposed to look into the effects of vibration on biomechanical parameters [87, 88].

Kasra et al. [87] identified a resonant frequency of 26 Hz of the ligamentous spine based on one motion
segment model finite element analysis. Appropriate experimental studies were undertaken to validate the
analytical results. The model results also indicated that the system resonant frequency decreased as the
compression preload increased. The compliance decreased with increasing compression preload. Under
preloads of not more than 680 N, removal of the facet joints tended to decrease slightly the segmental
resonant frequencies irrespective of the magnitude of compression preload. The stresses and strains
throughout the segment increased approximately twofold in comparison with equivalent static values.
Partial or complete removal of the disc nucleus considerably decreased the resonant frequency and
increased the corresponding segmental response amplitude (i.e., compliance). The results indicated that
the most vulnerable element under axial vibration loads was the cancellous bone adjacent to the nucleus
space. Fatigue fracture of bone as a cumulative trauma and the subsequent loss of nucleus content are
likely to initiate or accelerate the segmental degenerative processes. The annulus fibers did not appear to
be vulnerable to rupture when the segment was subjected to pure axial vibration.

Goel et al. [88] developed a nonlinear, three-dimensional, finite element model of the ligamentous
L4-S1 segment (two motion segments) to analyze the dynamic response of the spine in the absence of
damping. The effects of the upper body were simulated by including a mass of 40 kg on the L4 vertebral
body. The model predicted a resonant frequency of 17.5 Hz in axial mode and 3.8 Hz in flexion-extension
mode. Accordingly, the predicted responses for the cyclic load of –400 ± 40 N applied at four different
frequencies (5, 11, 16.5, and 25 Hz) were compared with the corresponding results for axial compressive
static loads (–360 and –440 N). As compared to the static load cases, the predicted responses were higher
for the cyclic loading. For example, the effect of cyclic load at 11 Hz was to produce significant changes
(9.7 to 19.0%) in stresses, loads transmitted through the facets, intradiscal pressure (IDP), disc bulge,
as compared to the static load predictions. These responses were found to be frequency dependent as
well, supporting the in vivo observations of other investigators that the human spine has a resonant
frequency. 

Although the above two studies provided useful information, data obtained were not in agreement
with the experimental observations. For example, Kasra et al. [87] identified a resonant frequency of
26 Hz based on one motion segment lumbar spine study, both experimentally and analytically. Goel et al.

FIGURE 5.14 Transfer function of the force transmitted to the lower arm for a 100 kg human body subjected to
horizontal vibration from hand from Qassem et al. [84] with permission from Elsevier Science.
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[88] reported a resonant frequency of 17.8 Hz based on a finite element model of the L4-S1 segment
(two motion segments model). The in vivo resonant frequency estimates of the human body, however,
range from 4 to 8 Hz [4, 14, 16-18, 20, 89-91]. Hence, segmental models (at least up to two motion
segments) cannot be used to predict biomechanical parameters including deformations, intradiscal
pressure, strains, and stress in response to vibration. It becomes necessary to generate a finite element
model, if feasible, whose dynamic features including the resonant frequency and transmissibility will
match the experimental measurements. Once this is achieved, it would then be possible to quantify the
effects of vibration on the spine. This was the impetus for the study undertaken by Kong et al. [92], and
the hypothesis was that the finite element model of the entire spine would predict biomechanical
parameters in agreement with the experimental data.

A finite element model of the upper body, including the entire spinal column, and the rib cage was
generated to extract the resonant frequency and transmissibility during vertical vibration (head-to-
sacrum model H-S1, Fig. 5.15). The model consisted of a detailed representation of the lumbosacral
spine and a simpler beam-type model of the thorax and cervical spine regions. The element type and
material properties are listed in Table 5.5 [93-97]. The costovertebral, costotransverse, and sternochono-
dral articulations were modeled as 6-DOF joints and their stiffness values, listed in Table 5.6, were adapted
from Closkey et al. [98]. The costal ligaments were modeled as tension-only truss elements and their
cross-sectional areas and material properties were from Stokes and Laible [99]. 

The head and the internal organs of the thorax and abdomen were represented by mass elements.
Mass values and their offsets to vertebral body centers at various levels were adapted from Takashima et
al. [100]. Mass elements were rigidly connected to the centers of corresponding vertebral bodies. A
damping ratio of 0.3 at the system level was assigned to the finite element model. The damping ratio

FIGURE 5.15 The head-to-sacrum (H-S1) finite element model of the ligamentous spine including the lumbar,
thorax, and cervical regions. The head was simulated as a mass attached to the cervical spine.
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was determined from the experimental transmissibility–frequency relationships [64, 75]. Since the
motions in the sagittal plane only were studied in the present study, a half-model (the right side) was
used and no out-of-plane translational or rotational displacements were allowed for all nodes in the
sagittal plane. The sacrum was fixed in all directions.

The trunk muscles were added to the ligamentous H-S1 model to study the effects of muscles on the
resonant frequency. The extensor muscle fascicles were modeled in detail; the abdominal muscles were

TABLE 5.5 Element Types and Material Properties of Various Structures Used 
for the Finite Element Model of the Head to Sacrum (H-S1)

Elasticity Poisson’s Density
Structure  Element Type (MPa) Ratio (g/cm3)

Cervical spine and thorax
Motion segment Beam 120 0.20 1.40
Rib Beam 12000 0.20 1.40
Costal cartilage Truss 300 0.10 1.10
Sternum Shell 12000 0.20 1.40
Costal ligament Truss 5.0 0.30 1.0

Lumbar spine
Cortical bone Brick 12,000 0.30 1.70
Cancellous bone Brick 100 0.20 1.10
Posterior bone Brick 3500 0.25 1.40
Nucleus pulposus Brick 1.326 0.4999 1.02
Annulus fibrosis Composite

Ground substance 4.20 0.45 1.05
Outest layer 450 0.30 1.0

Ligaments Truss
Ant. longitudinal 7.80 0.30 1.0
Post. longitudinal 10.0 0.30 1.0
Transverse ligament 10.0 0.30 1.0
Ligamentum flavum 15.0 0.30 1.0
Interspinous 10.0 0.30 1.0
Supraspinous 8.00 0.30 1.0
Capsular 7.50 0.30 1.0
Iliolumbar 20.0 0.30 1.0

Muscles Truss 1.0 0.30 1.0

TABLE 5.6 Stiffness Values Used for Various Thorax Joints and Cervical Spine in 
the Finite Element Model of the Upper Body (adapted from [94] and [98]) 

Axial Lat. Shear Torsional Lat. Bending
Joint  (N/mm) (N/mm) (Nmm/rad) (Nmm/rad)

Cervical motion segment 1120 52.5 7250 9575
Thoracic motion segment 1240 105 14500 19150
Costovertebral 25 500 1750 3750
Costotransverse 25 500 1750 3750
Sternochondral

Rib1-Sternum 50 100 10000 7000
Rib2-Sternum 50 100 10000 7000
Rib3-Sternum 50 8 10000 2500
Rib4-Sternum 50 8 10000 2500
Rib5-Sternum 50 8 10000 2500
Rib6-Sternum 50 0 10000 1500
Rib7-Sternum 50 0 10000 1500

The values for the A-P shear and flexion-extension are the same as those for the lateral
shear and lateral bending.
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simply represented by 4 spar elements at this stage due to their geometrical complexity. Muscles were
modeled as tension-only truss elements with the elastic modulus of 1.0 MPa [101, 102].

Modal analyses were performed to extract resonant frequencies. Damping was not considered in the
frequency extraction. The H-S1 model was also used to investigate the dynamic response of the upper
body to the vertical sinusoidal vibration. So as to simulate the vibration transmitted through a seat, the
0.1g (0.98 m/s2) vibration was imposed on the sacrum. Transmissibility was obtained as the ratio of the
predicted root-mean-square (rms) accelerations of points of interest within the model to the imposed
rms acceleration. The magnitude and phase angle of the transmissibility were quantified. The sweep
frequency range was from 0.01 to 30 Hz.

The predicted first resonant frequency in the vertical direction for the complete ligamentous head to
sacrum (H-S1) model was 8.32 Hz (Table 5.7). Inclusion of muscles increased it to 8.91 Hz, while the
self-weight decreased it to 6.82 Hz. These values are very close to the in vivo experimental data [103].
Further fine-tuning is possible if one includes the pelvis-buttocks system not simulated in the current
model. Pope and Hansson [104] stated that the vibration response of the human is attributable to a
combination of a vertical subsystem and a rotational subsystem characterized by rocking of the pelvis.

The predicted curves of the transmissibility magnitude-frequency and phase angle-frequency of the
C1 center are very close to the reported measurements (see Figs. 5.16 and 5.17 [64, 75]). 

The magnitude of transmissibility increased rastrally in the vertical direction at the resonant frequency.
While the coupled A-P acceleration at the L3 vertebra was the largest, its flexion-rotation acceleration
was much lower than those of the L1 and L5 vertebrae (see Figs. 5.18 and 5.19). This is most probably
due to the lordotic shape of the lumbar spine. While the vertical vibration at the sacrum causes significant
A-P motion and rotation in the lumbar region, the motions in the cervical spine and head are primarily
in the vertical direction. The magnitude of the A-P acceleration of the head was only about 23% of that
in the vertical direction under Gz simulation. As expected, damping played an important role in atten-
uating vibration. The higher the damping ratio, the lower the motion transmitted to the head (see
Fig. 5.20). Amirouche and Ider [73] also found that the transmissibility decreased with an increase in
damping. Inclusion of muscles increased the vibration transmitted to the head. This is in agreement to
the findings of Pope et al. [61].

The current study presents a numerical method to investigate the response of the spine to vibration. It
showed that the finite element technique can be used to predict the natural frequency and transmissibility.

TABLE 5.7 Effects of the Muscle and Weight of the 
Body on the First Four Natural Frequencies and 
Participation Factors of the Upper Body of the Head 
to Sacrum (H-S1) Model

Model Frequency (Hz)  Participation Factor

A-P Vertical

Ligamentous model 
0.43 1.45 0.02
2.79 0.65 0.35
5.34 0.30 0.50
8.32 -0.32 0.95
Muscular model
0.85 1.46 0.03
3.23 -0.59 -0.24
5.89 0.44 0.51
8.91 -0.31 1.02
Muscular and preload model
0.29 1.44 0.04
2.37 0.71 0.45
4.94 0.24 0.33
6.82 0.41 -1.08
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The present head-to-sacrum model can be used to predict “clinically” relevant biomechanical parameters
in the lumbar spine under vibration and impact loads, like the predictions made using one and two motion
segment finite element models.

5.5 Conclusions

Lumped parameter models emphasize larger scale information about human dynamic response, such as
the general motion of the head or torso. The performance of the lumped parameter human models is
determined by the degrees of freedom of the model and the parameter values of the model. Although
nonlinear models better approximate real human properties for large deformation, it has been shown

FIGURE 5.16 The magnitude of transmissibility at different vertebral centers with respect to the sinusoidal vertical
vibration imposed on the sacrum.

FIGURE 5.17 The phase angle of transmissibility at different vertebral centers with respect to the sinusoidal vertical
vibration imposed on the sacrum.
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that linear models yield satisfactory results for low-amplitude vibration. In general, when compared with
finite element models, the number of parameters and computation time is far less. 

Finite element models emphasize smaller scale information about human dynamic response, such as
the forces occurring at a particular point in bone or tissue. They can be used to simulate the internal
structure of the body portion and analyze the internal stress and strain. As a consequence, model results
(for a model with correct input) have the potential for high accuracy and good spatial resolution.

A hybrid form of model can be obtained by combining the finite element model and lumped parameter
model (effectively using the lumped parameter model results as input to the finite element model.
Combination of finite element models and lumped parameter models has the potential to not only
increase the analysis accuracy and spatial resolution but also decrease the computation time required.

FIGURE 5.18 The A-P accelerations (rms) at different vertebral centers normalized to the imposed acceleration.

FIGURE 5.19 Angular accelerations (rms) of different vertebrae due to vertical accelerations imposed on the
sacrum.
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6.1 Introduction

Enhanced seatbelt usage in the U.S., secondary to legislation, has reduced trauma in frontal impact
environments. Recent introduction of air bags has further contributed to the reduction of injuries,
particularly to the driver of the automobile. Despite the enhancements in vehicle design and public
awareness, vehicular crashes are a predominant source of injury in the U.S. for adults under 44 years of
age (Committee on Trauma Research et al., 1985; Rice and MacKenzie, 1989; USDHHS, 1989). A report
to the U.S. Congress published by the National Academy of Sciences emphasizes the economic impact
of injury in our society. For example, the number of years of life lost due to injury (4.1 million years)
exceeds those due to heart disease/stroke (2.1 million years) and cancer (1.7 million years) combined.
This is primarily because injury affects a younger age group compared to the other three leading causes
of death (heart disease, stroke, and cancer). 

Injuries are often classified as intentional and unintentional. Vehicular crashes fall under the classifi-
cation of unintentional injuries. It is important to understand the biodynamic response of the human
body in relation to its interaction with vehicular surfaces to mitigate these injuries. As can be expected,
any region of the human body could be injured if the limits of tolerance of the tissues are exceeded. The
objective of this chapter is to discuss the characteristics of the human body secondary to force applications
under vehicular frontal impact conditions. Because of the voluminous, diversified, and multidisciplinary

Narayan Yoganandan
Medical College of Wisconsin

Frank A. Pintar
Department of Veterans Affairs 
Medical Center
© 2001 by CRC Press LLC



        
nature of the topic, it is not possible to cover all aspects of the biodynamic response. However, an attempt
is made to provide recent information on the subject matter. This chapter, therefore, focuses on the
experimental biodynamic studies with specific relevance to the human body/tissues under frontal impact.
Static or quasi-static type responses are not addressed. Furthermore, although mathematical analyses
tools such as the finite element and occupant kinematics simulations have also contributed to our
knowledge, this topic is considered to be outside the scope of the presentation (Dimasi et al., 1991; Dimasi
et al., 1995; Hardy and Marcal, 1973; Kleinberger, 1993; Kumaresan and Radhakrishnan, 1996;
Kumaresan et al., 1995; Prasad and Chou, 1993; Ruan et al., 1993; 1994; Voo et al., 1997; Yoganandan et
al., 1996b,c; 1997c; 1987; 1995c). The cited list is not all inclusive. The reader is referred to literature and
other chapters in this book for details. 

Biodynamic Response Analyses 

The effect of the external mechanical forces applied to the human body can be assessed using several
methodologies: clinical evaluation including follow-up, epidemiological evaluation, and experimental
evaluation. For the sake of brevity, the first two aspects are not the topics of presentation in this chapter.
In addition, exhaustive analysis of all information cannot be provided on all the experimental studies
because of practical constraints. An attempt is made to provide fundamental and recent research data.

6.2 Terminology

The following terminology is frequently used in impact biomechanics to understand and relate the
external input mechanical variables to the response of the human tissues. Biomechanics can be defined
as the application of the principles of mechanics, physics, engineering, and computer science to solve
biological problems with specific reference to the human body in the current context. Biodynamics refers
to the characteristics of the biological tissue under consideration secondary to external mechanical input
applied at high loading rates wherein the effects of time or inertia cannot be ignored. Biofidelity can be
defined as the capacity to mimic the human response under external mechanical loading. It must be
emphasized that biofidelity, a term routinely used in impact biomechanics literature, is currently not in
the common English dictionary. Crashworthiness, a frequent terminology used in safety engineering with
particular reference to vehicular impact, refers to the protective ability of the vehicle to minimize or
eliminate injuries to the human body secondary to a crash. Frankfort plane is the horizontal plane
represented by a line between the lowest point on the orbit margin and the highest point on the margin
of the auditory meatus. Human tolerance can be defined as the capability of biological tissues to resist
(and absorb) externally applied mechanical forces without exhibiting damage. Consequently, no injury
is anticipated below this tolerance level; injury is expected above this limit. Human surrogate is an
experimental, physical, biological, or a mathematical model. It is used to understand the biomechanical
response of the human tissue under consideration. Anthropomorphic manikins, frequently called dum-
mies, are examples of human surrogates. Injury criterion/criteria can be defined as a mechanical index
or a group of mechanical indices which is/are based on human tolerance. When this threshold is exceeded,
injury is assumed to occur to the biological tissue under consideration. This may include probabilistic
analysis for the injury quantification. Kinematics deals with the method of describing the motion of the
structure without regard to the role of forces acting on the system. Kinetics relates the forces to the
kinematic or the motion variables of the system.

Reference System

The right-handed Cartesian system is commonly used in biomechanics. The system consists of three
mutually orthogonal axes, x, y, and z. Rotational and translational movements can occur on these axes.
Translational movements are considered positive if they occur along the positive direction of the axis,
and are considered negative if the movements are in the negative direction of the axis. Likewise, a clockwise
© 2001 by CRC Press LLC



              
rotation around an axis looking from the origin of the coordinate system toward the positive direction
of the axis is termed positive rotation; counterclockwise rotation is negative. Figure 6.1 illustrates the
right-handed Cartesian coordinate system of reference with the positive z-axis along the inferior to
superior direction, the positive x-axis along the posterior to anterior direction, and the positive y-axis
along the right to left direction. This results in a positive flexion moment (My), positive left to right
lateral bending moment (Mx), and positive right axial twisting moment (Mz). In contrast, extension
moment, right to left lateral bending moment, and left axial rotation are negative moments. This system
of reference has also been adopted by the American Standards for Testing Materials. Anatomical position
is an erect position with the eyes forward and the palms of the hand to the front (Fig. 6.2). This position
of the hand is called supination. Pronation refers to the palms down or backward. Sagittal plane is the
anteroposterior vertical plane through the body. The plane perpendicular to the midsagittal plane is
called the coronal plane. The plane orthogonal to the vertical plane is the horizontal, transverse, or axial
plane. Ventral and dorsal refers to the front and back, and cranial and caudal refers to the head and tail
regions of the trunk. In the erect position, ventral and dorsal corresponds to the anterior and posterior,
and superior and inferior refers to the cranial and caudal directions, respectively. Adduction is motion
toward the midline and abduction is motion away from the midline. 

6.3 Head

In vehicular frontal impact, the head can be injured by impacting with the vehicle interior surfaces such
as the header and the pillar. A review of head injury has been given (Sances and Yoganandan, 1986). This
review includes initial studies for the determination of the acceleration time tolerance curve, human
volunteer studies, the Gadd severity index, the head injury criteria (known as HIC), the Vienna Institute
Index, the Effective Displacement Index, the revised brain model, the development of the mean strain
criterion, the Japanese Automotive Research Institute, and vertex impact human vertical drop studies
from the Medical College of Wisconsin, Milwaukee. In addition, tolerance for lateral impacts, rotational
head injury levels, and finite element head injury models were discussed (Sances and Yoganandan, 1986).
Head injuries are classified as open and closed. Open head injuries are associated with skull fractures;
soft tissue injuries to the intracranial contents can also occur in the presence of a skull fracture. However,
in closed head injuries, skull fractures are absent and head trauma is limited to the internal contents of
the skull. Skull fractures include linear, depressed, comminuted, and basilar varieties. Brain injuries are
often categorized into focal and diffused types. Focal injuries are associated with lesions large enough to

FIGURE 6.1 Cartesian coordinate system of reference.
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be visualized and include subdural hematoma, epidural hematoma, and intracerebral hematoma. They
can produce shifts of the cerebral tissue within the cranium, herniation, and brain stem compressions.
Diffused brain injuries occur with widespread destruction of neurologic function attendant with mac-
roscopically visible brain lesions (Gennarelli, 1981). Brain injury secondary to blunt impact includes
changes in the intracranial pressure resulting in shear strains. Causes of brain tissue contusion secondary
to intracranial compression include the inward bending of the calvarium and the propagation of an
internal compressive pressure wave. In contrast, at the contrecoup site (location opposite to the loading
location), the build-up of a negative pressure as a reactive response can also cause brain injury.

Initial studies to determine the tolerance of the human head were conducted using human cadaver
material. Other studies were reported by Evans et al. and Lissner et al., in the Surgery Gynecology and
Obstetrics Journal in the late 1950s (Evans et al., 1958; Lissner et al., 1960). Four Caucasian male embalmed
cadavers ranging in age from 64 to 76 were used to determine the relationship between the acceleration
and intracranial pressure produced with the forehead striking an automobile instrument panel, large
block of steel, or a tin-steel plate. The cadavers underwent a free-fall from a distance of approximately
1.7 m. Multiple tests were conducted on each specimen. The first drop was generally onto an automobile
instrument panel, the second drop onto a steel flat plate, and the third onto a solid steel block. Acceler-
ations were measured at the occiput with forehead impact. Intracranial pressure changes were measured
in bilateral temporal regions with the transducers. Portions of the brain were removed and filled with
fluid gelatin to provide access to ventricles. In some studies, a 75-mm polyurethane pad was placed over

FIGURE 6.2 Anatomical position.
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the steel plate for comparison. Twenty-three drops were conducted on the four embalmed cadavers with
impact velocities ranging from 4.9 to 6.7 m/s. For impact on the steel block in the intact cadaver drops,
the maximum time duration ranged from 5 to 8 msec and the peak head accelerations ranged from 43
to 237 G. In addition, three isolated head specimens underwent free-fall testing at impact velocities
ranging from 5.2 to 6.0 m/s. These specimens sustained fractures secondary to impact on the steel block
with peak accelerations from 372 to 557 G and acceleration duration ranging from 1 to 2 msec. More
recently, free-fall impact tests with isolated human cadaver head specimens impacting on the vertex were
conducted by our group (Sances and Yoganandan, 1986). The specimens were dropped onto a force plate
covered with 0, 12.5, 25.4, and 38 mm of padding with drop heights ranging from 0.3 to 1.2 m.
Accelerations ranged from 325 to 450 G with pulse durations ranging from 2.2 to 4 msec. Both the force
and the accelerations decreased with increasing pad thickness. The peak acceleration for skull fracture
vs. pulse duration from the studies cited above is illustrated in Fig. 6.3. Because of the difficulties in
dealing with peak accelerations, average values for the acceleration time tolerance curve were used. 

Subsequent investigations were conducted to extend the curve beyond the 6-msec duration, and to
determine the effect of forehead impact on laminated and tempered safety glass used in automobiles
(Gurdjian et al., 1962a). The heads of the embalmed cadavers were filled with gelatin as previously
described and 95 tests were conducted using 10 cadavers. Some of the cadavers had below-knee ampu-
tation and the remaining cadavers had their legs doubled back and tied down. The head struck the glass
at impact velocities ranging from 1.3 to 15.6 m/s. The laminated glass demonstrated damage at impact
velocities of 1.8 to 2.7 m/s, and the tempered glass at approximately 5.8 m/s. Peak head accelerations as
high as 230 G were recorded for impact to the tempered glass with velocities of approximately 11.2 m/s.
Generally, the intracranial pressures produced by impact to the laminated glass were lower compared to
the pressures produced by impact to the tempered glass material. The maximum average accelerations
ranged from 90 to 125 G measured at the occiput for impact to the midline of the forehead with side

FIGURE 6.3 Acceleration time curves from experimental studies. Upper curve is the original acceleration versus
time for the initial studies conducted by Lissner et al. The lower curve is the original average acceleration time
tolerance curve for head impact of hard flat surface with an asymptote of 42 G. Data points for the head without
the body, and head with the body, produced skull fractures for forehead impacts, and data points for vertex impact
from our group produced skull fractures using unembalmed human cadavers. 

500

400

300

200

100

0
0 2 4 6 8 10 12 100

ISOLATED HEAD
INTACT CADAVER HEAD
VERTEX IMPACT*

*

**

Time (ms)

A
cc

el
er

at
io

n 
G

© 2001 by CRC Press LLC



                              
window tempered or laminated windshield-type glass. The time durations ranged from 6 to 12 msec.
The average pressures reached 0.15 MPa, which lasted from 6 to 12 msec (Gurdjian et al., 1961). These
data were used to extend the previously described acceleration time tolerance curve from 6 to approxi-
mately 12 msec. The initial acceleration time tolerance curve had a 42-G asymptote for longer times. To
extended the data beyond 12 msec, the data of Eiband and Stapp were used; the data was obtained from
full-body human volunteer exposures who did not receive a direct blow to the head (Eiband and Stapp,
1955; Stapp, 1961). Patrick, however, reasoned that when an impact occurs to the head, a reasonable
asymptote would be 80 G instead of the 40 G (Patrick et al., 1963). The acceleration time tolerance curve
is commonly referred to as the Wayne State Tolerance Curve.

Based on these observations, in the early 1970s, various criteria were proposed which included the
head injury criterion, the Vienna Institute Index, the Effective Displacement Index, the revised brain
model, and the mean strain criterion. The head injury criterion (HIC), advanced by Versace in 1971, is
given by the following equation (Versace, 1971). 

where a in the equation is the resultant acceleration, and t1 and t2 are any two points in the acceleration
curve that maximize the equation. Expressed in terms of energy, this equation relates the rate of changes
of specific kinetic energy and acceleration over the interval t2 – t1. In 1985, probabilities were attached
to HIC (Prasad and Mertz, 1985). A HIC value of 1000 was reported to correspond to 60% of the
population sustaining a severe to fatal injury. It should be noted that HIC is an integration of the
acceleration-time pulse, whereas the acceleration-time tolerance curve is based on average acceleration.
Hodgson and co-workers in the 1970s determined the impact response of the head against a flat rigid
surface by conducting drop tests with human cadavers (Hodgson and Thomas, 1971). Tests were con-
ducted on the frontal, lateral, and occipital sides, and the biodynamic response was determined in terms
of forces and accelerations. A large scatter in the data secondary to biological variations as well as regional
variations in the calvarium was observed. Peak forces and accelerations for nonfracture at a drop height
of 130 ± 19 mm were 4.24 ± 58 kN and 159 ± 42 G, respectively (Fig. 6.4). In contrast, peak forces and
accelerations for fracture at a 330-mm drop height were 6.4 ± .6 kN and 230 ± 42 G, respectively. At a
1060-mm drop height, the peak force was 10.9 ± 1.1 kN and the peak acceleration was 293 ± 42 G (Prasad
and Mertz, 1985).

Previous skull fracture studies conducted by Gurdjian indicated that static loading causes a skull to
deflect with less force compared to dynamic loading (Gurdjian, 1975). An empty human skull fractured
at an energy of 2.8 J; intact head with scalp required approximately 45 to 48 J for fracture (Gurdjian et
al., 1962b). In human head drop tests (with the scalp intact) onto a heavy steel slab, Gurdjian reported
that fractures occur at energies of approximately 70 J (Gurdjian, 1975). An acceleration-time tolerance
curve for human linear skull fracture based on a drop test demonstrated approximately 70 G to be a
threshold for a 5-ms duration acceleration pulse, and approximately 50 G for a duration greater than or
equal to 30 ms (Gurdjian, 1975). More recently, Nahum et al. demonstrated depressed or comminuted
fractures at the temporal parietal area at force levels of 2000 N, at the frontal area at force levels of 4000
N, and at the zygoma at force levels of 890 N, with a 645-mm2 impactor (Nahum et al., 1968). Other
studies indicate forces ranging from 980 to 1334 N to produce penetration of the parietal skull using an
impactor of a 200- to 297-mm2 area (Melvin and Evans, 1971; Melvin et al., 1969). Fracture of the frontal
region under static loading was produced at a force of 4727 N using a 10 mm × 100 mm × 10 mm plate
(Ehler et al., 1976a; Ehler et al., 1976b). Hodgson and Thomas in 1971 indicated that plates produced
linear fractures and the small impactors caused penetration fractures (Hodgson and Thomas, 1971).
Melvin and Evans data indicated that large impactors produced comminuted depressed fractures (Melvin
and Evans, 1971). Assuming that the modulus of elasticity of the skull is 1579 kg/mm2, and a minimum
strain energy is 0.22 kg/mm2, Shell theory predicts the fracture force at 3941 N for a 645-mm2 impactor.
Schneider and Nahum recorded a force of 2113 N associated with the kinetic energy of 29 J at velocities
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of 5.2 m/s for temporoparietal fracture (Schneider and Nahum, 1972). McElhaney et al. provided static
force-deflection properties from tests on the human head at the frontal and lateral sites (McElhaney et al.,
1972). Clinical follow-up of skull fracture studies have been reported (Braakman, 1972; Jamieson, 1974;

FIGURE 6.4 Head impact response obtained using embalmed human cadaver specimen experiments.
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Jamieson and Kelly, 1974; Jamieson and Yelland, 1972; Stover and Zeigler, 1976; Unterharnscheidt and
Higgins, 1969; Walker et al., 1969).

More recently, additional studies were conducted by Yoganandan et al. to determine the static and
dynamic response of the intact human cadaver head by applying controlled loading using a prepro-
grammed electrohydraulic material testing apparatus (Yoganandan et al., 1995b). The local force-deflec-
tion characteristics of the human occipital, lateral, parietal, and frontal areas of the intact head under
known boundary conditions were determined. These experiments, described below, provided the force-
deflection information required for finite element modeling. Using a total of 20 unembalmed human
cadavers with age, height, and weight ranging from 50 to 85 years, 157 to 185 cm, and 56 to 102 kg,
respectively, nondestructive quasi-static, failure quasi-static, and dynamic failure tests were conducted
(Yoganandan et al., 1995b). Occipital, vertex, lateral, temporal, and frontal regions of the head were
considered in the study (Fig. 6.5). For the nondestructive testing, the specimen was fixed in an adjustable
device designed to locate both auditory meatuses and support the skull under the palate and the skull
base. Polymethyl-methacrylate was molded into the skull to provide additional strength at the supported

FIGURE 6.5 Schematic illustration depicting the various anatomical sides used to conduct impact loading exper-
iments. In clockwise order, the sites shown correspond to the vertex, parietal, temporal, occiput, and forehead regions
of the head. 
© 2001 by CRC Press LLC



        
regions. The fixture was mounted on a six-axis load cell fixed to the cross-frame of an electrohydraulic
testing device (MTS Systems Corp., Minneapolis, Minn.). 

For the destructive quasi-static and dynamic tests, the specimens were prepared in a similar manner
as described above. Because of the destructive nature of the test, only one loading site was possible for
each specimen. Following initial radiography, the specimens were aligned appropriately with the longi-
tudinal axis of the electrohydraulic piston. They were loaded to failure at a loading rate of 0.002 m/sec
in quasi-static tests and at 7.1 to 8.0 m/sec in dynamic experiments. After the test, the specimen was
palpated, radiographs were taken, CT images were obtained, and the skulls were defleshed. A Snell-type
hemispherical anvil with a radius of 48 mm was used as the impactor. The anvil was rigidly attached to
the electrohydraulic actuator. A schematic of the experimental test setup is shown (Fig. 6.6). Specimen
failure was identified when an increase in the piston excursion resulted in a concomitant decrease of the
external force. The applied external force and the actuator displacement data, along with the six-axis load
cell information placed at the distal end of the preparation, were recorded with a uniaxial force gauge,
a linear variable differential transformer attached in series to the electrohydraulic piston, and a six-axis
load cell placed underneath the specimen, respectively. All data were sampled according to the Society
of Automotive Engineers SAE J221b specifications at appropriate sampling rates, using a modular digital
data acquisition system. Processing of the raw signals included a transformation of the force-time and
displacement-time responses into a force-deflection behavior. Stiffness and energy absorbed by the
specimen were obtained according to accepted techniques (Yoganandan et al., 1988a; Yoganandan et al.,
1988b; Yoganandan et al., 1989). 

For the nondestructive quasi-static series, the forces ranged from 1639 to 1702 N with deformations
ranging from 1.9 to 7.2 mm. The specimen returned to the initial position suggesting the absence of
pathological alterations. This was additionally confirmed by radiography, computed tomography, and
gross dissection followed by defleshing of the skull. For the destructive quasi-static failure tests, forces
ranged from 4.5 to 11.9 kN (mean: 6.4 kN). The corresponding deflections at failure ranged from 7.8 to
16.6 mm (mean: 12.0 mm). The stiffness and energy absorption capacities ranged from 0.5 to 1.3 kN/mm
(mean: 0.8), and 14.1 to 68.5 J (mean: 33.5 J), respectively. For the dynamic failure tests, the forces ranged
from 4.5 to 15.4 kN (mean: 10.5 kN), the deflections ranged from 3.4 to 11.5 mm (mean: 6.7 mm),
stiffness ranged from 1.0 to 6.1 kN/mm (mean: 3.1 kN/mm), and energy ranged from 13.0 to 55.8 J

FIGURE 6.6 Illustration demonstrating the experimental test setup including the electrohydraulic piston and the
associated data acquisition equipment. 
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(mean: 28.6 J). The forces, deflections, and stiffness were different between the quasi-static and dynamic
loadings. Pathology included linear and circular, propagated unilateral and bilateral, and multiple frac-
tures due to external loading. Fractures identified on CT were documented by the defleshed skull. These
series of tests revealed the fracture pattern to be complex and dependent upon the anatomical location
of the external loading. Retrospective evaluations of the radiographs and CT images, without a prior
knowledge of the external loading vector, produced no definite indications regarding the loading site
during the experimentation. In fact, fracture widths were narrower at the loading site compared to the
other regions where the specimen demonstrated wider separations of the fracture lines. Fractures gen-
erally continued to penetrate into the inner table with the loading applied superior to the outer table. It
must be emphasized that, despite significant research in terms of cadaver and animal experiments, and
physical modeling studies coupled with computational simulation efforts in the past 25 years, the head
injury criterion is the only accepted biomechanical index for assessing head trauma in vehicular envi-
ronments.

6.4 Face

Facial bone fractures are often associated with dynamic contact with the vehicular interior including the
steering wheel or external surfaces. Yoganandan et al. provided a brief summary of the previous work
dating back to 1901 on the topic of facial injuries (Yoganandan et al., 1993; Yoganandan et al., 1991a;
Yoganandan et al., 1991d). The relationship between the area of the impactor used to apply the external
loading onto the facial bone and the resulting biomechanical parameters such as the peak force were
discussed. Because these earlier studies were not conducted with the actual steering wheel of the vehicle
to be the impacting object onto the human facial skeleton, Yoganandan et al. conducted a series of
experiments to determine the biodynamics of the human facial skeleton subjected to steering wheel
impact. In particular, the zygomatic region of the face was selected as the impacting structure of the
human body (Yoganandan et al., 1993; Yoganandan et al., 1991a; Yoganandan et al., 1991d). Using a
specially devised vertical drop test apparatus, which was validated with free-fall and rigid head form
drops, tolerance values were reported using unembalmed human cadaver tests (Harris et al., 1993).
Biomechanical variables such as peak force, area of contact/pressure, head injury criteria, and steering
wheel deflection at the site of impact were investigated for facial trauma assessment. The pressure criteria
that forms the basis for the honeycomb structure design, the conventional head injury criteria, and the
steering wheel deflections were found to be weak correlates. The authors indicated that the weak corre-
lation between the pressure criteria and the likelihood of facial injury is only applicable to the zygomatic
impact (Yoganandan et al., 1996a). However, it may be useful for other regions of the face wherein factors
such as larger area of contact may occur due to steering wheel contact. Proven biomechanical data are
currently not available to provide confidence in the general applicability of the honeycomb test device
for facial trauma assessment. Consequently, although the honeycomb appears to be appealing from a
testing point of view, caution should be exercised to adopt this technique for all structures of the human
face. There remains a need for suitable tolerance criteria for facial injury assessment and mitigation.
Using the maximum likelihood approach and Weibull functions, Yoganandan et al. presented a fracture
probability curve associated with the peak interface force to describe facial injury due to steering wheel
loading at the spoke-rim junction. The probability curve indicates a force of 1525 N to correspond to a
50% probability of facial injury (Fig. 6.7). Significant amelioration of trauma can be attained if the injury
assessment is made using this output (Yoganandan et al., 1996a; Yoganandan et al., 1993). 

A complete assessment of steering wheel injury-induced facial trauma and the development of appro-
priate criteria and test devices for injury production require additional research. These topics are impor-
tant because low-level vehicular crashes without the deployment of an air bag may have significant
consequences. Since steering wheels with integrated air bags generally require a stiffer structure to handle
the air bag deployment forces, this research may have significant implications in vehicular safety from a
frontal impact perspective, particularly at low levels of energy dissipation.
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6.5 Neck

The human neck connects the first thoracic vertebra (T1) and the torso with the head. The neck is
composed of soft and hard tissue structures including trachea, esophagus, arteries, and spinal cord. The
hard tissue structures are connected through a system of joints spanning across the entire length of the
neck. While the bottom of the neck is connected to the first thoracic vertebra structurally, the top of the
neck is connected to the base of the skull. The principal medium of external load transfer takes place
through the vertebrae and the adjacent structures. The interrelationships among the seven cervical
vertebrae are closely maintained by the surrounding soft tissue anatomy to protect the spinal cord under
normal physiologic and traumatic conditions. Any external mechanical load vector that attempts to
compromise the integrity of the cervical vertebrae through fracture or dislocation and/or the integrity
of the spinal cord can have serious consequences to the individual. The anatomy and fundamental
biomechanical aspects are covered elsewhere (Maiman and Yoganandan, 1991; Pintar et al., 1996a;
Yoganandan et al., 1997b). Because of the complex articulated and segmented nature of the cervical spinal
column, many mechanisms of injury are possible in vehicular frontal impact. 

In earlier studies, Yoganandan et al. classified the mechanisms of cervical spine injury according to
compression-flexion, hyperflexion, compression-extension, hyperextension, axial loading associated
with vertical compression and vertical distraction, lateral bending, rotation, and shear (Yoganandan et
al., 1990). A literature review has been conducted on the biomechanical aspects of cervical trauma
(McElhaney and Myers, 1993). Since many of the previous experimental studies indicated the prealign-
ment of the cervical column with respect to the head to be an important factor in spinal injury, Pintar
et al. conducted a series of static and dynamic experiments using human cadaver head-neck complexes
to determine neck injury tolerance (Pintar et al., 1990a,b; Pintar et al., 1995a-c). Based on these tests
and on the theoretical beam-column analyses, it was surmised that the stiffest axis of the cervical spine
results when the cervical lordosis is removed and the spinal vertebrae are aligned vertically (Liu and
Dai, 1989; Pintar et al., 1995b). Cervical alignment along this axis prior to compressive loading produced

FIGURE 6.7 Probability distribution for facial fracture secondary to steering wheel impact.
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compression-related injuries to the mid- to lower-cervical vertebrae. Intact human cadaver head-neck
complexes were used because traditional one- or two-level functional spinal models were inappropriate
to study the injury mechanisms of the cervical spine secondary to impact loading (Pintar et al., 1990a,b).
The cadaver head-neck complexes were mounted in a fixative at T1-T2 and the cranium was uncon-
strained. The inferior end was mounted to a six-axis load cell and fixed to the electrohydraulic testing
device. The cervical spine was prealigned to remove the lordosis. The external compressive load, the
deformation, and the output generalized (six-axis) force and moment histories at the inferior end of the
preparation together with the information from the retroreflective targets placed along the cervical spinal
column described the kinetics of the structure (Pintar et al., 1990a; Yoganandan et al., 1994a,b; Yoga-
nandan et al., 1991b,c). Principles of continuous motion analysis techniques revealed the temporal
sequelae of pathologic and nonpathologic motions occurring to the cervical spinal column secondary to
impact loading to the cranium (Cusick et al., 1996; Yoganandan et al., 1994a). Data analysis revealed that
burst fractures occur very early in the loading phase (within the first 10 msec) and soft tissue ligament
injuries occur later. 

Pintar et al. classified the injuries to be minor, moderate, and severe depending on the involvement
of the bony and soft tissue structures (Pintar, 1986; Pintar et al., 1995b). The failure mechanism of the
cervical spine was dependent on the initial spinal curvature and the point of application of the external
load, i.e., anterior or posterior to the stiffest axis. Extension failures occurred with slight initial lordosis
and flexion injuries occurred with slight kyphosis of the cervical spinal column. Compression injuries
occurred consistently in the midcervical spine resulting in vertebral body damage with burst, wedge, and
vertical fracture mechanisms. Flexion injuries were more ligamentous with the involvement of posterior
structures. In contrast, cervical spines failing under an extension mechanism all had anterior ligament
involvement. Generally, compression failure mechanisms had higher failure forces (mean 3.3 kN) and
stiffness (mean 585 N/ mm) than extension or flexion modalities. Neck displacement at failure was
generally consistent with no particular patterns with regard to mechanism of injury, severity of injury,
or age (overall mean 18 mm ± 3). Based on these comprehensive analyses, Pintar et al. derived the human
neck dynamic force deformation corridors which were of the bilinear type (Fig. 6.8). Specimen alignment
on or close to the stiffest axis within 0.5 cm produced axial compression injuries of the midcervical
column. In contrast, specimens aligned at greater than 1.5 cm anterior to the stiffest axis resulted in
flexion injuries to the lower column. Consequently, Pintar et al. concluded that there is a window of
alignment to produce midcolumn compression injuries and outside the window distinctly different
injuries could occur. Furthermore, they concluded that midcolumn bony compression injuries occur
only when the prealignment was within 1 cm of the stiffest axis. The authors of this chapter further
analyzed these data to obtain the age-dependent tolerance curve for human cervical spine compression
injury. 

There have been a number of studies that have attempted to reproduce the common cervical spine
injuries that are the most catastrophic. Few, however, have examined the acute effects to the spinal cord
during impact loading. To understand what happens to the spinal cord during traumatic impact loading
to the head-neck complex, a transducer was developed to measure the transient spinal cord changes
during loading. We have developed and validated an instrumented artificial spinal cord for use in the
human cadaver cervical column to understand the response of the spinal cord due to catastrophic cervical
spine injuries such as burst and compression fractures (Pintar et al., 1996b). It was demonstrated that
extremely high pressure recordings were found for areas in which burst fracture occurred with canal
encroachment by bony fragments. These transient spinal cord pressures often exceeded 200 N/cm2

(Fig. 6.9). The magnitude of the spinal cord pressure changes correlated with the severity of injury to
the vertebral elements. Tests that produced fractures to the mid- to lower-column cervical levels were
often above 50 N/cm2. Ligamentous injuries under flexion and extension loading vectors produced
relatively low spinal cord pressures below 30 N/cm2. The instrumented artificial spinal cord is a new tool
to understand the nature of spinal cord injury related to biomechanical parameters. 

A series of axial compressive loading tests was conducted on a total of 30 human cadaver head-neck
complexes ranging in age from 29 to 95 years, with 12 female and 18 male specimens. These tests were
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evaluated for biomechanical tolerance of the human neck complex for different variables. Both force and
deformation parameters were examined. When examining the deformation to failure parameter, it was
found that for variations in gender, age, and loading rate, this parameter was consistent. The mean
deformation to failure across all of these factors was 19 mm ± 4 mm. This indicates that the deformation
to failure parameter was a good indicator of tolerance despite other biologic and anthropomorphic
factors. For the axial load to failure parameter, the effects of age, gender, and loading rate were all
significant factors. Using the least-square estimation process, each independent variable and all possible
combinations were tested for their effect on the force at failure parameter. A linear regression equation
including the interactive affects of age, gender, and loading rate proved to generate the best model for
these factors. The correlation coefficient was 0.87. This statistical model indicated an interactive effect
between age and loading rate such that loading rate had a greater effect at lower age groups than for
higher age groups. At approximately 82 years of age, the model demonstrated convergence such that
there was no effect of loading rate. The male population consistently displayed about 600 N greater failure
force than the female population for all age groups and at every loading rate. A second statistical model
was developed to analyze the probability of failure for different factors. A Cox proportional hazards
survival analysis was done for the force to failure parameter. The Chi-square statistic for each parameter
except age indicated statistically significant (p < 0.05) discrepancies between variables. Again, age was
seen to be significantly linked to loading rate (Fig. 6.10). The effect of age was demonstrated as lower
force values for higher ages at the same failure probability; 50% probability of failure for a 50-year-old
male at 2.2 m/s loading rate was 3.1 kN, whereas for a 30-year-old male, the same parameter was 3.7
kN. Thus, the effects of age, gender, and loading rate must be considered when evaluating a force to
failure parameter for dynamic human injury tolerance of the cervical spine. 

Neck injury tolerance under other modes has been reported. For example, under flexion and extension,
limits of 190 and 57 Nm were suggested by Mertz and Patrick (Mertz, 1967; Mertz and Patrick, 1967;

FIGURE 6.8 Dynamic force deformation corridors of the human neck. The dashed curve indicates the mean
response.
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Mertz and Patrick, 1971). Axial torque of 17.2 Nm (±5.1) produced upper cervical injury in cadaver
cervical spinal columns; a torsional tolerance at 28 Nm was suggested (McElhaney and Myers, 1993). It
was also suggested that 114¡ of axial rotation from the neutral position is required to produce upper
cervical injury in whole cervical spine segments to mitigate the role of small axial rotations as a mediator
of lower cervical injuries. Nightingale et al. (1996) reported biomechanical parameters of the cervical
spine secondary to inverted head-cervical spine (plotted at T1 and carrying a fixed torso mass) drop
without removing the natural lordosis, a condition that was deemed necessary to produce mid-lower
cervical spine injuries typically seen in survivors of cervical spine injuries in motor vehicle accidents by
Pintar et al. (1995b). Injuries occurred 2 to 19 msec following impact prior to significant head motion.
Average compressive load to failure was 1.7 kN. Decoupling was observed between head and T1. In
addition, dynamic buckling was observed including first and transient higher order modes which changed
the structure from a primarily compressive mode of deformation to other bending modalities (Nightin-
gale et al., 1996).

Another area of neck injury receiving more attention because of the advent and usage of air bags is
the tension-extension mechanism. Pintar et al. and Yoganandan et al. described the biomechanics of the
human head/neck under axial tension (Pintar et al., 1986; Yoganandan et al., 1996g). Using a part-to-
whole approach (Fig. 6.11), the biomechanical response of the isolated spinal cord, intervertebral disc,
functional spinal unit, base of skull to T3, head to T3, and intact human cadaver models (Fig. 6.12)
under varying loading rates was determined. The force, distraction, stiffness, and energies were reported.

FIGURE 6.9 Pressure trace recordings from the instrumented artificial spinal cord at various spinal locations. The
bottom trace is the vertical force from the distal six-axis load cell. On the right is a posttest sagittal CT. 
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FIGURE 6.10 Biomechanical tolerance of human cervical spine as a function of age under compressive loading
for both genders at 2 and 8 m/s rate of loading.

FIGURE 6.11 Part-to-whole approach to delineate the spinal biomechanical behavior due to tensile loading. 
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Maximum forces for the spinal cord preparations were the lowest (278 N ± 90). The forces increased for
the intervertebral disc (569 N ± 54), skull to T3 (1555 N ± 459), and intact cadaver (3373 N ± 464)
preparations indicating the load-carrying capabilities when additional components are included to the
experimental model (Fig. 6.13). In other studies, Shea et al. reported the tensile load to failure of 500 N
± 150 in quasi-static human cadaver spine experiments with an initial pre-extension of 30¡ and a mean
extension moment of 3.9 ± 3.1 Nm (Shea et al., 1991).

6.6 Thorax 

Evaluation of the impact biodynamic response of the human thorax is another important area of research
because of its significant impact on injury assessment and prevention. The human thorax is a composite
entity comprising a relatively rigid rib cage, which houses the internal vital organs such as the heart,
liver, and lungs. The biodynamic response of this structure is complex, regionally dependent, and,
furthermore, being a biological tissue, demonstrates rate dependency (Lau and Viano, 1986; Yoganandan

FIGURE 6.12 Schematic representations of the various specimens used to determine the biomechanics of the human
head/neck structures under tensile loading. 
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et al., 1994c; Yoganandan et al., 1991e). Depending upon the physical environment and the boundary
conditions at the time of impact, thoracic injuries of varying severity routinely occur in motor vehicle
crashes. Biomechanical studies have included experimental animals, human volunteers, and human and
animal cadavers, and a review of these was given (Melvin, 1985). Earlier biomechanical research to
evaluate the response of the thorax in frontal impact was based on few experimental data recordings.
For example, dynamic forces from the impactor (inertially compensated) and deflections were measured,
providing the force deformation characteristics of the human cadaver thorax placed in a seated config-
uration with midsternum impact (Kroell et al., 1971; 1974). Impact force and peak spinal accelerations
were determined to be weakly correlated with injury compared to maximum chest compressions occur-
ring along the line of anteroposterior impact direction.

Because of the advances in instrumentation technology and recent developments, experiments were
designed to determine the thoracic dynamic responses on a regional and temporal basis by Yoganandan
et al. These studies used a new electronic device developed by Eppinger, called the External Peripheral
Instrument for Deformation Measurement, more commonly known as the chest band (Eppinger, 1989).
This noninvasive device has the ability to track the deformations at various locations and levels of the
human thorax during impact. From the curvature time responses, the thoracic cross-sectional contours
as a function of time can be derived. Placing the chest band at different locations produces temporal
deformation contours of the human thorax delineating the regional characteristics of the human body.
This device obviates the measurement of biomechanical variables at one or two predetermined anatomical
locations (accelerations at T1), which may not completely characterize the structural response. Further-
more, the regional and temporal definition of the thoracic contour data can be processed to determine
the secondary variables, such as the velocity of compression at different locations, thus providing a

FIGURE 6.13 Bar chart representation of the biomechanical data of the human head/neck structures under tensile
loading. 
© 2001 by CRC Press LLC



                
comprehensive evaluation of the biodynamic response. A brief description of the chest band is given
below. 

The chest band is a high-carbon steel alloy, 140 cm × 2.5 cm × 0.025 cm, with strain gauges bonded
at discrete locations. The steel strip with all the gauges is fixated with Flexane 80 liquid, which is a two-
component urethane rubber for the fastening of durable, resilient, medium to hard devices. Each set of
gauges in a four-arm Wheatstone bridge configuration constitutes one data channel (routinely referred
to as a gauge). The bridge is configured such that it is sensitive to the longitudinal bending axis across
the thickness. Each channel or gauge provides a curvature reading at that discrete location of the chest
band. The locations of the gauges are nonuniformly spaced over the length of the chest band (Fig. 6.14). 

A total of 30 unembalmed human cadavers (ages from 29 to 81 years) were instrumented with two
chest bands (Yoganandan et al., 1996d; Yoganandan et al., 1995a; Yoganandan et al., 1994c; Yoganandan
et al., 1991e). The first, the upper level chest band, covered the midsternum region approximately at the
anterior level of the fourth rib. The second, the lower chest band, covered the xyphoid process approx-
imately at the sixth rib anteriorly. The restraint system included three-point belts with and without air
bag, air bag and lap belt combination, air bag and knee bolster combination, and air bag three-point
belt restraint systems. Frontal impact velocities ranged from 24 to 50 kph. Belt loads, head accelerations,
sled accelerations, and accelerations at the first thoracic vertebra were obtained. High-speed photography
documented the kinematics. Pathological evaluations were done using palpation, radiography, and
detailed autopsy. In the initial studies, using the three-point belt (alone) restraint system at velocities
approximately 14 m/sec, the maximum accelerations ranged from 43 to 111 G. Lap belt forces ranged
from 3.5 to 5.1 kN and shoulder belt forces ranged from 6.1 to 8.8 kN. The maximum lap belt force
always preceded the peak tension on the shoulder belt. The chest deformation contours were found to
be regionally dependent and temporally variant. The maximum deflections at the upper chest level ranged
from 2.7 to 9.1 cm (mean 6.24). At the lower chest level, the maximum deflections ranged from 2.5 to
12.3 cm (mean 7.68). The overall mean maximum deflection computed by using the individual peak
deflections at the upper and lower thoracic levels was 7.03 cm. The maximum deflections at the upper
thoracic level were, in general, concentrated around the anterior portion of the upper lobe of the right
lung and at the lower level over the region covering the liver. A typical thoracic deformation contour
pattern at the upper and lower chest levels for a specimen tested at a velocity of 50 kph (Fig. 6.15). 

Using these thoracic deformation contour histories obtained from the chest band, Yoganandan et al.
computed the normalized chest deformation, the rate of deformation, and the viscous criterion at the
upper and lower thoracic levels using data from four specimens tested at 50 kph velocities (Yoganandan
et al., 1995a). The schematic diagram illustrating the computation of the above-described secondary
variables and injury predictors is shown in Fig. 6.16. A typical output illustrating the variations of
compression (C), velocity (V), and viscous (VC) criteria with respect to time at the upper and lower
levels of the thorax is shown in Figs. 6.17 and 6.18, respectively. While the time of occurrence of the peak
varied among the variables, their location with respect to the thorax remained approximately the same.

FIGURE 6.14 Schematic representation of the chest band with 40 channels. 
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However, for a particular specimen, compression data at the upper thoracic level often varied considerably
from the lower thoracic level, demonstrating regional differences in the biodynamic response of the chest.
The peak compressive velocity for two specimens was above 3 m/s. In two specimens, Cmax as well as
(VC)max were above the suggested threshold at the upper and lower thoracic levels. However, three out
of four specimens had injuries with a severity of AIS > 3. In the two specimens wherein Cmax and (VC)max

were at or below the threshold, serious thoracic injuries (AIS = 4) occurred. Peak Vmax always preceded
the occurrence of peak (VC)max, followed temporarily by Cmax. The velocity of chest compression was
included in the viscous response analyses to predict injury. The following criterion corresponds to a 25%
probability of serious (Abbreviated Injury Scale rating, AIS > 3) injury (Viano and Lau, 1988); (a) when
the velocity of compression is below a threshold of 3.0 m/s, the compression criterion (Cmax of 0.35), i.e.,

FIGURE 6.15 The deformation contours shown for the upper (top) and lower (bottom) thoracic levels were
computed at the time of maximum chest deflection for a specimen restrained by a three-point belt undergoing a
simulated frontal impact. Solid lines indicate the pretest shape of the chest (contour), and dotted lines refer to the
contour at the time of maximum chest compression.
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anteroposterior chest deflection normalized with respect to the initial chest depth, most reliably describes
the thoracic response, and (b) when the velocity of compression is above 3 m/s, the viscous criterion,
i.e., a (VC)max of 1.0 m/s, governs the injury mechanism (Viano and Lau, 1988). A previous study reported
that the viscous criterion applies in the following situations: an unrestrained occupant in a frontal impact;
a restrained or an unrestrained occupant in a side impact; and impact by inflatable restraint deployment
against an occupant directly against it (Lau and Viano, 1986). This leads to a suggestion, based on the
criteria delineated in the foregoing, that the viscous response may not be appropriate under frontal
collisions with belt-restrained occupants. Since data on the temporal compression response of the human
thorax under three-point, belt-restrained frontal collisions were not available, this assumption may have
been made in the previous study (Lau and Viano, 1986). The chest band instrument offers a method to
quantify the biomechanical data required to test the validity of this assumption. Similar conclusions
regarding the applicability of the viscous criteria in other frontal impact situations were advanced recently
(Zhou et al., 1996).

In another investigation, Yoganandan et al. determined the biodynamics of the human thorax second-
ary to frontal impact under air bag-knee bolster restraint systems with or without three-point belts or
lap belts using unembalmed human cadavers at velocities of 9 and 13 m/s (Yoganandan et al., 1994c).
Fourteen subjects were used, with age ranging from 29 to 81 years, height 150 to 182 cm, and weight 41
to 85 kg. The kinematics of the air bag-knee bolster alone, the air bag-lap belt, and air bag three-point
belt-restraint systems demonstrated significant differences. In the air bag-knee bolster restraint system
(Fig. 6.19), the specimen kinematics indicated a forward motion and the contact of the knee with the
knee bolster approximately at the time of full deployment of the air bag. With the knees further loading

FIGURE 6.16 Computation of secondary variables under injury predictors such as the compression and viscous
response from the chest band for specimens subjected to frontal impact. 
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the knee bolster, the lower torso initially contacted the air bag in the region of the lower rim of the
steering wheel. The upper torso loaded the air bag and the lower regions of the thorax continued to load
the air bag and the lower wheel rim up to approximately 100 ms for high-velocity tests, and 70 ms for
the low-velocity sled experiments. The rebounding of the specimen initiated following these kinematics
with continuing deflation of the air bag and unloading of the steering wheel and the column. Residual
deformations occurred to the steering wheel in these tests. 

In the air bag-lap belt tests (Fig. 6.19), the pelvis was restrained by the lap belt during the period of
full deployment of the air bag. The upper torso pivoted around the restraint and contacted the air bag
following full deployment. Loading of the steering wheel and column occurred, producing permanent
deformations. The upper thoracic region contacted the air bag due to the pivoting action by the lap belt
restraint. With the air bag three-point, belt-restraint system (Fig. 6.19), the belt loaded the specimen
prior to air bag contact. The maximum shoulder belt force occurred at approximately 60 to 70 ms and

FIGURE 6.17 Variation of normalized chest compression (top), velocity (middle), and viscous response (bottom),
with respect to time for a specimen subjected to simulated frontal impact. These data were derived from the upper
chest band output. 
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during this period, the specimen was in contact with the air bag for approximately 20 ms. Little or no
steering wheel and column deformations occurred in these experiments. The specimen began to rebound
after approximately 100 ms for the high-velocity and 80 ms for the low-velocity tests without permanently
deforming the wheel and column. For all three restraint combinations, increasing velocity resulted in
increasing upper and lower thoracic deflections (p < .05). The type of restraint system had a significant
effect on lower thoracic deflections (p < .05). In addition, deflections at the lower thoracic level were
less with belt restraint combinations, i.e., lap or three-point belt, compared to the air bag-knee bolster
system. At the upper thoracic level, however, peak chest compressions were greater with the air bag three-
point belt combination. While no differences were observable in the time of occurrence of the upper and
lower peak chest deflections between the knee bolster and lap belt systems, the introduction of the three-
point belt restraint system produced significantly different (p < 0.01) early peaks (Fig. 6.20). 

FIGURE 6.18 Variation of normalized chest compression (top), velocity (middle), and viscous response (bottom),
with respect to time for a specimen subjected to simulated frontal impact. These data were derived from the lower
chest band output.
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The thoracic deformation contours of the upper and lower levels were similar in the air bag–knee
bolster (Fig. 6.21) and air bag-lap belt (Fig. 6.22) tests indicating a nearly uniform compression of the
torso in the anterior region with air bag contact. Figure 6.23 illustrates a schematic of the injury pattern
in these tests. In contrast, the pattern of thoracic deformation contours for the air bag three-point, belt-
restraint indicated considerable local compressions of the thorax due to asymmetrical loading by the
shoulder belt (Fig. 6.24). The shape of the deformation contours was similar to that of the three-point
belt (no air bag restraint) cases (described earlier). From these studies it can be concluded that thoracic
loading, the resultant deformation patterns, and the ensuing pathology in three-point belt restraint of
human cadavers with and without the activation of the air bag primarily stems from the asymmetrical
loading of the shoulder belt with lesser contribution from the air bag or column loading. This hypothesis
was further reinforced by the fact that the peak upper and lower chest deflections that occurred earlier
(p < 0.01) in the air bag three-point belt case compared to the other two restraint combinations. 

Although the chest bands revealed uniform compressions at a given thoracic level in both air bag–knee
bolster and air bag–lap belt series, the differences in the rib fractures may be explained by the direct
impact of the torso onto the steering wheel in the air bag-knee bolster series. In contrast, in the air bag
three-point belt series, initial shoulder belt loading may account for the multiple rib fractures. The
pivoting action in the air bag–lap belt tests and the initial restraining action in the air bag three-point
belt tests manifest as greater deflections at the upper chest level than the lower counterpart. However, in
the air bag-knee bolster series, the lower chest deflections were greater compared to the upper chest
deflections presumably because of direct contact of the lower torso with the steering wheel and lack of
pivoting due to the absence of a belt restraint. The orientation of the specimen and the wheel-bag attitude

FIGURE 6.19 Stick figure representation of the kine-
matics of the human body secondary to simulated fron-
tal impact with different restraint combinations. The top
figure illustrates the kinematics in the air bag–knee bol-
ster, the middle figure illustrates the kinematics in the air
bag–lap belt, and the bottom figure illustrates the kine-
matics in the air bag three-point belt tests. The three posi-
tions in each of the three stick figure illustrations from
right to left indicate zero time, time of air bag inflation,
and time of maximum body excursion. 
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results in the primary contact at the lower torso level. The specimens in the three-point belt (alone), air
bag three-point belt, air bag-knee bolster, and air bag-lap belt series of tests demonstrated multiple rib
fractures at autopsy. However, plain radiography did not reveal all injuries because of the complex
anatomy of the rib cage and the difficulty in identifying rib fractures using radiography (Yoganandan
et al., 1996d). These findings indicate that there may be an overrating of the thoracic trauma based on
injuries identified at autopsy in contrast to routine clinical radiography. The mechanisms of injury (Fig.
6.25) were asymmetrical compression and/or bending related to the air bag three-point belt system and
uniform compression directed along the anteroposterior axis of the human torso for the air bag-knee
bolster combination (Yoganandan et al., 1996d).

Earlier experimental studies found that the risk of thoracic trauma due to frontal impact at the mid-
sternal level was associated with various formulations of the maximum normalized chest deflection, age,
and the maximum time rate of change of deflection (Backaitis and Mertz, 1994). More recent investiga-
tions have focused on the extrapolation of this information on blunt impact subjects at the midsternal
level to an environment where the subject is restrained by an air bag or a belt system. The above-cited
studies using human cadavers and other research using human volunteers, manikins, and human cadavers
as experimental models have demonstrated that the human body responds differently to air bag restraints
and belt restraint systems (Backaitis, 1995; Backaitis and St. Laurent, 1986; Cesari and Boquet, 1990,
1994; Katz et al., 1987). Using these data as a basis, with recent experimental results of Yoganandan et
al. (discussed above) and tests conducted by the University of Virginia and the University of Heidelberg
as experimental data points, Morgan et al. statistically analyzed the data from 66 specimens from the
three laboratories (Morgan et al., 1994). Risk functions were developed using the probit, log-logistic,
log-normal, and logistic methods. Because of the similarity in the output, a two-parameter Weibull
distribution was selected to present the data. Parameters such as chest deflection, chest velocity, viscous
criteria, and anthropometric data were used in the discriminant analysis. The chest deflection or the
chest acceleration alone was a poor predictor of thoracic trauma. However, a linear combination of the
maximum normalized chest deflection (X), the 3-ms clip value of the spinal resultant acceleration (Ac),
and the age of the human subject at the time of death (years) expressed by the following equation
separated the trauma into AIS < 3 and AIS ∏ 3 (AIS, 1990). The linear combination determined from
the discriminate analysis is given below:

9.9 X + 0.04 Ac + 0.03 (age)

The probability of injury vs. this combination for all types of restraints shown in Fig. 6.26 indicated
three regions: an initial region of no trauma corresponding to lower values of the linear combination;
the transition region, i.e., where both injury and noninjury occurs; and the final region corresponding
to trauma only. The probability of injury vs. the above linear combinations when separated for belt

FIGURE 6.20 Bar chart representation of the mean normalized chest deflections at the upper and lower thoracic
levels as a function of the restraint system. AK: air bag–knee bolster; AL: air bag–lap belt; A3: air bag three-point belt.
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restraint and air bag restraint data (Fig. 6.27), suggested a higher probability of injury with belt restraint
than with air bag restraint using chest deflection, 3 msec clip value of the spinal resultant acceleration
and age. Morgan et al., using an analytical sorter, presented a methodology for the restraint designer to
evaluate the safety performance of an air bag only, a belt only, or a combination of belt-bag restraint
systems. Newer improvements to the manikin thorax design have included (instead of the single poten-
tiometer at the center of the Hybrid III manikin) multiple deformation sensing devices for better injury
prediction under the current restraint systems (Haffner, 1987; Schneider et al., 1992).

FIGURE 6.21 Thoracic deformation contours at the upper (top) and the lower (bottom) chest levels as viewed from
head to toe. Solid lines represent the initial unloaded state and the dotted lines represent the deformed state. These
data were obtained from a specimen restrained by air bag–knee bolster combination. Sternum is shown by a triangle,
and spine is shown by a solid square. 
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6.7 Abdomen

Epidemiological studies conducted in the 1990s indicated the occurrence of injuries to the lower thorax-
abdomen region of the human body secondary to frontal impact (Augenstein et al., 1995; Crandall et
al., 1994a,b). For example, liver injuries were reported in these investigations. The injuries were attributed
to restraint systems such as automatic two-point belts. The widely used anthropomorphic Hybrid III
manikin does not possess proven biofidelity in this region (Backaitis, 1995; Backaitis and Mertz, 1994;
Yoganandan et al., 1996f). Since limited biodynamic data were available to describe the dynamic biome-
chanics of this region, Yoganandan et al. conducted a series of experiments using intact human cadavers
(Yoganandan et al., 1996f). The specimens were instrumented with a 40-channel chest band and were

FIGURE 6.22 Thoracic deformation contours at the upper (top) and the lower (bottom) chest levels as viewed from
head to toe. Solid lines represent the initial unloaded state and the dotted lines represent the deformed state. These
data were obtained for a specimen restrained by air bag–lap belt combination. Sternum is shown by a triangle, and
spine is shown by a solid square. 
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impacted at the region of the eighth rib in the anterior region on the right side using a pendulum impactor
at a velocity of 4.3 m/s. This velocity was based on occupant simulation models and analysis of high-
speed data from human cadaver experiments with belt restraints (reported above), which indicated the
velocity of chest compression to range from 1 to 5 m/s (Schneider, 1989; Yoganandan et al., 1995a). In
addition, this velocity also facilitated a comparison with the previous blunt midsternum impact tests

FIGURE 6.23 Schematic showing the rib cage and the contact of the lower torso with the steering wheel–air bag
in a frontal impact. Dotted lines indicate the general region where rib fractures were identified on the air bag–knee
bolster tests. 

FIGURE 6.24 Diagram illustrating the position of the shoulder belt (shown in the diagonal shaded region) across
the rib cage. The dotted line around the shoulder harness indicates the general area where the rib damage was observed
for the air bag three-point belt tests. The other dotted region shown laterally in the rib cage demonstrates the area
where additional rib damage was found. 
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(Kroell et al., 1971, 1974). Other instrumentation consisted of documenting the impactor load through
a uniaxial load cell and a uniaxial accelerometer placed on the pendulum. These devices were used to
compute the interface forces (inertially compensated load histories). The dynamic deformation at the
region of impact and along the line of travel of the pendulum impactor was obtained by the deformation
contours from the chest band signals. Posttest evaluations included palpation, radiography, and detailed
autopsy to identify soft tissue and bony damage to the specimen. Peak deformations ranged from 34 to
110 mm with peak forces ranging from 1.9 to 2.9 kN. Normalized abdomen region compressions ranged
from 0.16 to 0.39. Using these raw force deflection curves from each specimen (Fig. 6.28) and following
an accepted transformation methodology, Yoganandan et al. presented scaled force-deformation curves
assuming a body weight of 75 kg, i.e., the weight equivalent to that of a 50th percentile male (Eppinger,
1976; Yoganandan et al., 1997d). Details of this scaled human biodynamic response characteristics along
with the average force-deformation plot is illustrated in Fig. 6.29. 

FIGURE 6.25 Mechanism of rib injury in the air bag three-point belt systems. The sketch on the left represents the
initial state and on the right represents the deformed state. The focal loading applied by the shoulder belt is indicated
by a solid arrow and the fracture is shown by two small discontinuities at the region of the load application and at
the lateral region of the rib cage. 

FIGURE 6.26 Probability of thoracic trauma versus linear combination for all restraint combinations. 
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FIGURE 6.27 Probability of thoracic trauma vs. linear combination for belt and air bag restraints. 

FIGURE 6.28 Force deformation characteristics (deformation expressed as a normalized compression) of the intact
human thoracoabdominal complex secondary to impact loading. 



          
6.8 Extremities

Upper Extremities

The deploying air bag could be the cause of some upper extremity injury (Huelke et al., 1994; Kuppa
et al., 1997). The severity of injury may be due to factors including arm position, velocity of impact,
occupant anthropometry, and type of air bag (Kuppa et al., 1997). While attempts are underway to
quantify these effects using physical arm devices, data on the human tolerance of the forearm is limited
to static or quasi-static literature (Kuppa et al., 1997; Messerer, 1880; Saul et al., 1996; Yamada, 1970).
Recognizing the need for defining the tolerance of the human forearm, which may offer design parameters
for potential injury-mitigating devices, studies were reported by Pintar and Yoganandan in the 1996
Workshop on Human Subjects for Biomechanics Research held in Albuquerque, New Mexico. This work
is summarized below.

Fresh intact human cadaver forearm specimens (elbow through fingers) were evaluated in dynamic
three-point bending failure tests. Pretest X-rays and bone density measurements of the distal radius were
taken prior to test. The supports were instrumented with a six-axis load cell to determine the transmitted
loads. The arm was struck on its volar surface by a 2.5-cm diameter cylinder attached to the piston of
an electrohydraulic test device across the entire midsection. In a total of six pairs of arms, one half of
the specimens were tested at 3.3 m/s, and the other half were tested at 7.6 m/s velocities. The mean
bending moment to failure for the entire data set was 124 Nm (± 42). Other data are given in Table 6.1.
There were more comminuted and distal fractures in the high-velocity group. In contrast, the lower-
velocity group produced more butterfly-type fractures of the ulna. This difference in fracture pattern
may have implications in the definition of human tolerance. Since a higher percentage of distal fractures
occur secondary to air bag deployment, results from these higher velocity studies may be more applicable.

Lower Extremities

With the introduction of passive restraint systems (such as air bags), evidence exists demonstrating an
increase in injuries to the human foot-ankle complex. Lower-limb injuries are a frequent cause of
permanent disability and impairment secondary to frontal impact in a motor vehicle environment

FIGURE 6.29 Scaled force deflection data for the curve shown in Fig. 6.28. 
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(Burgess et al., 1995; Holub et al., 1995; States et al., 1987). In 1987, Backaitis and Roberts, from two
occupant injuries in air bag-equipped vehicles, concluded that ankle trauma was due to a contact loading
from the foot control of the automobile. Morgan et al. (1991) examined the 1979 through 1986 NASS
files for frontal impact and found that lower extremity injuries were about 26% of the total moderate or
greater injuries (AIS ≥ 2); contact with foot controls was the cause of 45% of foot-ankle injuries, and
contact with the floor pan accounted for 24% of foot-ankle trauma. Studies conducted in Australia, the
U.K., and Germany have also emphasized the occurrence of foot-ankle trauma secondary to vehicular
frontal impact (Fildes et al., 1995; Kallina, 1995; Thomas et al., 1995). The external axial compressive
impact load applied through a vehicular interior component is a predominant mechanism of injury to
the foot-ankle complex. Since lower extremity injuries occur frequently, are disabling, and contribute to
a large portion of the cost of injury in the U.S., vehicular modifications to create a more crashworthy
environment for the lower extremities would be an effective means to reduce the incidence and severity
of these injuries. With this objective in mind, Yoganandan et al. conducted studies to determine the
biodynamics of the human foot-ankle complex under axial loading (Yoganandan et al., 1997a; 1996e).
Using a minisled pendulum device and an unembalmed human cadaver knee-to-foot model, fundamental
data such as the impact force at the plantar surface of the foot, proximal tibia forces, and dynamic
deformations due to axial impact were obtained. The 26 specimens used in the study ranged in age from
27 to 67 years. Fracture forces measured by the tibia load cell ranged from 4.3 to 11.4 kN. The pathology
included extra- and intra-articular fractures of the distal tibia/calcaneous with and without extensions
into the anatomic joints. 

Using parallel studies of Begeman and Aekbote, which indicated fracture forces in the 6.9- to 8.7-kN
range for 17 specimens, and the study of Roberts et al., which indicated fractures forces to range from
7.8 to 13.0 kN for nine specimens, Yoganandan et al. combined their data on 26 specimens to derive the
foot-ankle fracture probability distribution (Begeman and Aekbote, 1996; Roberts et al., 1993; Yoganan-
dan et al., 1996e). This methodology, despite variations in the testing from individual laboratories,
resulted in a total of 52 samples that included 25 fracture and 27 nonfracture data points. A Weibull
probability curve based on age and fracture force vs. injury was derived (Fig. 6.30). If one is interested
in a more simplified risk function with axial forces as the only discriminant variable without regard to
age, the Weibull curve indicated a force of 6.8 kN to represent a 50% probability of injury (Fig. 6.31).
The generalized two-parameter risk function was further used to describe the probability of injury with
respect to axial force for specific age groups (Fig. 6.32). A 50% injury risk occurred for a 65-year-old
specimen at a dynamic axial force of 6.2 kN. The force value rose to approximately 8.0 kN for a 45-year-
old specimen. Experiments have also been conducted to describe the biomechanics of the human foot-
ankle complex in dorsiflexion and plantar flexion, and eversion and inversion modalities (Begeman et
al., 1993; 1994; Begeman and Prasad, 1990).

6.9 Crashworthiness

Vehicular crashworthiness, as defined earlier, is a phrase used to assess the protection of an occupant
during a crash. Federal Motor Vehicle Safety Standard FMVSS 208 specifies the performance requirements
for the protection of the occupant of a vehicle during crashes. The purpose is to reduce the number of

Table 6.1 Biomechanical Data

Parameter/(sample size) 3.3 m/s (n = 6) 7.6 m/s (n = 6) Combined (n = 6)

Input force (N) 2407 2793 2600 ± 881
Elbow force (N) 1095 1159* 1127 ± 425
Wrist force (N) 1190 1520* 1356 ± 419
Force Sum (N) 2286 2679 2483 ± 812
Bend mom (Nm) 115 133 124 ± 42

 *p < 0.05
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injuries of the occupants by specifying vehicle crashworthiness requirements in terms of biomechanical
parameters such as forces and accelerations measured using anthropomorphic manikins in simulated
crash events, and by specifying vehicle equipment requirements for active and passive systems. The
FMVSS 208 standard applies to passenger cars, multipurpose passenger vehicles, trucks, and buses. Frontal
crashworthiness barrier crash tests are conducted as follows. A vehicle traveling longitudinally forward
at any speed, up to and including 30 mph (used in English units to conform to the FMVSS specifications;

FIGURE 6.30 Probability distribution for human foot/ankle injury as a function of age and dynamic axial force.

FIGURE 6.31 Probability distribution for human foot/ankle injury under dynamic loading. Solid circles repre-
sent the actual nonfracture (along the abscissa) and fracture data points from which the probability curve was
developed. 
© 2001 by CRC Press LLC



1.6 kph = 1 mph), is impacted into a fixed collision barrier that is perpendicular to the line of the vehicle
or at any angle up to 30¡ in either direction from the perpendicular to the line of travel of the vehicle.
The anthropomorphic manikin is placed in each front outboard designated sitting position and should
meet the following injury criteria. 

1. All portions of the test dummy shall be contained within the outer surfaces of the vehicle passenger
compartment during the entire test. 

2. The resultant acceleration of the center of gravity of the head of the anthropomorphic manikin
is obtained from the following equation. 

The HIC shall not exceed 1000, where a is the resultant acceleration expressed as a multiple of G,
and t1 and t2 are any two points in time during the crash of the vehicle which are separated by
not more than 36 msec time intervals. 

3. The resultant acceleration at the center of gravity of the upper thorax, calculated from the output
of the thoracic instrumentation shall not exceed 60 G, except for intervals whose cumulative
duration is not more than 3 msec.

4. The compression-deflection of the sternum relative to the spine shall not exceed 3 in.
5. The compressive force transmitted axially through each upper leg of the anthropomorphic manikin

shall not exceed 2250 lbs (10 kN). 

Flat (full) barrier tests involve a vehicle crashing into the center of the perpendicular barrier such that
the loading is across the full front of the vehicle. In contrast, angle barrier tests involve a vehicle crashing
into the center of a barrier set at an angle such that the loading is concentrated to either the left or the
right side of the front of the vehicle. Offset barrier tests involve a vehicle crashing into the edge of a
perpendicular barrier, with the degree of offset depending on the amount of overlap between the vehicle
and the barrier. The new car assessment program (NCAP) was initiated in 1978 with the primary purpose

FIGURE 6.32 Probability distribution for foot/ankle injury as a function of the dynamic axial force. The prob-
ability curves are shown for three distinctively different ages. 
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of partially fulfilling one of the requirements of Title 2 of the motor vehicle information and cost savings
act of 1972 (Hackney et al., 1994). In contrast to the FMVSS 208 standards, wherein the frontal impact
tests are conducted at an impact velocity of 30 mph, the tests under the NCAP program are conducted
at a higher velocity, wherein the vehicles are towed head-on into a fixed rigid barrier at 35 mph. The
ultimate goal of the NCAP is to improve occupant safety by providing market incentives for manufacturers
to voluntarily incorporate better crashworthiness into their vehicles rather than solely by regulatory
directives. Two instrumented anthropomorphic test devices simulating 50th percentile adult males are
seated in the front driver and the front right passenger seats, and restrained with appropriate systems.
Similar to the FMVSS 208 tests, information such as the HIC chest acceleration and upper leg forces are
measured in the NCAP test. The higher velocity of 35 mph chosen in the NCAP tests is meant to provide
a level of impact severity sufficiently higher than the FMVSS 208 requirement so that differences in frontal
crashworthiness performance among the vehicles can be readily observed. This increased velocity repre-
sents a 36% increase in the kinetic energy during the frontal impact. In the 35-mph NCAP test, the
average “delta v” (change in velocity) is 40 mph including the rebound velocity from the barrier. In
contrast, in a 30-mph FMVSS 208 test, the average “delta v” is 33 mph. It has been indicated that NCAP
conditions approximate real-world crash scenarios encompassing a major segment of the frontal crash
safety problem and that there is a significant correlation between the NCAP results and real-world fatality
risks for restrained drivers (Hackney et al., 1994). Recently, the NCAP program has been expanded into
the side-impact testing mode, which is outside the scope of the this chapter. 

The Insurance Institute for Highway Safety (IIHS) routinely conducts 40-mph frontal crash tests to
demonstrate the differences between a 30-mph FMVSS 208, a 35-mph NCAP test, and the more severe
40-mph frontal crash test. In the IIHS test, the vehicles are evaluated in terms of the structural performance
(e.g., crush profiles of the front end), injury measures from the 50th percentile in the male Hybrid III
dummy in the driver’s seat, and the kinematics of the anthropomorphic manikin.

6.10 Summary

An overview of the biodynamic response of the human body secondary to vehicular frontal impact is
given in this chapter. Biodynamic studies with particular reference to experimental studies and human
tolerance data are discussed for the head, face, neck, thorax, abdomen, and the upper and lower extrem-
ities. The existing Federal Motor Vehicle Safety Standard specifications for frontal impact are also pro-
vided. It is hoped that this presentation will provide an understanding of the topic. 
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7.6 Conclusions

The biomechanical response of the human head to mechanical impacts along with its injury mechanisms
was studied by finite element analysis. In this chapter, the large deformation, explicit, finite element
techniques are briefly described. Their applications to the dynamic response of the human head to impact
are presented in terms of model development, model prediction of injury-producing parameters, and
parametric studies.

Detailed finite element models of the human head were developed to incorporate the macroanatomical
features of the average adult head. The models have been used to study injury mechanisms of the human
head undergoing direct and indirect impacts. It was shown that the sites of injury and injury severity
may correspond to the computed skull stresses and strains, intracranial pressures, and brain stresses and
strains, provided that injury tolerance to these parameters is known. It is concluded that there is potential
for head injury prediction and assessment by finite element analysis.

Jesse S. Ruan
Ford Motor Company

Chun Zhou
Wayne State University

Tawfik B. Khalil
Wayne State University

Albert I. King
Wayne State University
© 2001 by CRC Press LLC



     
7.1 Introduction

Simulating the head impact events and the biomechanical response of the human brain to dynamic
loading plays a key role in understanding brain injury mechanisms. A validated head model can provide
a rational basis for injury prevention, treatment, and establishing injury criterion for safety design. It
has been a long-term goal of head injury researchers to explain clinical experiences with sound physical
mechanisms and to establish predictive means to reduce the incidence of head trauma. To attain this
goal, experimental modeling and mathematical modeling of head injury have been the two parallel
methods used by biomechanical head injury researchers.

 In experimental modeling, animals, cadavers, physical models, and anthropomorphic dummies are
used. Experimental modeling of head injury yields measured force, acceleration, displacement, stress,
and strain related to initiation of head injury. These data help the bioengineer in understanding the
human response and tolerance to impact and also permit the development of mathematical models.
Living animal models also provide useful pathological and physiological information related to mechan-
ical loading. However, the repeatability of the experimental models is difficult to achieve and a parametric
study with experimental models may be virtually impossible. In addition, impact experiments using
animals raises ethical issues.

Mathematical modeling of head injury, on the other hand, applies the principles of mechanics and
numerical analysis to define the problem, formulate the solution, and predict the potential of injuries.
Mathematical models furnish the head trauma analysts with powerful tools to extrapolate major exper-
imental findings in animals and other surrogates to the human and to establish the relationship between
neurological deficit and mechanical dosage. 

Developing representative head models requires a thorough understanding of the mathematical process
involved in producing head injury and of its relationship to physiological and pathological tissue damage
from experimental animal data. Mathematical head injury models, once validated, can help us in quan-
tifying mechanical parameters related to a specific impact event and can be used repeatedly in a wide
variety of loading conditions to predict injury. Thus, such a model can be used as a tool to study the
formulation of a head tolerance limit and enhance our understanding of head injury mechanisms in such
a way that more detailed information can be obtained by parametric studies.

It is currently feasible and desirable to develop sophisticated head injury models to incorporate more
anatomical details of the human head, utilizing nonlinear, large deformation, finite element techniques,
and a constitutive representation of head tissues. Accordingly, a second-generation mathematical model
of the human head has been developed. The three-dimensional model simulated essential anatomical
features (scalp, layered skull, partitioning membranes, gray and white matter, bridging veins, etc.) of the
human head, which are important to the dynamic head response to direct/indirect impact or acceleration
(linear or angular) loads. Model responses have been compared with experimental data to establish the
necessary confidence level in model accuracy. The primary emphasis of the model was on the injury
mechanisms and the assessment of head impact severity on the basis of the head tissues’ mechanical
response and their failure criteria.

7.2 Literature Review of Finite Element Head Models 

The development of a validated mathematical human head model has challenged many head injury
investigators due to the complex geometry, highly nonlinear material of the head tissues, and the difficulty
of the numerical computations. It is not easy to develop a model that can faithfully duplicate the
experimental results and clinical findings. Since the first mathematical head injury model proposed by
Anzelius in 1943, numerous such models have been reported using closed-form formulation or finite
element analysis. In this section, a literature review of finite element head models is given.
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Two-Dimensional Finite Element Models

Several two-dimensional finite element models have been reported to simulate the human brain, animal
brain, and physical surrogates. The model geometry ranged from midsagittal to coronal sections of the
human and animal brains. Both elastic and viscoelastic materials have been considered to simulate the
brain tissues. The loading conditions included direct and indirect or rotational impacts. Brain pressures
and strains have been used as parameters for injury-potential assessment.

Shugar and Katona (1975) developed a plane strain model of a midsagittal section of the human head
represented by a shell and fluid. They predicted a quadratic pressure gradient with the contrecoup pressure
about twice as large as the coup pressure. Pressure contours were provided to visualize the pressure
distribution in the brain. Khalil and Hubbard (1977) used the finite element method to model the head
as an axisymmetric spherical fluid-filled shell. The model simulated the scalp, skull, and brain, including
a multilayered skull. They found a linear pressure gradient in the fluid, with compression near the point
of impact (coup) and tension on the opposite side (contrecoup). Pluche et al. (1985) proposed a two-
dimensional finite element model to simulate a midsagittal section of the human head. The model
included the skull, cerebrospinal fluid, and brain. After many computer runs were made by this model,
the authors concluded that the neck restraint and skull deformation were important in head injury
simulation.

A two-dimensional finite element model of a rhesus monkey head was proposed by Lee et al. (1987)
to study the mechanism of traumatic subdural hematoma. The model was a rigid shell containing an
elastic material that simulated the brain. The model predicted higher shear stress (hence strain) at the
vertex where the parasagittal bridging veins were located. The authors deduced from the model prediction
that subdural hematoma might have occurred. They concluded that for a Poisson’s ratio of 0.475 for the
brain material, both rotational and translational acceleration contributed equally to the deformation of
the bridging vein (vertex in the model), and for a Poisson’s ratio of 0.49, angular acceleration contributed
more to the deformation of the bridging vein than translational acceleration.

Ueno et al. (1989) used a 2-D finite element model of a human brain based on a photograph of a
sagittal section of the brain in conjunction with Lee et al.’s rhesus monkey model to scale experimental
animal data (Abel et al., 1978) to the human level by a scaling law based on the mass of two models.
Ueno et al. (1991) developed a 2-D ferret brain model subjected to a direct impact to the brain at a
controlled velocity and stroke. A fairly good agreement between simulated and experimental pressure-
time histories was reported.

Cheng et al. (1990) developed a two-dimensional finite element model representing a coronal section
of the brain to study the diffuse axonal injury (DAI) problem. Model results were compared with
experiments that were carried out at the University of Pennsylvania (Margulies, 1987). The effects of the
skull/brain interface boundary, partitioning by a falxlike partition, load magnitude, brain size, and pulse
duration on the levels of shear strain were studied by parametric variations. It was shown that the
skull/brain interface and the geometry and partition of the brain had considerable influence on brain
response to inertial loading.

In simulating the physical model of Margulies (1987), Lee (1990) developed two-dimensional full-
cylinder and half-cylinder models. The models were subjected to an angular acceleration. The relationship
between shear strains in the gel material that represented the brain and the linearly elastic properties of
the brain was studied parametrically. The no-slip boundary condition at skull-brain interface was also
investigated.

Ruan et al. (1991a) formulated three finite element models, an axisymmetric model, and a plane strain
model of the coronal section of the human head, with and without the falx and cerebral tentorium,
respectively, to study the side impact response of the head. The responses of the models were compared
with previously published data and were found to be in good agreement. A parametric study addressed
the effects of brain material properties on pressure response and the effects of the interior membrane
on side impact response. The model prediction indicated that the cerebral membrane played an important
role in the stresses produced in the brain. 
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A finite element model of the human head in the sagittal plane was devolved by Willinger et al. (1992)
to perform a modal analysis. Based on the vibration mode of head model, the author concluded that a
global vibration motion of the brain within the skull was responsible for the contrecoup injury mecha-
nism. 

A plane strain model of a parasagittal section of an average human head was created by Chu et al.
(1994) to study the mechanisms of cerebral contusion. The model response was compared with previous
experimental cadaver data (Nahum et al., 1977). The investigators found that the presence of a foramen
magnum had only minor effects on the calculated pressure and believed that cerebral contusion was due
to shear stress rather than pressure gradients in the brain. 

Zhou et al. (1994) analyzed a 2-D porcine model to study the DAI problem. The model was used to
simulate the porcine test performed at the University of Pennsylvanian (Ross et al., 1994). It was found
that locations of high-shear strains predicted by the model matched the sites in the brain where DAI
was found.

Three-Dimensional Finite Element Models

The models cited above are concerned with two-dimensional idealizations. More geometrically complex
humanlike models require three-dimensional finite element simulations. Ward and Thompson’s model
(1975) was one of the first finite element models that approximated the three-dimensional anatomy of
the brain, including the falx cerebri and tentorium. The discretized mesh of the brain had 877 degrees
of freedom. However, the skull was assumed to be rigid. The model results included the natural
frequencies from the first to the sixth mode with and without the interior membrane present in the
model. Subsequent models by Ward and others (Ward et al., 1980; Nahum et al., 1977, 1980) predicted
the pattern of pressure variation in the brain and showed that the dura, falx cerebri, and tentorium
were important structures affecting brain response. Model responses were compared with experimental
cadaver data.

Later, Ward et al. (1978) proposed two brain models representing the baboon and the small primate
(rhesus or cynomolgus monkey) brains in addition to the early human brain model (Ward and Thomp-
son, 1975). The models included the internal folds of the falx and tentorium. Each model was subjected
to the same skull acceleration in an attempt to establish response relationships between species. Model
responses were compared with experimentally derived head injury data and correlated well with test
results. It showed that the location and magnitude of the maximum stresses were different in humans
and animals. This finding led to a conclusion that scaling the response between specimens is inadvisable.

Shugar (1977) developed a 3-D model that closely approximated the geometry of the human skull
and brain. A three-layered skull and a homogeneous brain were modeled. His results included shell strain
near the impact site and around the foramen magnum at the base of the skull. A nearly linear pressure
gradient in the brain was predicted. No experimental data comparison was given by this model. A 3-D
monkey brain model was also developed in the same study.

The model proposed by Hosey and Liu (1982) simulated a layered skull, dura, cerebrospinal fluid
(CSF), brain, spinal cord, cervical column, and cerebral membranes: falx and tentorium. The model
predicted that there were pressure differences across the membranes. However, because of the geometric
complexity of the model, a detailed parametric study was not provided at the time the model was
developed. Also, no model comparisons with experimental data were made although such data were
available at that time. 

With the development of faster computers and explicit, nonlinear, large deformation finite element
techniques, several three-dimensional models have been reported. Tong et al. (1989) simulated the
physical model tests conducted at the University of Pennsylvania. The physical model was a simple half-
cylinder containing a brainlike gel and was designed to study diffuse axonal injury (DAI). The model
was used to estimate the material properties of brainlike gel used in the physical model. A comparison
of mesh deformation between the finite element model and physical model was given. Strain contours
induced in the model with sliding boundary interface between the brain and skull and with friction levels
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of 0.07, 0.22, and 0.7 were given. The model showed significantly higher strains at the tip of the anatomic
partition (presumably the falx).

More recently, DiMasi et al. (1991) developed a 3-D brain model to study diffuse axonal injury by
assuming that DAI is related to brain strains. The model predicted shear and normal strains in the brain
in response to head impact with an automotive A-pillar. Only a portion of the brain was modeled. It
included the upper cerebral cortex with longitudinal fissure, which provided the distinctive sagittal and
coronal geometric features and the surrounding dura including the falx. The dura and cortex were
enclosed by a rigid skull to simulate direct-impact events with a padded and an unpadded A-pillar.
Although the model could estimate brain strains in an impact event, it was insufficient to evaluate
directional loading effects through simulated impacts simply because the skull was not modeled. 

Mendis (1992) developed 3-D models of a baboon and a human head in an attempt to extrapolate
animal data to the human. 

A three-dimensional human head model simulating three-layer skull, cerebrospinal fluid, and brain
was developed by Ruan et al. (1991b, 1992, 1994) to study in more detail the coup/contrecoup response
in the brain. This model was validated against cadaveric intracranial pressure reported by Nahum et al.
(1976, 1977). The model predicted higher skull stresses and negative intracranial pressures at the con-
trecoup site from occipital impacts than from frontal impacts. This finding afforded a biomechanical
explanation of the clinical observation that occipital impacts cause more severe contrecoup injury than
frontal impacts.

Also, the viscoelastic response of the human brain to impact has been investigated by Ruan et al.
(1993a) using a 3-D finite element human head model. The model was developed based on their previous
model (Ruan et al., 1992, 1994) by the addition of the scalp, dura mater, and falx partition. Model meshes
were also refined in order to improve model accuracy. The viscoelastic behavior of the brain in shear
was characterized by a short- and long-term shear modulus and a time decay factor. The values of these
parameters were scaled from the literature (Galford and McElhaney, 1970). The study showed that the
viscoelasticity of the brain had an insignificant effect on intracranial pressure. It also showed a compli-
cated shear stress distribution in the brain. Unlike pressure, the shear stress time history did not follow
that of the impact force. When the impact force was reduced to zero at the end of the pulse, the shear
stress was not reduced. Using the same model, Ruan et al. (1993b) studied the human head response to
different impacts (impact locations, impactor mass, and velocity) by having a rigid cylinder impact the
head model directly. The study demonstrated the variation of human head response to different impacts,
and the HIC (head injury criterion) was found to be generally proportional to the impact force, intrac-
ranial pressure, linear acceleration, and skull stress. The authors pointed out that the HIC appeared to
be a reasonable index of injury severity in a direct-impact situation. 

Zhou et al. (1994) developed a 3-D porcine finite element model and compared the dynamic response
of this model with Ruan et al.’s human model. The porcine model showed a similar pressure and shear
response to that of the human. A three-dimensional human head model including the skull, brain (white
and gray matter), CSF, ventricles, falx cerebri, tentorium cerebelli, and bridging veins was proposed by
Zhou et al. (1995). The new features of this model include differentiation of the white and gray matter
of the brain and the modeling of the bridging veins. The authors found that higher shear stresses were
produced in the white matter and hence DAI can occur in areas of high shear.

Summary

The state of the art in finite element modeling of head injury in the early 1980s was delineated by Khalil
and Viano (1982). After that time, the development in finite element modeling of head impact was
advanced by many authors. More recently, an extensive review of finite element modeling of head impact
from the early 1980s to date has been conducted by Sauren and Claessens (1993). They pointed out that
more realistic boundary conditions allowing relative motion between the brain and skull have been
successfully achieved during the last decade, but the boundary conditions at the head-neck junction need
further investigation. The utilization of nonlinear viscoelastic models was hampered by the lack of
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constitutive properties from experimental data. As a summary, Table 7.1 gives a brief description of the
finite element models that can be found in the head injury research literature.

7.3 Overview of Explicit Finite Element Analysis 

The explicit finite element techniques have been used for many years for crashworthiness analysis to
simulate buckling and large deformation of physical structures. It is highly suited to solve impact types
of problems. In the last decade, several commercial finite element codes have been introduced and are
available for most users. The computations in this study were performed by a commercial code —
PAMCRASH.

The finite element equations of motion in an explicit analysis are written as:

Mx = fe – fi (7.1)

where, M is the mass matrix, x is the acceleration matrix, fe and fi the nodal force matrices derived from
external forces and the internal element resistances.

The solution of Eq. (7.1) is obtained by the central difference integration method:

xn+1/2 = xn-1/2 +∆tx (7.2)

xn+1 = xn +∆txn+1/2 (7.3)

TABLE 7.1  Brief Description of Finite Element Models

Authors Geometry Constitutive Major Model Features

Shugar and Katona (1975) Human (2-D) Elastic
Viscoelastic

Layered skull and brain of sagittal section of 
human head; localized shell strain and 
quadratic pressures gradient of the fluid were 
predicted by a sine-squared input load

Khalil and Hubbard (1977) Axisymmetric (2-D) Elastic
Viscoelastic

Scalp, layered skull, and brain of axisymmetric 
model; localized shell strain and a linear 
pressures gradient of the fluid were predicted by 
a sine-squared input load

Pluche et al. (1985) Human (2-D) Elastic Sagittal section of human head simulating skull, 
brain, and CSF; linear and angular acceleration, 
stresses/strains were output from many 
computer runs

Lee et al. (1987) Monkey (2-D) Elastic Sagittal section of rhesus monkey head with rigid 
skull; input is the idealized acceleration of Abel 
(1978); shear strain is major output

Ueno et al. (1989) Human (2-D) Elastic Sagittal section of human head; scaling law is 
applied to scale animal data to human

Cheng et al. (1990) Cylinder (2-D) Viscoelastic Rigid cylinder filled with gel; simulate tests of 
U. of Pennsylvania with velocity input

Lee (1990) Cylinder (2-D, 3-D) Viscoelastic Rigid cylinder filled with gel; simulate tests of 
U. of P. with nodal displacement input

Ruan et al. (1991) Human (2-D) Elastic Coronal section of human head; impact force is 
input; modal analysis and parametric studies on 
neck boundary and the properties of the brain 
and skull were performed

Willinger et al. (1992) Human (2-D) Elastic Sagittal section of human head; rigid skull with 
brain, modal analysis was performed

Chu et al. (1994) Human (2-D) Elastic Sagittal section of human head; simulate 
Nahum’s et al. test with displacement input

Zhou et al. (1994) Porcine (2-D) Elastic Porcine brain and skull; simulate porcine test of 
U. of P.; shear stress was output
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where, ∆t is the time step, xn and xn+1 are the displacements, and xn-1/2 and xn+1/2 are the velocities.
In the explicit codes, the stress tensors are actually calculated from the velocity gradient tensors because

the strain rate is considered in the constitutive relations. The advantage of explicit methods is that they
take much less computer time as they do not involve the solution of sets of coupled equations in order
to obtain nodal accelerations. Their drawback is that they are conditionally stable. A very small time step
is required. If the time step is too large, the solution will grow without bounds.

In an explicit analysis, time increments are very small (typically 100 to 1000 times smaller than in an
implicit analysis), and the deformation takes place in a very small time interval; thus, small displacement
approximations are justified during one time step. In an implicit analysis, however, the solution of
nonlinear sets of equations requires iterations and convergence criteria, and the stiffness matrix needs
to be inverted at every time step. This is time consuming, especially when the problem involves large
systems. Since no matrix inversion is involved in the explicit method, a smaller portion of the computer
memory is required than in the implicit method. Explicit analysis can trace a fast dynamic transient, but
it cannot solve a static problem as an implicit analysis can. The disadvantage with explicit methods
(smaller time step requirement) becomes insignificant in crashworthiness simulation due to the short
duration of the crash.

TABLE 7.1  Brief Description of Finite Element Models (continued)

Authors Geometry Constitutive Major Model Features

Ward and Thompson 
(1975)

Human (3-D) Elastic Rigid skull with brain, dura, and brain stem; 
pressure gradient in the brain was predicted 
with an acceleration pulse input, pressure was 
compared with cadaveric test

Ward et al. (1978) Monkey (3-D) Elastic Rigid skull and brain of rhesus and baboon; 
pressure gradient was predicted with an 
acceleration pulse, different frequency response 
was found between human and animal

Shugar (1977) Human, monkey
(3-D)

Elastic 3-layer skull, subarachnoid space, and brain of 
human and rhesus heads; localized shell strain 
and nearly linear pressure gradient were 
predicted with a half sine loading

Hosey and Liu (1982) Human (3-D) Elastic 3-layer skull, dura, CSF, brain, spinal cord, and 
cervical column of human; pressure gradient in 
the fluid was predicted with a half sine loading 
input

Tong et al. (1989) Cylinder (3-D) Viscoelastic Rigid cylinder filled with gel; simulate tests of 
U. of P. with prescribed nodal motion

Dimasi et al. (1991) Human (3-D) Viscoelastic Two hemispheres with rigid skull; simulate 
human head impact to an A-pillar

Ruan et al. (1994) Human (3-D) Elastic 3-layer skull, brain, CSF, and facial bone; impact 
force from Nahum’s test, pressure gradient was 
predicted, parametric studies on properties of 
the skull, brain & CSF

Mendis (1992) Human, baboon 
(3-D)

Viscoelastic Baboon model; simulate Gennarelli’s (1982) 
tests, human model for injury criterion

Ruan et al. (1993) Human (3-D) Viscoelastic Scalp, 3-layer skull, dura, flax, brain, CSF, and 
facial bone; simulate Nahum’s et al. test, 
parametric studies on the impact severity of 
several impact conditions

Zhou et al. (1994) Porcine (3-D) Viscoelastic Compare the response of porcine head model 
with Ruan’s human head model

Ueno et al. (1995) Ferret (3-D) Elastic Half ferret brain; simulate cortical impact test, 
stress in tissue level was output

Willinger et al. (1995) Human (3-D) Elastic Skull, brain, CSF, falx of human head; modal 
analysis was performed
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7.4 Finite Element Modeling of The Human Head

Basic Consideration

The impact response of the head depends on its geometry, loading conditions, mass distribution, and
material properties. Therefore, a working finite element model of the head should have the correct
geometry and appropriate material properties to successfully simulate the dynamic events of a head
impact. Unfortunately, the complex head structures, the irregular geometry of the brain, the virtually
unknown material properties of the brain, and the many loading conditions make the modeling of the
head a very challenging task. Therefore, simplification in head geometry and idealization in the consti-
tutive relationship of head tissues have been made which compromise the accuracy and objectivity of
the models.

Mechanical Structures of the Head

The head consists of the scalp, skull, meninges, cerebrospinal fluid (CSF), brain tissue, and blood vessels.
The brain is enclosed in the cranial cavity, which consists of the cranial bones. The brain floats within
the cranial cavity in the CSF. The skull is covered by the scalp. The cerebral membranes coat the inner
surface of the cranial cavity and the brain.

The scalp helps absorb and distribute external traumatic forces and facilitates the slip-off of tangential
impacts to the head. The thickness of the scalp ranges from 5 to 7 mm. The scalp is usually modeled by
elastic membrane elements. To better account for contact mechanics, it can be modeled by viscoelastic
solid elements in impact areas.

The skull is the main structure supporting and protecting the brain. Its thickness varies from 4 to 7
mm at different locations to snugly accommodate the brain to provide reinforcement of the cranium.
The somewhat spheroidal shape of the cranium allows it to provide maximum protection against the
indentations produced by external impacts with the minimum of structural mass or substance. The length
and breadth of a male adult cranium are about 198 mm and 156 mm, respectively, and the intracranial
volume is between 1400 and 1500 ml. To better depict the impact response, the skull should be modeled
as a three-layered structure consisting of the inner and outer tables of compact bones on either side of
the diploe or cancellous bone. The skull is usually treated as an elastic material.

The three membranes known as the meninges envelope the brain and the spinal cord. The outer layer
is the dura mater and the inner is the pia mater; the arachnoid is located between the two. The dura
mater is a tough, fibrous membrane with a thickness of about 1 mm. The falx cerebri, a fold of the dura
mater that projects into the longitudinal fissure, and the tentorium cerebelli, a fold of the dura mater
forming a shelf supporting the posterior cerebral hemispheres, divide the cranial cavity into three
compartments, adding considerable support to the brain in various motions of the head. The meninges
can be modeled by elastic or viscoelastic membrane elements.

The subarachnoid space and the ventricles of the brain are filled with the cerebrospinal fluid (CSF).
The CSF provides a special environment in which the brain floats, cushioning it against hard blows and
sudden movements. The volume of the CSF is about 140 ml. The specific gravity of the CSF is about 1.008
in the adult. The CSF is modeled by solid elements with a very low shear modulus and a high bulk modulus
to simulate incompressibility. Note that higher shear modulus should be used for the CSF layer covering
the outer surface of the brain to account for the trabeculae connecting the arachnoid and pia mater.

The brain can be divided structurally and functionally into five parts: cerebrum, cerebellum, midbrain,
pons, and medulla oblongata. Inside the brain there are four ventricles: two lateral ventricles, the third
ventricle, and the fourth ventricle. The average length of the brain is about 165 mm and its greatest
transverse diameter is about 140 mm. Because of size differences, its average weight is 1.36 kg for the
male and a little less for the female. The specific gravity of the brain averages 1.036. The distinct structural
features of the brain are its inhomogeneity and irregularity. The cortex is made up of a layer of gray
matter with an average thickness of 2.5 mm. The subcortical white matter is composed of vast numbers
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of fibers that interconnect various cortical areas and project to and from the brain stem and spinal cord.
The brain was treated as an incompressible fluid in early continuum models and as near incompressible,
homogeneous elastic/viscoelastic solids in finite element models until 1994. Recent modeling efforts have
shown that the differentiation in material properties between the gray and white matter in a finite element
model of the brain improves model prediction of diffuse axonal injury (DAI) location.

The bridging veins are the terminations of the superficial cortical veins. They cross the subdural space
and empty into the dural venous sinuses. Therefore, they are particularly prone to injury, producing
subdural hematomas. The parasagittal bridging veins are composed of the veins that drain into the
superior sagittal sinus. There is usually a free segment of vein, 10 to 20 mm in length, in the subdural
space between the vein’s exit from its bed in the subarachnoid space and its entrance into the sinus. The
bridging veins can be modeled by elastic/viscoelastic string elements.

Material Properties

Most of the experimental data on material properties of the head tissues were obtained during the period
of 1968 to 1971 and were reviewed by Goldsmith (1972). The greatest amount of information has been
obtained for the skull (Haynes et al., 1969; Hubbard, 1971; McElhaney et al., 1970; Melvin et al., 1970a,b;
Robbins and Wood, 1969; Roberts and Melvin, 1969; Wood, 1971) because its mechanical properties are
similar to those of conventional engineering materials and can be easily measured by standard test
apparatus and routines. Material properties of the brain tissues are difficult to measure. Considerable
experimental studies have been done in the measurement of material properties of the brain (McElhaney
et al., 1969; Estes and McElhaney, 1970; Fallenstein et al., 1969; Galford and McElhaney, 1970; Mertz et
al., 1970; Shuck et al., 1970; Shuck and Advani, 1972; Arbogast et al., 1995). However, the considerable
variation in the test data shows that the material properties of the brain have not been finally established.

It is well recognized that biological tissues are inhomogeneous, anisotropic, and nonlinear. Yet, approx-
imations have been made for the sake of model development. Finite element head models are generally
based on small deformations of elastic or viscoelastic materials. In addition, linearity, homogeneity, and
isotropy are assumed. The material constants selected for the head models should be considered as
approximate values with some limitations on their use. Since effective constants for high strain rate events
have not been determined, parametric studies have been conducted to determine which material constants
can provide the best correlations with cadaveric test data.

In finite element model testing, Khalil and Hubbard (1977) noted that skull strains and intracranial
pressures depended slightly on the flexural properties of the skull when membrane stiffness was held
constant. Variations in the skull elastic modulus produced a significant inverse effect in skull strains and
a slight effect on intracranial pressure. Ruan et al. (1991a) pointed out that the spatial distribution of
intracranial pressures are affected by Young’s modulus and the thickness of the skull, and that the zero-
point pressure can move along the impact axis as a function of the skull stiffness. Ruan et al (1994) also
found that the skull von Mises stress increased as Young’s modulus of the skull increased. The positive
pressure in the brain decreased and its absolute negative pressure increased as skull stiffness increased
to 10 times its base value.

Studies have shown that brain response is more sensitive to changes in Poisson’s ratio (ν) than to
changes in Young’s modulus (E). Ward et al. (1980) found that an appropriate value for ν seemed to
depend on the head acceleration pulse duration: the shorter the acceleration pulse, the higher the value
for ν. When the acceleration pulse durations were less than 2.5 ms, a ν of 0.499 for the human and 0.4999
for the monkey gave the best results. When the duration was 6.5 to 8 ms, a ν of 0.49 for the human and
0.499 for the monkey were the best. Between 2.5 and 6.5 ms the value of ν varied linearly. For longer
pulse durations of more than 8 ms, a ν of 0.48 for the human gave good results. Khalil and Hubbard
(1977) also pointed out that variations in Poison’s ratio significantly affected intracranial pressure. Ruan
et al. (1994) showed that positive intracranial pressure increased and absolute negative intracranial
pressure decreased when the bulk modulus was increased. They concluded that a reasonable bulk modulus
for the brain and CSF should be between 2.19 to 219 MPa.
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Material properties used in the linear elastic head models are summarized in Table 7.2 and those for
the linear viscoelastic head models are listed in Table 7.3.

Mesh Generation

The finite element mesh of a model significantly influences the accuracy of model results. The first
important thing to do is to keep the geometric representation as close as possible to the original structure.
Care must be taken to ensure that the mesh is fine enough, with elements distributed in a proper manner.

The geometry of the head can be obtained using images from X-rays, CT scans, and MR scans. With
the development of computer imaging techniques, it is expected that the accuracy of head geometry data
will continue to improve.

The order of model development is as follows: head injury model -version 93, head injury model —
version 94, and brain injury model — version 95. The geometries of these models were taken from an
atlas of sectional anatomy of the head and photographs of brain slices made at the Bioengineering Center.
The mesh was generated with the aid of preprocessor code, such as MENTAT, PATRAN, HYPERMESH.

The process of mesh generation of three-dimensional models was painstaking and time consuming.
Coronal and transverse sections of the brain were digitized point by point manually and the profile points
were then used as starting points to generate boundary lines that divide different structural components

TABLE 7.2 Material Properties Used in Linear Elastic Head Models

Compact Bone  Spongy Bone
 

Brain 

 Ref. ρ E n  ρ E n ρ E n K G

Shugar (1975) 1.43 13.8 0.25 0.143 1.38 0.25 0.672 0.0103 0.5 2.1 3.45
Shugar (1977) 1.4 5.66

12.28
0.22    1.04   2.19

Ward (1975)       1.04 0.0667 0.48  
Ward (1982)  4.46 0.21     0.650 0.48-0.499  
Khalil and 

Hubbard 
(1977)

3.0 17.94 0.35 1.7 0.725 0.05    2.19

Hosey and Liu 
(1982)

1.41 4.46 0.21    1.04 0.0667 0.499  

Lee et al. 
(1987)

      1.0  0.49  80.0

Chu (1991) 2.027 6.5 0.2    1.0 0.250 0.49  
Ruan (1991a) 1.41 6.5 0.22    1.04 0.0667 0.48-0.4999  
Ruan (1991b) 3.0 12.2 0.22 1.75 5.66 0.22    2.19 1680
Trosseille et al. 

(1992)
      1.0 0.240 0.49-0.499  

Willinger et al. 
(1992)

 5.0 0.2     0.675 0.48  

ρ = density (ton/m3); E = Young’s modulus (GPa); ν = Poisson’s ratio; K = bulk modulus (GPa); G = shear modulus (kPa).

TABLE 7.3 Material Properties of the Brain Used in Linear Viscoelastic Models

Ref. G∞ (kPa) G0 (kPa)  β (1/s) K (MPa)

Khalil and Viano (1977) 16.2 49.0 145  
Galbraith and Tong (1988) (gel) 5.512 11.02 200  
Cheng et al. (1990) (gel) 7.51 35-70 50-300  
Lee (1990) (gel) 2.87-18 26.9-110 50 1.25-5.44
DiMasi et al. (1991) 17.237 34.474 100 68.948
Ruan (1994) 168 528 35 2.19

G∞ = long term shear modulus; G0 = short term shear modulus; β = decay factor; K = bulk modulus.
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of the section. Each section was then meshed with surface elements, and then elements between any two
neighboring sections were generated by connecting corresponding points. Difficulty was encountered
when the structure of two connecting sections changed abruptly. It was very hard to find a way to generate
elements between those sections, and the boundaries between the gray and white matter changed greatly
from section to section. It was actually impossible to keep to the original boundaries in the model.

The mesh was first generated in the more regular transverse sections of the middle part of the brain,
then on the top and the coronal sections of the frontal and basal area, followed by the mesh in the coronal
sections of the occipital region. The most difficult part to mesh was the brainstem region because of the
presence of the foramen magnum. The brain was modeled with 6-node and 8-node elements with one
point quadrature. The brain was covered with a membrane element layer representing the pia mater and
a solid element layer representing the CSF. The tentorium separated the cerebrum and cerebellum and
there was a layer of CSF between the two. The scalp, modeled by a layer of shell elements, 6 mm thick,
covered the cranial bones. In the head injury model, the dura covered the entire inner surface of the
inner table except at three sinus areas where the two layers of dura (endosteal layer and meningeal layer)
separate: the endosteal layer continues on the interior surface of the inner table while the meningeal layer
joins with its counterpart coming from the other side of the skull to form the falx cerebri and tentorium
cerebelli. In the brain injury model, the dura on the inner surface of the skull was considered as part of
the inner table to reduce element numbers; only the dural separations at the sinuses and fissures were
modeled. The dura mater was modeled as membrane elements. 

The skull was modeled by three-layered, 8-node solid elements in the head injury models. To save
computer time, the skull in the brain injury model was modeled as a single layer of solid elements with
an effective material property. The facial bones were modeled with solid elements in the head injury
models and with shell elements in the brain injury model. They were given an overall shape and an
approximate mass of the face.

The bridging veins were not included in the head injury model. However, in the brain injury model,
ten pairs of parasagittal bridging veins were modeled with string elements that can only sustain a tensile
load.

Head Injury Model — Version 93

This three-dimensional finite element human head model was developed by Ruan et al. (1993a, b). It
included the scalp, three-layered skull, cerebrospinal fluid (CSF), dura mater, falx cerebri, and brain. It
contained 6080 nodes and 7351 elements, with 1760 for the brain, 2800 for the skull, 896 for the CSF,
864 for the scalp, 896 for the dura mater, and 135 for the falx cerebri. It simulated a 50th percentile male
human head. The total mass of this model was 3.077 kg with 1.25 kg contributed by the intracranial
contents. The material properties of this model were assumed to be homogeneous, isotropic, and linearly
elastic/viscoelastic. Their values were found from the literature. Model validation was accomplished by
simulating a cadaveric test conducted by Nahum et al. (1976, 1977). Computed pressures at five locations
in the brain were compared to test data. The model was used to study the dynamic response of the human
head to a direct impact (Ruan et al., 1993a). The effects of the viscoelasticity of the brain on intracranial
response were also studied (Ruan et al., 1993b).

Head Injury Model — Version 94

This model was an improvement of the previous version and was completed by Ruan in 1994. The outside
geometry of the skull was not changed. However, the intracranial contents were remeshed by adding
several sinuses, falx cerebri, and cerebral tentorium. A simple neck to extend the brainstem to the spinal
cord was also included in this model. Figure 7.1 is the midsagittal sectional view of the model. Figure
7.2 shows that the brain is divided by a longitudinal fissure and a transverse fissure into left and right
hemispheres and the cerebellum. The neck and spinal cord were extended to C-7. The head model
consisted of 7205 nodal points and 9146 elements. Its total mass was 5.059 kg (the average male head
mass is 4.55 kg without the neck). There was no sliding interface between model components. Blood
vessels and bridging veins were not included in this model. Table 7.4 lists the element type, number of
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elements, and mass for each anatomical component of the head model. Table 7.5 lists material properties
used in this model. Figure 7.3 shows the impact configurations of this human head model. The results
of these impact conditions will be discussed later.

This model was also validated against pressure data measured by Nahum et al. (1977). An impact from
a cylinder with a mass of 5.23 kg and an initial velocity of 6.33 m/s was delivered to the model in the
frontal bone in the midsagittal plane in an anterior-posterior direction as in Nahum et al.’s (1977) tests.
The pressures measured were those in the frontal lobe adjacent to the impact area (coup), immediately
posterior and superior to the coronal and squamosal suture, respectively, in the parietal bone, inferior
to the lambdoidal suture in the occipital bone (one in each side), and at the posterior fossa in the occipital
bone (contrecoup). The model closely duplicated the impact force of the test, as shown in Fig. 7.4.
Pressures predicted by the model matched the experimental data well, as shown in Fig. 7.5. More data
comparisons between model predictions and experiment results can be found in Ruan (1994).

Brain Injury Model — Version 95

This model was developed by Zhou et al. in 1995. As shown in Fig. 7.6, it consisted of the scalp, skull,
dura, falx, tentorium, pia, CSF, venous sinuses, ventricles, cerebrum (gray and white matter), cerebellum,
brainstem, and bridging veins. The overall geometry of the model represented a 50th percentile male
human head. The head consisted of 17,656 nodes and 22,995 elements. Its total mass was 4.37 kg with
the brain being 1.41 kg. Details of the model can be found in Zhou (1995).

One of the distinctive features of the model is the differentiation of the gray and white matter. The
irregular boundaries between the gray and white matter were simulated in the model, but were greatly
simplified. Different material properties were used for the gray and white matter. The inhomogeneous
nature of the brain can be better simulated with these geometrical and constitutive descriptions.

FIGURE 7.1 Finite element human head model — midsagittal view. The intracranial contents such as hemispheres
and cerebellums, sinuses, fissures, brain stem, and cervical cord were removed.
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Another new feature is the inclusion of the ventricles in the model. The corners of the ventricles are
common sites of diffuse axonal injury (DAI). Without ventricular representation in the model, stress
concentrations around ventricles could not be produced in our previous study (Zhou et al., 1994).

A third new feature is the modeling of ten pairs of parasagittal bridging veins with string elements. It
was the first attempt to simulate bridging veins in a human head finite element model. With these bridging
veins, their impact response can be analyzed and the mechanisms of subdural hematoma can be inves-
tigated by computer modeling.

FIGURE 7.2 Cerebral hemispheres, fissures, and brain stem. The sinuses were located along the fissures between
the dura and the fissures and provided a path for the cerebral spinal fluid.

TABLE 7.4 Finite Element Components of the Head Model

Head Tissue Number of Element Element Type Mass (kg)

Skull (3 layers) 2554 Solid 1.754
Brain and spinal cord 1928 Solid 1.42
Cerebral spinal fluid 1235 Solid 0.183
Dura mater 1010 Membrane 0.123
Falx cerebri 286 Membrane 0.022
Tentorium cerebelli 300 Membrane 0.021
Scalp 1111 Shell 0.53
Sinus and fissure 342 Solid 0.056
Neck bone 140 Solid 0.49
Facial bone 240 Solid 0.46
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Material properties for the model were reported in Zhou et al. (1995). Most of them were the same
as those for Ruan’s model except that different material properties were used for the gray and white
matter. In this study, viscoelastic material properties were used for the brain:

G0 = 41 kPa, G∞ = 7.6 kPa, β= 700 s-1 for white matter,

G0 = 34 kPa, G∞ = 6.3 kPa, β = 700 s-1 for gray matter

TABLE 7.5  Material Property of the Head Tissues

Head Tissue Bulk Modulus (Pa) Shear Modulus (Pa) Density (kg/m3)
Poisson 
Ratio

Outer table 3.26 × 109 2.24 × 109 3.00 0.22
Inner table 3.26 × 109 2.24 × 109 3.00 0.22
Diploe 1.75 × 109 1.10 × 109 1.75 0.24
Facial bone 3.26 × 109 2.24 × 109 3.00 0.22
Neck bone 1.75 × 109 1.10 × 109 1.75 0.24
Brain 2.19 × 109 5.28 × 105 (short) 

1.68 × 105 (long)
1.04 0.49996

CSF 2.19 × 107 5.0 × 105 1.04 0.4887
Dura matera 3.15 × 107  1.133 0.45
Falxa 3.15 × 107  1.133 0.45
Tentoriuma 3.15 × 107  1.133 0.45
Scalpa 1.67 × 107  1.20 0.42

aYoung’s Modulus replace bulk and shear for shell and membrane elements.

FIGURE 7.3 Impact configuration of the head model.
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where G0 is the short-term shear modulus, G∞ is the long-term shear modulus, and β is decay factor.
The shear relaxation behavior is described by:

G(t) = G∞ + (G0 + G∞)e-βt (7.4)

We assumed that the white and gray matter had the same decay factor but that the shear modulus of
the white matter was higher than that of the gray matter. The only justification for this assumption is
that white matter should be stronger and tougher because it is composed of axonal fibers and gray matter
is composed of nerve cell bodies. A bulk modulus (K) of 2.19 GPa was used for both materials.

The frontal impact simulating the test condition described by Nahum et al. (1977) was used to validate
the inhomogeneous brain model. The impact contact force is shown in Fig. 7.7. Experimental data by
Nahum et al. (1977), shown in Fig 7.7, were left-shifted 2 ms to align the peaks. The peak impact force
was 7.90 kN for the test and 7.92 kN for the model, occurring at around 3 ms. Figure 7.8 is a comparison
of coup/contrecoup pressure between model and experiment. The peak coup pressure was 144 kPa for
the test and 149 kPa for the model, and the corresponding peak contrecoup pressures were –53 kPa and
–64 kPa. The higher pressures predicted by the model could be due to the slight differences in impact
force and the lack of precise information regarding the exact location of the pressure transducers used.
Pressure gradients were high at the coup/contrecoup sites. Despite these variations, the model predicted
coup/contrecoup pressure time histories that roughly matched those obtained experimentally. This is by
no means a full validation of the model but we have compared the model against available data.

FIGURE 7.4   Impact force comparisons — frontal impact.
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FIGURE 7.5 Coup pressure comparisons — frontal impact.

FIGURE 7.6 The 3-D human brain model V95: overview.
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7.5 Simulation Results and Discussion

Physically, when the head is struck by an external force the skull deforms and a state of stress/strain is
induced throughout the head. If the stress in the skull exceeds its strength, fracture of the skull may occur
and brain damage can result due to the fracture. Brain tissue can also be damaged due to a sudden skull-
brain translational and/or rotational impulse even though the skull is not fractured or deformed. Under
a direct impact condition, pressure is generated in the brain near the impact site and tensile stress is
generated at the opposite site of the impact. As a result of the transit of the pressure waves, zero pressure
will occur within the impacted medium. On the other hand, consider a closed cylindrical tube filled with
an incompressible fluid and impacted by a force. The fluid will be accelerated by pressure from the
impacted end of the tube resulting in tension at the opposite end of the tube. For a deformable body,
the zero-pressure point can be located at any point along the axis of impact depending on the stiffness
of the system and material properties of the medium (Kopecky and Ripperger, 1969; Ruan et al., 1991a).
Brain trauma can result from large changes in intracranial pressures and from the tensile and shear
strains. Shear strain is also considered as being responsible for diffuse axonal injury (DAI) due to the
shearing effect of the neural tissues (Strich, 1956, 1961). Both positive and negative shearing are equally
important for DAI, unlike intracranial pressure, for which the negative pressure is considered to be more
injurious than the positive one. In the following discussion, we will use intracranial pressure, skull von
Mises stress and tensile strain, and intracranial tensile and shear strains as parameters to quantify model
predictions and to measure the severity of the impact. Intracranial pressure and skull von Mises stress
are defined by:

p = 1/3(σ1 + σ2 + σ3) (7.5)

FIGURE 7.7 Validation of the human brain model V95: comparison of impact force.
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(7.6)

where p is the pressure in the brain, σ is skull von Mises stress, σ1 i = 1, 2, 3 are the principal stresses.
Intracranial tensile strains in the x, y, and z directions are εx, εy, and εz. Intracranial shear strain is

defined by τmax, the maximum shear strain.
In the following, the head injury model — version 94 was used to investigate head impact responses

to the direct frontal, occipital, side and crown impact by a cylinder. The head injury model — version
93 was used to simulate a head-to-tested A-pillar impact. The brain injury model — version 95 was used
to study brain responses to a sagittal angular acceleration of the head.

Frontal Impact

After model validation, a parametric study for frontal impact was performed using head injury model
— version 94. It consisted of simulations involving variations in impactor mass and velocity. The impactor
mass and velocity were reduced by 25% and 50%, respectively, while maintaining the original shape, to
study their effects on the intracranial response. The time history of contact forces, coup-contrecoup
pressures, maximum brain shear stresses, and head accelerations were plotted but only contact forces
and the coup-contrecoup pressures are shown in Figs. 7.9 and 7.10. In these figures, a 25% reduction in
mass is denoted by a solid line, a 50% reduction in mass by a dotted line, a 25% reduction in velocity
by a solid-dotted line, and a 50% reduction in velocity by a dashed line.

In comparison with the baseline simulation in frontal impact, the impact force was reduced by about
5% when the impactor mass was reduced by 25%, and by about 15% when the impactor mass was

FIGURE 7.8 Validation of the human brain model V95: comparison of coup/contrecoup pressures.
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FIGURE 7.9  Impact force in frontal impacts.

FIGURE 7.10  Coup-contrecoup pressure in frontal impacts.
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reduced by 50%. The impact force was lowered by about 25% when the impactor velocity was reduced
by 25%, and by about 53% when the impactor velocity was reduced by 50%. The effect of impactor mass
on head response was not as large as that of impactor velocity. This is understandable because impactor
energy varies linearly with impactor mass, but varies with the square of impactor velocity. Coup pressure,
maximum shear stress, and head acceleration showed the same reduction as impact force when impactor
mass and velocity were reduced. However, contrecoup pressure did not seem to follow the same trend.
When the impactor mass or velocity was reduced by 25%, contrecoup pressures did not change as much
(Fig. 7.10) as the impact force, maximum intracranial shear, and head acceleration. Impactor velocity
reduction resulted in a larger increase in impact duration than did a reduction in impactor mass. Since
head response is more sensitive to impact velocity, in the design of a head protection device, controlling
the impact velocity is more important than impact mass.

Contour plots for skull von Mises stress, intracranial pressure, and tensile and shear strains from the
baseline model of frontal impact (used for model validation) are shown in Figs. 7.11 through 7.14.
Significant skull von Mises stress is localized in the impact area. It decays quickly from the impact point
throughout the rest of the skull, indicating dominant bending stresses. The skull can be fractured if these
stresses exceed the tolerance of the cranium bone. Segments of fractured skull could lacerate the brain
and cause contusion (Gurdjian and Gurdjian, 1976). Skull tensile strain contours (not shown) indicated
that large strains were found at the base of the frontal bone near the ethmoid bone. In clinical observa-
tions, skull fracture is frequently found in these areas (Gurdjian, 1975).

Intracranial pressure was uniformly distributed across the brain (side to side), except at the dural
separations between the hemispheres and the cerebellum, with compression at the impact point and
tension at a point opposite to the impact, as shown in Fig. 7.12. Pressure distribution was disrupted by
the falx and tentorium at these areas.

Figure 7.13 shows spatial distributions of tensile strain (εx) in an anterior-posterior direction. As shown
in this figure, compressive strain is seen at the impact site and tensile strain at the contrecoup site. The
maximum compressive strain (4.5%) was located in the basal area of the frontal lobe. Large tensile strains
(εx) were also seen in the brainstem. Since the longitudinal fissures were included in the model and they

FIGURE 7.11 Skull von Mises stress contour at 6 ms — frontal impact. 
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were filled with CSF, cerebral deformation was more easily transmitted to the corpus callosum through
these fissures, resulting in compressive strains (εx) of over 4% in the corpus callosum. The contour of
brain strain εy (not shown) from frontal impact showed that the brain, including the corpus callosum,
was pulled away from the falx which was at the center line of impact. Maximum tensile strain εy (4%)
was located in the frontal lobe in the white matter and in the corpus callosum. The strain contour for
εz was also localized in the impact area and showed that the white matter was stretched in a superior-
inferior direction. The principal shear strain (τmax) contour is shown in Fig. 7.14. The highest principal
shear strain (4.5%) was located close to the white matter and corpus callosum. Note that the second
largest principal shear strain (3%) also occurred at the dorsolateral part of the rostral brainstem.

It has long been hypothesized that strain is the mechanism of concussion and diffuse axonal injury
(DAI). These strains can cause diffuse injury of the white matter (Strich, 1956, 1961) and stretch the
axonal nerve system, since DAI is sustained at the moment of injury and not a secondary event (Adams
et al., 1982), and it was also produced in a laboratory animal subjected to direct impact (Lighthall et al.,
1990).

High tensile and shear strains were predicted at both the corpus callosum and the dorsolateral area
of rostral brainstem. These strains may be responsible for diffuse axonal injury, if strain is indeed a
mechanism of DAI. It has been reported in the head injury literature that DAI was characterized by the
presence of foci of hemorrhage in the corpus callosum and in the dorsolateral area of rostral brainstem
(Adams et al., 1977, 1982, 1983; Gennarelli et al., 1982). Evidence of axonal injury has been found by
Pilz (1983) in a study of 324 cases that the corpus callosum was involved in 79%, and the brainstem in
over 80% (internal capsule in 89%, midbrain in 76%, pons in 92%). The model predictions in this study

FIGURE 7.12  Intracranial pressure contour in frontal impact.
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support these findings. Since DAI has also been found in ferret brain exposed to direct impact (Lighthall,
1988; Lighthall et al., 1990), the mechanism of DAI should also take into account the direct impact effects.

Occipital Impact 

To simulate an occipital impact, the cylinder was positioned to impact the head in the occipital region
using head injury model — version 94. The impact direction was from posterior to anterior in the

FIGURE 7.13  Brain tensile strain (εx) contour at 6 ms
— frontal impact.

FIGURE 7.14 Brain principal shear strain contour at 6
ms — frontal impact.
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midsagittal plane and the impact was delivered to the scalp at the occipital bone. The impactor mass and
velocity were the same as in the baseline frontal impact. The impact force and acceleration responses
from occipital impact were essentially similar in shape to those obtained from frontal impact and are,
therefore, not shown. Intracranial pressure (also not shown) was varied linearly as positive pressure at
the coup site (occipital lobe) to negative pressure at the contrecoup site (frontal lobe), except at the
falx/tentorium partition area, where the pressure was disrupted by these partitions. Peak negative pressure
was generated at the frontal lobe near the base toward the anterior skull. The brain in this area can be
lacerated by the tensile stress and sustain a contrecoup contusion. Coup-contrecoup pressure time
histories followed the impact pulse, reaching a peak magnitude at 5 ms. However, shear stress (not shown)
did not follow the impact pulse. This was also true in the frontal impact case (see Ruan et al., 1993b).
Skull von Mises stress and tensile strain, εx, (both not shown) were localized in the impact area and
decayed quickly from the impact point throughout the rest of the skull, similar to those in frontal impact.

In comparison with the frontal baseline impact, the occipital impact force was lower than that of
frontal impact (6.8 kN vs. 8.1 kN). As a result, head acceleration was also lower in occipital impact than
that in frontal impact (180 G vs. 220 G). Consequently, skull von Mises stress was 46 Mpa in occipital
impact and 85 Mpa in frontal impact. However, the contrecoup pressure due to an occipital impact was
–108 kPa, which was higher in magnitude than the –92 kPa due to a frontal impact. Tensile strain (εx)
at the contrecoup site was about 2.0% due to an occipital impact, which was higher in magnitude than
1.2% due to a frontal impact. This is consistent with clinical observations that contrecoup injuries are
found more frequently from an occipital impact than from a frontal impact, since both negative pressure
and tensile strain can lacerate the brain matter in this area. We have previously pointed out (Ruan et al.,
1993b, 1994) that the higher contrecoup pressure from occipital impact could be due to a difference in
the oval shape of the frontal and occipital bones as well as due to the presence of the anterior fossa
adjacent to the frontal bone.

Side Impact

In order to perform a side impact simulation, the cylinder was relocated to impact the left and right
parietal/temporal regions, respectively. The two impact simulations were from left to right and then from
right to left in the coronal plane. The loading was directed to the scalp of the parietal/temporal bone
above the ear. The impactor mass and velocity were the same as these in the baseline frontal impact.
Head acceleration and intracranial pressure time histories (not shown) from side impact also followed
that of the impact pulse; however, that of the shear stress did not, which was the case in frontal and
occipital impact simulations. The absolute value of the coup pressure from side impact was about three
times that of the contrecoup pressure. This is probably due to the effect of the falx partition. In a previous
study (Ruan et al., 1994), the falx cerebri was not included in the analysis and the absolute values of coup
and contrecoup pressures were about the same in side impact. The falx cerebri appeared to reduce the
contrecoup pressures in side impact. Hence, the falx cerebri seemed to protect the brain laterally from
contrecoup injury.

In both left- and right-sided impacts, a compressive pressure wave was propagated from the impact
site and reflected back as a tensile pressure wave on the contralateral side. Peak tensile and shear strains
(not shown) occurred in the area of impact. The second largest shear strain was found in the brainstem.
The tensile and shear strains in this area can cause brainstem contusions and diffuse axonal injury, if
these strains are a mechanism for these types of injury. Skull von Mises stress and tensile strain distri-
butions (both not shown) were highest on the impacted side. These stresses and strains are localized in
the impact area and spread from the impact point to the rest of the skull, which again is an indication
that bending stress is dominant at the impact point.

Crown Impact 

Since the foramen magnum was modeled in the study, the whole head as a system was open when it was
subjected to a crown impact. Therefore, the dynamic response from a crown impact should be different



from those of other impact locations. By keeping the same impactor mass and velocity as in other impact
situations, the head was impacted by the cylinder on the crown with the scalp in place. The impact
duration of 8 ms in crown impact was longer than that of other impact situations (6 ms). Contrecoup
pressure (not shown) in crown impact is lower because the contrecoup side of the brain contains an
opening. Brain pressures were linearly distributed from the crown to the brainstem. Negative pressure
was found in the spinal cord, the contrecoup site in a crown impact situation. The maximum tensile
strain was located in the brainstem area. The maximum shear strain was also located in the brainstem
and spinal cord. These strains can be responsible for brainstem contusions.

The impact force and head acceleration were both lower in crown impact than those in frontal and
side impacts. As a consequence, skull von Mises stress (not shown) is lower than those from frontal and
side impacts. Under the same impact conditions, crown impact seemed to produce fewer injuries.

Summary of Results from Different Impact Locations 

Cross-sections of the human head are very different when viewed from the front, rear, side, and top. If
we consider the skull as being represented by many spring-mass systems, the stiffness of the skull would
be different for each of the impact configurations discussed above because it is a combination of all the
springs involved. In addition, the radius of curvature of the skull is different from place to place; in some
areas it is much more rounded, while in others it is much flatter. Hence, the reaction forces are different
when the skull is struck at different places by a flat surface. Furthermore, the brain assumes the shape
of the interior of the skull and is expected to respond differently to dynamic loading from different
directions.

Table 7.6 is a summary of the impact forces, coup and contrecoup pressures, maximum brain shear
stresses, and head accelerations for all the impact simulations using head injury model — version 94.
The head injury criterion (HIC) was also calculated for all the impact cases that were studied and is also
included in Table 7.6. Figure 7.15 illustrates the impact severity vs. all the impact conditions that we have
investigated. It is seen that, in general, intracranial pressure, shear stress, and head acceleration have the
same trend to predict injury severity as does HIC. However, the correlations between shear stress and
HIC and between contrecoup pressure and HIC are not as good as those between coup pressure and
HIC and head acceleration and HIC. 

TABLE 7.6 Summary of Results from Different Impacts

Impact 
condition

Impact 
mass (kg)

Impact 
velocity
(m/s)

Impact
force (kN)

Coup 
pressure 

(kPa)

Contrecoup
Pressure 

(kPa)

Maximum
shear 
(kPa)

Head 
acceleration 

(G) HIC

Frontal 
baseline

5.23 6.33 8.1 255 -92 75 212 1574

Frontal 
0.75 
mass

3.92 6.33 7.4 235 -84 31 198 1212

Frontal 
0.5 mass

2.62 6.33 6.6 220 -72 27 175 783

Frontal 
0.75 
velocity

5.23 4.75 5.9 190 -76 23 154 689

Frontal 
0.5 
velocity

5.23 3.165 3.7 112 -54 12 97 235

Occipital 5.23 6.33 6.9 232 -108 29 185 1115
Left side 5.23 6.33 7.6 245 -85 47 210 1553
Right side 5.23 6.33 7.7 253 -87 48 215 1593
Crown 5.23 6.33 6.4 195 -15 29 164 1060
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Human Head to A-Pillar Impact Simulations

One application of the finite element human head model is to perform a head-to-tested A-pillar impact
simulation. In this simulation, the head injury model — version 93 was given an initial velocity to impact
the tested A-pillar and the neck restraint was neglected. Figure 7.16 shows a model simulation setup.

Both padded and unpadded tested A-pillars were simulated in the study. For the padded case, a
Dytherm foam of 1-in. thickness was added to cover the outside of the tested A-pillar at the impact area.
The impact velocity was set at 15 mph (6.7056 m/s), 20 mph (8.94 m/s), and 25 mph (11.176 m/s) for
both padded and unpadded cases. Totally, six runs were made.

Since the head model is deformable, stress/strain and pressure within the head tissues can be obtained
as a simulated result. However, these responses were not included because we are only looking for the
effects of impact speed and padding on the head impact response. Table 7.7 summarizes the peak impact
force, peak head acceleration at the center of gravity, and HIC for padded and unpadded impacts at
impact velocities of 15, 20 and 25 mph. 

The results from padded impacts for 15, 20, and 25 mph are shown in Figs. 7.17 and 7.18, which are
linear head acceleration and impact force plots. Figures 7.19 and 7.20 show those from 15-, 20-, and 25-
mph unpadded impacts.

Head angular acceleration cannot be obtained directly from the output in these simulations, although
the head model did rotate during simulation. However, the angular acceleration can be estimated if we
consider the head as a rigid body. In this way, the angular acceleration for the padded and unpadded
impact cases were estimated at 11,405 rad/s2 and 14,765 rad/s2, respectively. It should be kept in mind
that since the head model is deformable, the estimated angular accelerations do not reflect the kinematics
of the head during impact.

Although these results are preliminary and they have not been validated against experimental data,
we can observe that the head responds differently to padding the velocity of impact. This is shown in

FIGURE 7.15 Mechanical parameters vs. impact conditions.
© 2001 by CRC Press LLC



Figs. 7.17 through 7.20 and in Table 7.7. In general, impact force, head acceleration, and HIC are lower
in padded impacts than unpadded impacts. The higher the impact velocity, the higher are the impact
force, head acceleration, and HIC.

Response of the Brain to Sagittal Angular Acceleration

Shear deformation of the brain due to head rotation has long been postulated as a major cause of brain
injury because of the very low shear stiffness of brain tissue (Holbourn, 1943). Animal, physical, and
finite element models have been used to investigate brain response due to rotational impacts. But three-
dimensional finite element simulations of rotational impacts are rare, and little information on the
distribution of shear stress/strain of the human brain due to rotational impact is available. In this section,
the brain injury model — version 95 was exercised to investigate elastic and viscoelastic responses of the
brain to an impulsive sagittal plane rotation of the head. An angular acceleration pulse taken from Abel’s
monkey test data (1978) was scaled to provide input for the human brain. The scaling method used
maintained an approximately equal shear strain level in the brain and equal displacement of the head.

FIGURE 7.16 Human head — A-pillar impact.

TABLE 7.7 Peak Impact Force, Peak Head Acceleration at C.G. and HIC

Padded  Unpadded

 Impact Velocity (mph) / (m/s)
Impact 

Force (N)
Acceleration 
at C.G. (G) HIC

Impact 
Force (N)

Acceleration 
at C.G. (G) HIC

(15) / (6.706) 6,000 175 766 6,900 210 920
(20) / (8.94) 8,350 260 1819 9,500 290 1947
(25) / (11.18) 9,520 295 2670 12,000 375 3509
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FIGURE 7.17   Head acceleration in three different impact speeds for padded impacts.

FIGURE 7.18 Impact force in three different impact speeds for padded impacts.
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FIGURE 7.19 Head acceleration in three impact speeds for unpadded impacts.

FIGURE 7.20 Impact force in three impact speeds for unpadded impacts
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Responses of the brain to impulsive sagittal rotational accelerations were obtained. The influence of the
brain material properties on model response was also investigated.

In Fig. 7.21, curve A is the exponential relaxation function from Shuck and Advani’s test data (1972),
while curve B is based on our curve fitting for white matter with β = 700 s-1. curve C, used as the upper
bound of the relaxation function, is for β = 70 s-1; curve D is taken from Khalil and Viano (1977); and
curve E is from DiMasi et al (1991).

The deduced viscoelastic moduli from curve A were used to make a baseline run. In addition, five
more runs were performed with different brain material parameters to study the influence of brain
material properties on model response. In case B-70 β was changed to 70 s-1 from the baseline value to
get results for the upper bound. Case SG50 assumed a 50% higher shear modulus for the white matter
than that of the gray matter with β = 700 s-1. Case SG50-B70 was the upper-bounds case for case SG50
with β = 70 s-1. Case E-MAX was the elastic analysis assuming the shear modulus of G0 used for the
baseline. Case E-MIN was the elastic analysis assuming the shear modulus of G∞ used for the baseline.
The material properties used in this study are listed in Table 7.8.

To extrapolate impact test results obtained from animals to humans, a scaling relationship must be
established. Ommaya et al. (1967) applied Holbourn’s scaling law

Θ1 = Θ2(Μ2/Μ1)2/3 (7.7)

where Θ = angular acceleration, M = brain mass, to predict a concussion threshold for man from monkey
test data. Margulies et al. (1985) also used this scaling law in their physical model tests. This kind of
scaling is not complete. For dynamic problems, scaling of time should also be considered.

FIGURE 7.21 Shear relaxation functions for the brain.
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If the brain is idealized as a sphere with a radius R, it can be shown that to have the same stress level
in two different sizes of the brain, the scaling for rotational acceleration is

Θ1/Θ2 = (R2/R1)2 = (M2/M1)2/3 (7.8)

Time scaling is established by the requirement of having the same rotational displacement.

t1/t2 = R1/R2 = (M1/M2)1/3 (7.9)

In this study, the scaling was done according to the above equations, assuming that R = 68 mm for
the human brain and R = 26 mm for the rhesus monkey brain. The angular acceleration pulse was taken
from Abel et al. (1978). The input angular acceleration impulse scaled from Abel’s tests data is shown in
Fig. 7.22. A peak angular acceleration of 7030 rad/s2 occurred at about 4 ms, and the peak angular
deceleration of 9192 rad/s2 was reached at about 32 ms. These values are well within the common range

TABLE 7.8 Material Properties of the Brain Used for Parametric Study

 G0 (kPa) G_ (kPa) β (s-1)

Base 41 34 7.6 6.3 700
B-70 41 34 7.6 6.3 70
SG50 51 34 9.5 6.3 700
SG50-B70 51 34 9.5 6.3 70
E-MAX G = 41 G = 34    
E-MIN   G=7.6 G=6.3  
 white gray white gray  

FIGURE 7.22 Angular acceleration impulse scaled from Abel’s data.
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of angular acceleration magnitudes sustained by the human head in field accidents. The head was forced
to rotate in the sagittal plane about a lateral +Y-axis (right to left). The maximum angular displacement
was about 60° (same as that in the tests).

Figure 7.23 shows the kinetic energy (curve A) and strain energy (curve D) imparted to the brain due
to a sagittal rotational impact. The kinetic energy followed the angular velocity of the head but the strain
energy was not released right away after the impact. 

Figures 7.24 and 7.25 show the shear stresses and strains developed in the genu of the corpus callosum.
The peak shear stress was 8.81 kPa and the corresponding peak shear strain was 0.289 for the baseline
case. Note that the stress-time histories are not of the same shape as those for strain because of viscoelas-
ticity. The first peak shear stress occurred at about 4 ms for curve A in Fig. 7.28, while the first peak
shear strain occurred at about 7 to 8 ms for curve A in Fig. 7.25.

When β = 70 s-1, the peak shear stress increased to 18.5 kPa and the corresponding peak shear strain
decreased to 0.256. Similar changes were seen from case SG50 to case SG50-B70, the peak shear stress
increased from 10.6 kPa to 21.8 kPa and the corresponding peak shear strain decreased from 0.281 to
0.242. Therefore, the decay factor has a great influence over the magnitude of the peak shear stress, and
less influence over the magnitude of the peak shear strain. Note that changes in the decay factor do not
change the shear deformation pattern.

When the shear modulus for the white matter was changed from about 20% higher than that of the
gray matter to 50% higher, the peak shear stress increased from 8.81 kPa to 10.6 kPa, and the corre-
sponding peak shear strain decreased from 0.289 to 0.281, which was not significant.

The results of the elastic analysis case E-MAX, using the shear modulus of G0 for the baseline case,
formed the upper bounds for the peak shear stresses and lower bounds for the peak shear strains. The

FIGURE 7. 23 Energies imparted to the brain due to rotations.
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results of case E-MIN, using the shear modulus of G∞ for the baseline case, formed the lower bounds
for the peak shear stresses and upper bounds for the peak shear strains. The responses of the viscoelastic
cases were basically located within the corridor formed by case E-MAX and case E-MIN. Curve E for
case SG50-B70 was not covered by the corridor because the shear modulus of the brain for case SG50-
B70 was beyond the range of the elastic shear modulus used. The results of the elastic and viscoelastic
analyses showed a similar trend. However, the peak time for viscoelastic analysis was ahead of that for
elastic analysis. If we are only interested in a limit analysis, the elastic analysis can provide a reasonable
estimate of the shear response of the brain if the range of the shear moduli for the brain are known.

Shown in Fig. 7.26 are the axial strains of the central bridging veins which sustained the highest stretch
in the sagittal rotational impact. The material properties of the brain showed influence over the stretch
of the parasagittal bridging veins. The central bridging vein experienced a strain of 0.383 for the baseline
case. When β = 70 s-1, the axial strain decreased from 0.383 to 0.33 for case B70, and from 0.376 for
case SG50 to 0.32 for case SG50-B70. The difference between case SG-BASE and case SG50 was not
significant. The elastic cases also formed upper bound of 0.43 (case E-MIN) and lower bounds of 0.32
(case E-MAX). The results showed that when higher shear moduli were used for the brain, the axial
strains of the bridging veins decreased.

Shown in Fig. 7.27 are the axial strains of the parasagittal bridging veins due to sagittal rotation (case
BASE). The backward-facing bridging veins of the frontopolar (A), the anterior frontal (B), and the
middle frontal (C) were in tension during the deceleration phase, while the forward-facing bridging veins
from the posterior frontal (D) to the occipital (J) were under higher tensile strains during the acceleration
phase. These results indicated that the bridging veins would rupture during the acceleration phase. In
particular, the posterior frontal to the occipital veins would be at a higher risk of rupture. These results

FIGURE 7.24 Shear stresses in the genu due to rotations.
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are consistent with the findings in the animal tests by Abel et al. (1978) in which subdural hematomas
originating in the parasagittal bridging veins were found in 16 out of the 40 experiments. However, these
results also tend to support Lee and Haut’s (1989) arguments that subdural hematoma in the animal
tests by Gennarelli and Thibault (1982) could have occurred during the acceleration phase.

Shear stress contours in a parasagittal section at 32 ms are shown in Fig. 7.28. There were some
variations with different material properties of the brain used in the model. However, the shear stress
distribution patterns were virtually the same. They predicted roughly the same locations with high shear
stresses, and so major injury sites and injury types could be predicted by the model with the material
properties used. High shear stresses occurring in the genu of the corpus callosum, midbrain, thalamus,
and brainstem predicted a higher risk of DAI in these areas. Shear stress contours in a coronal section
through the level of the anterior commissure at 32 ms are shown in Fig. 7.29. High shear stresses in the
corpus callosum, septum pellucidum, and the inferior horns of the lateral ventricles can be observed.
Shear stress contours in the coronal section through the thalamus and brainstem revealed high shear
stresses in the midbrain, cerebral peduncle, and hippocampus (Fig. 7.30).

7.6 Conclusions

Human head finite element models have been developed to study the biomechanical response of the head
in direct and indirect impacts. The models have been partially validated against available cadaveric
experimental data in terms of head impact force, intracranial pressures, and head acceleration at the
center of gravity. Further model validations in a wide range of different loading conditions need more
test data to further assure model accuracy. 

FIGURE 7.25 Shear strains in the genu due to rotations.
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The material properties of the head tissue are very important model parameters and affect model
response greatly. Since consistent information about material properties of the brain is not well estab-
lished, more research effort is needed to measure the material property of the brain.

Anatomical details such as the layered skull, membranes, CSF, bridging veins, white matter, gray matter,
and ventricles are important in studying the injury mechanisms of the human head. Hence, these
components should be included in the model.

It has been demonstrated that the injury site and injury severity can be predicted from the computed
skull and brain stresses and strains. From a mechanical point of view, skull von Mises stress and tensile
strain, intracranial pressures, brain shear, and principal strains can be used as indicators for skull fracture,
coup-contrecoup injury, and DAI. However, it should be emphasized that the model results shown are
preliminary and are only valid for the cases investigated where the model responses were compared with
experimental data. 

Impact injury severity vs. impact locations, impactor mass, and impactor velocity can be found from
a parametric study in direct impact. In the rotational impact simulation, the model confirmed the
hypothesis that intracranial strains are likely to be responsible for DAI since rotational acceleration
induces larger shear and principal strains in the brain than direct impact. 

A new scaling method, based on the equal stress and displacement requirement, was introduced to
scale animal data to the human. The scaling method used to convert test data from living animals and
other surrogates to the human appears promising, and finite element models may be useful in the
establishment of human tolerance to head impact.

FIGURE 7.26 Stretch of the central bridging veins due to rotations.
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FIGURE 7.27 Stretch of the bridging veins due to sagittal rotation.

FIGURE 7.28 Shear stress contours at 32 ms due to sagittal rotation: parasagittal section, case BASE.
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