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Preface

It is our prime intention to cover the topics of this series as comprehensively as possible.
Thus, we are very pleased to introduce this volume focussing on organ specific strategies of
drug targeting.

About hundred years ago Paul Ehrlich put forward his theory of “the magic bullet” as an
approach to tame disease. Scientists have ever since worked on the principle of drug target-
ing based on this idea of specifically delivering drugs to diseased cells. Especially nowadays
that by high-throughput screening and molecular modelling techniques highly potent drugs
are being developed that interfere with general (signal transduction) processes in cells in the
body, the need for their application by a drug targeting approach has almost become in-
evitable.

Progress in the field of drug targeting has been slow till thirty years ago. With the advent
of the monoclonal antibody technology in the mid seventies of the last century as well as the
development of liposomal devices as carriers did the drug targeting field expand and did the
clinical application become a feasible aim.

Monoclonal antibodies, liposomes, polymers, proteins, and many other entities have ever
since seen the light as carrier molecules. And, as with most technological developments, they
have all encountered a vast array of difficulties, ranging from problems in the synthesis of the
carriers and drug conjugates to unfavorable pharmacokinetics and toxicity. Furthermore,
lack of knowledge on the anatomical and physiological barriers in the body hampered appli-
cation. However, many problems have been solved, not in the least due to the advent of re-
combinant DNA technology to construct better defined carriers that can be produced in
large amounts, and advanced pharmaceutical formulation technology. Similarly, the rapid de-
velopments in molecular biology, cell biology and immunology led to a better understanding
of the processes taking place in vivo upon administration of carriers and conjugates. Impor-
tant conclusion is that drug targeting has become a multidisciplinary research area.

What has been achieved until now? In the year 2001, several liposome and antibody based
strategies have been or will soon be approved for clinical application, some for the treatment
of cancer, some for the treatment of bacterial infections, some for chronic inflammatory dis-
eases. Furthermore many monoclonal antibodies without a drug or pharmacologically active
molecule attached are in the clinic. Their intrinsic targeting and effector function is obvious-
ly sufficient for the pharmacological effect.

Only a few polymer or protein based drug targeting strategies have reached the clinic and
an important question in the coming years will be whether these strategies eventually will
reach it.All will depend on their effectiveness and improved toxicity profiles as compared to
free drug only and the ease of their production at large scale.

The present volume is in several respects unique. It provides a map of the body from the
viewpoint of drug targeting/drug delivery. Potentials and limitations of targeting strategies
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are discussed in the light of organ related diseases for each organ separately. Furthermore,
novel technologies are described that may be useful in the future to allow an even better
product to be developed that can be clinically exploited at a more rapid pace.

The series editors are grateful to the contributors to this volume, in particular Grietje
Molema and Dirk K. F. Meijer, as well as Wiley-VCH publishers, for the fruitful collaboration
and the straightforward realization of this project.

January 2001 Raimund Mannhold, Düsseldorf
Hugo Kubinyi, Ludwigshafen
Henk Timmerman, Amsterdam
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Foreword

It was in the mid-1970s I think, just a few years after Brenda Ryman and I introduced lipo-
somes as a drug delivery system, when a well meaning colleague af mine advised me not to
put all my eggs in one basket.The eggs were liposomes and the basket my career.At the same
time there were all sorts of prophecies and rumours from a variety of quarters about liposo-
mal stability problems, expense, toxicity, difficulties with large scale manufacture, etc. Some
went as far as to dismiss the system as a flash in the pan phenomenon. Indeed, the yellow
brick road to the  magic bullet is littered with systems that once made the headlines and then
fell by the wayside. So, such comments on liposomes, and later on on antibodies, were not sur-
prising. I believe that what made many of us persevere throughout the decades in developing
drug carrier systems such as liposomes, and associated technologies was the realization that,
for the foreseeable future at least, molecular modelling is not the answer to drug selectivity
for most therapeutics. The vagaries of the biological milieu in vivo ensures that optimal drug
action (seen in the test tube) is compromised by such factors as opsonins and proteolytic en-
zymes in the bloodstream, membrane barriers, loss through the kidneys, and premature in-
terception of therapeutics by the reticuloendothelial system. In the case of liposomes, mono-
clonal antibodies and some polymers, carrier development was greatly facilitated by their
structural versatility which enabled the design of advanced versions of unique sophistication.

The first generation of liposome-based systems approved for clinical use are believed to
function on the basis of their passive uptake by the target tissues (e.g. the AmBisome and the
virosome vaccine Hepaxal) or by avoiding certain tissues (e.g. heart, kidneys) that are prone
to damage by the drug when given as such (e.g. Doxil, Daunoxome). The next challenge is to
create or build on the systems that can be actively targeted to specific tissues or circulation
cells for which systems such as liposomes have little or no affinity. They include a variety of
molecules with genuine targeting properties, for instance (neo-) glycoproteins, monoclonal
antibodies and fragments thereof, applied either as a means to deliver drugs attached to these
biopolymers, or as homing devices when attached to the surface of other drug delivery sys-
tems, for instance liposomes and other particle-type carriers. Success to that end will greatly
enlarge the spectrum of therapeutics that can be selectively delivered, and widen the range
of applications.

In this respect, Grietje Molema, Dirk K. F. Meijer and a team of drug delivery experts have
taken an important step with the present book. Unlike previous volumes, this one is not de-
voted exclusively to liposome or antibody technologies. Rather, the book deals with organ-
specific drug targeting strategies developed for the treatment of a wide spectrum of diseases
and includes a collection of novel techniques applied to drug targeting research. Thus, the
book provides a blueprint for both the experienced and the semi-experienced reader inter-
ested in drug targeting and related optimization strategies.

London, 2001 Gregory Gregoriadis
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blood-brain barrier 23, 26
blood-cerebrospinal fluid barrier 26
blood coagulation, targeted induction of

247
brain 23
– brain uptake index 31
– architecture 26
– CNS diseases 23pp
– drug targeting to 34pp
– pharmacologic drug delivery strategies

40
– physical drug delivery strategies 36
– in vitro models 34
– in vivo models 31
– receptor mediated uptake systems 29
– transport systems 28

Drug Targeting Organ-Specific Strategies. Edited by G. Molema, D. K. F. Meijer
Copyright © 2001 Wiley-VCH Verlag GmbH

ISBNs: 3-527-29989-0 (Hardcover); 3-527-60006-X (Electronic)



c
cancer, see tumor
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– lipoproteins
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1 Drug Targeting: Basic Concepts and Novel
Advances

Grietje Molema

1.1 Introduction

Since the early 1960s, many scientists have dedicated their research to the development of
drug targeting strategies for the treatment of disease. In general, the aim of targeted thera-
pies is to increase the efficacy and reduce the toxicity of drugs. The behaviour of the carrier
molecules largely determines the pharmacokinetics and cellular distribution of the drug. Fur-
thermore, selective delivery into the target tissue may allow a higher drug concentration at or
in the target cells or even in specific compartments of the target cells. As a result, drug effi-
cacy can be enhanced.

Whereas the majority of strategies studied so far have incorporated cytotoxic drugs for the
treatment of cancer, it is believed that novel pharmacologically active substances will become
more and more subject to study in the coming years. With the advent of molecular biological
techniques, molecular mechanisms of disease become unravelled at an almost uncontrollable
pace. As a result, new chemical entities (NCE) are generated that in principle can exert po-
tent effects on disease processes but have a deficient distribution to the areas of disease. In
addition, they can be highly toxic upon gaining access to healthy tissue.The chemical charac-
teristics of NCEs may be such, that access to the site of action, in particular intracellular tar-
get enzyme systems, is minimal. By attaching an NCE to a carrier molecule, its whole body
and cellular disposition can be considerably manipulated. Similarly, therapeutic macromole-
cules, gene transcription/translation modulating agents such as antisense oligonucleotides
and genes themselves will progressively gain territory in the field of drug development. For
these treatment modalities to become major successes, the delivery and/or targeting of these
compounds will be an essential component [1].

The aim of this chapter is to introduce the basic principles of drug targeting as they have
evolved over previous decades. The most important chemical features and biological behav-
ioural characteristics of the carrier molecules exploited for drug targeting purposes will be
addressed. Novel advances in the understanding of cellular routing of naturally-occurring en-
tities such as viruses have in recent years been applied for cellular delivery purposes. Fur-
thermore, a selection of drug targeting preparations that are either in the stage of clinical
testing or have been approved for application in the clinic is discussed. As the basis of drug
development lies in the understanding of the molecular basis of diseases, selective interfer-
ence with regulatory processes in health and disease by drug targeting will become a power-
ful technology. Drug targeting can, in this respect, serve both as a therapeutic approach and
as a research tool in unravelling the functions of these processes in normal physiology and
under pathophysiological conditions.
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1.2 Carriers used in Drug Targeting

Drug delivery and drug targeting research is blooming in a quantitative sense, as exemplified
by the increase in research publications in international pharmaceutical and biomedical lit-
erature [1]. In the last three decades many strategies to deliver drugs in a controlled fashion
have been developed. The aim of this section is to give a brief introduction on drug carriers
employed in targeting strategies. For in-depth reviews on these subjects, the reader is re-
ferred to various (special) issues of journals such as Advanced Drug Delivery Reviews, the
Journal of Controlled Release and the Journal of Drug Targeting.

The choice of carrier system to be used in drug targeting strategies depends on which tar-
get cells should be reached and what drug needs to be delivered. Carriers can be divided into
particle type, soluble and cellular carriers. Particle type carriers include liposomes, lipid par-
ticles (low and high density lipoproteins, LDL and HDL respectively), microspheres and
nanoparticles, and polymeric micelles. Soluble carriers consist of monoclonal antibodies and
fragments thereof, modified plasma proteins, peptides, polysaccharides, and biodegradable
carriers consisting of polymers of various chemical composition. For the site selective ex-
pression of genes, vectors such as liposomes, whole cells and viruses are widely exploited
nowadays. With the advancement of chemical and recombinant DNA technology, combina-
tions of strategies (e.g. antibody-targeted liposomes, or bispecific antibody-mediated cross
linking of viral vectors and target cells) are now also under investigation.

1.2.1 Liposomes

Liposomes are small vesicles composed of unilamellar or multilamellar phospholipid bilay-
ers surrounding one or several aqueous compartments. Charge, lipid composition and size
(ranging from 20 to 10 000 nm) of liposomes can be varied and these variations strongly af-
fect their behaviour in vivo. Many liposome formulations are rapidly taken up by
macrophages.They are exploited either for macrophage-specific delivery of drugs or for pas-
sive drug targeting, allowing slow release of the drug over time from these cells into the gen-
eral circulation. Cationic liposomes and lipoplexes have been extensively investigated for
their application in non-viral vector mediated gene therapy.

The use of molecules such as polyethylene glycol (PEG) to prevent liposome recognition
by phagocytic cells led to the development of so called ‘stealth’ liposomes with longer circu-
lation times and increased distribution to peripheral tissues in the body [2]. Furthermore, a
targeting device or homing ligand can be included at the external surface of the liposome in
order to obtain target cell specificity as shown schematically in Figure 1.1. Although lipo-
somes do not easily extravasate from the systemic circulation into the tissues, enhanced vas-
cular permeability during an inflammatory response or pro-angiogenic conditions in tumours
can favour local accumulation. Another approach is the design of target sensitive liposomes
or fusogenic liposomes that become destabilized after binding and/or internalization to/into
the target cells [2,3]. After two decades of development, the in vivo and pharmaceutical be-
haviour of liposomes is now better understood and forms the basis for further development
of liposome-mediated drug targeting strategies for clinical application [4].
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1.2.2 Monoclonal Antibodies and Fragments

The development of monoclonal antibodies by Köhler and Milstein in 1975 paved the way to
antibody therapy for disease [5]. In the last 25 years, the number of pre-clinical and clinical
studies with monoclonal antibodies and derivatives thereof have greatly increased. The ma-
jority of strategies based on antigen recognition by antibodies have been developed for can-
cer therapy. These strategies are mostly aimed at tumour associated antigens being present
on normal cells but overexpressed by tumour cells [6]. More recently, antibodies against oth-
er molecules have been developed for clinical application. Examples are anti-TNFα anti-
bodies for treatment of chronic inflammatory diseases and anti-VEGF (vascular endothelial
growth factor) antibodies which inhibit new blood vessel formation or angiogenesis.

The advent of recombinant DNA technology led to the development of antibodies and
fragments that are tailored for optimal behaviour in vivo [7,8]. Humanized and chimeric an-
tibodies can be constructed to circumvent the human anti-mouse antibody response elicited
by mouse antibody treatment of patients, which severely hampers the application of these
powerful molecules. The treatment of rheumatoid arthritis patients with doses of as high as
10 mg kg–1 cA2 chimeric antibody specific for TNFα [9], emphasizes that at present the pro-
duction and purification methods for these proteins have been optimized to such extent that
clinical studies can be considerably intensified.

1.2 Carriers used in Drug Targeting 3

Figure 1.1. Schematic representation of four major liposome types. Conventional liposomes are either
neutral or negatively charged. Stealth liposomes are sterically stabilized and carry a polymer coating to
obtain a prolonged circulation time in the body. Immunoliposomes are antibody targeted liposomes and
can consist of either conventional or sterically stabilized liposomes. Positive charge on cationic
liposomes can be created in various ways. Reproduced from reference [112] with permission.



1.2.3 Modified (Plasma) Proteins

Modified plasma proteins are attractive carriers for drug targeting as they are soluble mole-
cules with a relatively small molecular weight. They can easily be modified by covalent at-
tachment of peptides [10] (see Figure 1.2), sugars [11,12], and other ligands, as well as drugs
of interest. Particularly in the case of liver cell targeting, quite extensive modifications of pro-
tein backbones such as albumins have been carried out. The carriers and drug–carrier conju-
gates rapidly distribute to either the hepatocytes and/or the non-parenchymal cells, depend-
ing on the net protein charge and hydrophobicity. If the target cells are, however, for exam-
ple tumour cells or vascular endothelial cells in tumours or inflammatory lesions, rapid dis-
tribution to the liver is an undesirable characteristic. As a consequence, only minor modifi-
cations are allowed in the protein backbone [13], which may pose a serious drawback in us-
ing these proteins for non-hepatic drug targeting.

4 1 Drug Targeting: Basic Concepts and Novel Advances

Figure 1.2. A novel strategy in the development of cell-specific carriers consists of the identification of
a stretch of amino acids/peptides within a cytokine molecule that is specific for receptor binding. These
peptides can serve as homing ligands for a macromolecular protein by covalent attachment to the
protein backbone. The resulting carrier can subsequently be conjugated with drug molecules. Besides
delivering the drug at or into the target cells, carrier or conjugate binding to the cytokine receptor may
be able to inhibit or induce activation of signal transduction pathways. Adapted from Beljaars L, thesis
Groningen University (1999) and reference [10].

1.2.4 Soluble Polymers

Soluble synthetic polymers have been widely employed as versatile drug carrier systems.
Polymer chemistry allows the development of tailor made conjugates in which target moi-



eties as well as drugs are introduced into the carrier molecule. In the case of enhanced per-
meability retention in e.g. tumour vasculature [14], the introduction of drugs into the polymer
may suffice.As non-specific adherence to cells is an undesirable property, excessive charge or
hydrophobicity should be avoided in the design of polymeric carriers.

For cancer therapy, the well established N(-2-hydroxypropyl)methacrylamide (HMPA)
polymers have been extensively studied. PK1, a 28-kDa HPMA copolymer containing dox-
orubicin (Figure 1.3) is now in clinical testing [15]. Other drugs that have been incorporated

1.2 Carriers used in Drug Targeting 5

in these polymers are platinates and xanthine oxidase, respectively [16,17]. Furthermore, con-
jugates (so called SMANCS) of the anticancer drug neocarzinostatin (NCS) and styrene-co-
maleic acid/anhydride (SMA) have been developed for therapy of liver cancer (see Table
1.3). New polymers developed in the last few years include the cationic low molecular mass
chitosan polymers for DNA delivery [18] and highly branched, low dispersity dendrimers
consisting of various chemical origins [19]. Kopeček and colleagues furthermore reported on
the application of Fab’ antibody fragments that can copolymerize with HPMA and drug-con-
taining monomers to yield a targetable HPMA copolymer–Mce6 conjugate. In vitro studies
showed that, as a result, the photosensitizer Mce6 was more efficiently internalized by 
OVCAR-3 carcinoma cells than the non-targeted copolymer and hence had greater cytotox-
icity [20].

Figure 1.3. Structure of PK1 (HPMA copolymer doxorubicin), a 28-kDa polymeric carrier–drug
conjugate investigated for its anti-tumour activity in a phase I clinical study. Adapted from reference
[15].
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1.2.5 Lipoproteins

Endogenous lipid particles such as LDL and HDL containing a lipid and apoprotein moiety
can be seen as ‘natural targeted liposomes’. The lipid core can be used to incorporate
lipophilic drugs or lipophilic pro-drugs [21], covalent binding of the drug to the carrier is not
necessary here.The apolipoprotein moiety of these particles can be glycosylated or modified
with other (receptor) targeting ligands. Furthermore, modifications at the level of glycolipid
incorporation can be employed to introduce targeting moieties. As with the liposomes, the
size and charge of the particles determine their behaviour in vivo. Large particles will not
easily pass the endothelial barrier of organs containing blood vessels with a continuous en-
dothelial cell lining.

The majority of the research on the use of LDL and HDL particles has been devoted to
the targeting of drugs to the liver [22]. With respect to hepatocyte targeting, antiviral agents
and anti-malaria drugs are good candidates for being delivered to the site using lactosylated
lipoproteins [23]. Kupffer cells and sinusoidal endothelial cells in the liver can more specifi-
cally be reached using oxidized and acetylated LDL. Uptake of both LDL derivatives takes
place via scavenger receptors [24,25]. To overcome the difficulties in isolation and handling
of the lipoproteins, various artificial supramolecular systems have been developed to mimic
endogenous lipoproteins. Examples of these are lipoprotein-mimicking biovectorized sys-
tems [26] and lipid variants of the nanoparticles described below [27].

1.2.6 Microspheres and Nanoparticles

Microspheres and nanoparticles often consist of biocompatible polymers and belong either
to the soluble or the particle type carriers. Besides the aforementioned HPMA polymeric
backbone, carriers have also been prepared using dextrans, ficoll, sepharose or poly-L-lysine
as the main carrier body. More recently alginate nanoparticles have been described for the
targeting of antisense oligonucleotides [28]. As with other polymeric carrier systems, the
backbone can be modified with e.g. sugar molecules or antibody fragments to introduce cel-
lular specificity.

Nanoparticles are smaller (0.2–0.5 µm) than microspheres (30–200 µm) and may have a
smaller drug loading capacity than the soluble polymers. Formulation of drugs into the
nanoparticles can occur at the surface of the particles and at the inner core, depending on the
physicochemical characteristics of the drug. The site of drug incorporation significantly af-
fects its release rate from the particle [29]. After systemic administration they quickly dis-
tribute to and subsequently become internalized by the cells of the phagocytic system. Even
coating of these carriers with PEG does not completely divert them from distribution to the
phagocytes in liver and spleen. Consequently, intracellular infections in Kupffer cells and
other macrophages are considered a useful target for these systems.

Besides parenteral application of microspheres and nanoparticles for cell selective deliv-
ery of drugs, they have more recently been studied for their application in oral delivery of
peptides and peptidomimetics [30]. Immunological tolerance induction against beta-lac-
toglobulin could be achieved by application of this protein in a poly-lactic-glycolide micros-
phere formulation [31].
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1.2.7 Polymeric Micelles

Polymeric micelles are characterized by a core-shell structure [32]. They have a di-block
structure with a hydrophilic shell and a hydrophobic core. The hydrophobic core generally
consists of a biodegradable polymer that serves as a reservoir for an insoluble drug. Non- or
poorly biodegradable polymers can be used, as long as they are not toxic to cells and can be
renally secreted. If a water-soluble polymeric core is used, it is rendered hydrophobic by
chemical conjugation with a hydrophobic drug. The viscosity of the micellar core may influ-
ence the physical stability of the micelles as well as drug release. The biodistribution of the
micelle is mainly dictated by the nature of the shell which is also responsible for micelle sta-
bilization and interactions with plasma proteins and cell membranes. The micelles can con-
tain functional groups at their surface for conjugation with a targeting moiety [32].

Polymeric micelles are mostly small (10–100 nm) in size and drugs can be incorporated by
chemical conjugation or physical entrapment. For efficient delivery activity, they should
maintain their integrity for a sufficient amount of time after injection into the body. Most of
the experience with polymeric micelles has been obtained in the field of passive targeting of
anticancer drugs to tumours [33]. Attachment of antibodies or sugars, or introduction of a
polymer sensitive to variation in temperature or pH has also been studied [32].

1.2.8 Cellular Carriers

Cellular carriers may have the advantage of their natural biocompatibility. However, they
will encounter endothelial barriers and can rather easily invoke an immunological response.
Most of the approaches on cellular carriers have been applied to the field of cancer therapy.
Antigen specific cytotoxic T lymphocytes have been studied as vehicles to deliver immuno-
toxins to cancer cells in vivo. To achieve this, a CD8 positive T-cell line that specifically rec-
ognized a murine leukaemia cell line was transfected with a retroviral vector encoding a
truncated diphtheria-toxin molecule/IL-4 fusion protein. Intravenous injection of these
transfected cells led to significant tumour growth inhibition without concomitant renal and
hepatic toxicity common to this class of immunotoxins [34]. Whereas in this particular study
the intrinsic capacity of T cells to home to tumour tissue was exploited,Wiedle et al. attached
a homing device to a lymphoid cell line to improve homing ability [35]. By transfection of the
lymphoid cells with a chimeric adhesion molecule consisting of the CD31 transmembrane
domain and the disintegrin kristin, the lymphocytes specifically homed to αvβ3 expressing
pro-angiogenic tumour endothelium.

The identification of endothelial progenitor cells in peripheral blood [36], has led to the
hypothesis that these cells may in the future be exploited as drug carriers. It has been shown
that in diseases in which angiogenesis and/or vasculogenesis plays an important role, these
progenitors represent a pool of cells that seed at the site of neovascularization [37]. In theo-
ry, one can isolate the progenitors from the peripheral blood and transfect them ex vivo with
genes encoding e.g. anti-angiogenic proteins. Subsequent intravenous or local re-injection of
the cells into the patient may lead to seeding of the transfected cells at the diseased site and
hence, local delivery of the therapeutic protein of interest [38].

1.2 Carriers used in Drug Targeting 7



1.3 Intracellular Routing of Drug–Carrier Complex

Targeting of therapeutics, whether they are chemical entities, peptides, proteins or nucleic
acid polymeric substances, relies on the release of the drug from the carrier and subsequent
access to the molecular target. Advances in the understanding of membrane structure, func-
tions and properties of the various cellular organelles is the basis for directing the pharma-
cologically active components to the correct cellular compartments [39].

1.3.1 Passive Versus Active Drug Targeting

In drug targeting, two types of strategies can be distinguished: passive targeting and active
targeting. In the case of passive targeting, the carrier–drug complex is often delivered to
macrophages and other cells of the monocyte-phagocytic system.This leads to gradual degra-
dation of the carrier and (slow) release of the liberated drug from the cells either into the
blood circulation or into the tissue environment. By size exclusion, extravasation of the car-
rier–drug complex can be limited, thereby preventing the drug from being distributed to non-
target sites.As a consequence, toxicity can be reduced.Active targeting should lead to a high-
er therapeutic concentration of the drug at the site of action.This can be accomplished by cell
specific delivery of the drug. In the ideal case, the dose of the drug can be reduced and side-
effects can be diminished. The majority, if not all, active drug targeting strategies exploit re-
ceptor-based drug targeting principles, in which receptor-specific ligands attached to the car-
rier–drug complex or directly to the drug itself deliver the drug to the target cell of choice.
Depending on the subsequent routing of the receptor complex, the drug will arrive in a spe-
cific compartment in the target cell.

1.3.2 Lysosomes as a Cellular Target Compartment

Ligands that are taken up via endocytosis or phagocytosis, are often transferred to lysosomes
for degradation. Many drug targeting strategies exploit the decrease in pH and/or the pres-
ence of lysosomal enzymes for drug release from the carrier molecules (see Chapter 11 for a
detailed discussion of acid and enzyme sensitive drug-carrier linkers). Only in the case of
lysosomal infections and some metabolic disorders is the lysosome a relevant target com-
partment. Furthermore, lysosomal routing provides a pathway for presentation of peptides in
major histocompatibility complexes (MHC) class I or II in macrophages or other antigen
presenting cells.

In most other cases, the lysosomes are a transit compartment en route to the cytoplasm. In
case the targeted agent is lysosomally unstable (e.g. DNA) this compartment should be
avoided.
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1.3.3 Cytoplasmic Delivery

The majority of drugs exert their action in the cytoplasm of the cell where their target en-
zymes are located. Consequently, they need to pass from one of the compartments of the en-
docytotic pathway into the cytoplasm. The endosomal and lysosomal membranes can be
destabilized using fusogenic peptides derived from viruses, cyclodextrins and polyethyl-
eneimine [39]. pH-sensitive liposomes or polymers become fusion competent at the acidic
pH of the endosomes and subsequently release their contents into the cytoplasm. Particular-
ly for the delivery of DNA into cells, this approach seems appropriate and quite successful
[40]. Bacterial components such as listeriolysin O and alpha-haemolysin can form pores in
phagosomal or plasma membranes [39]. It remains, however, to be established whether these
components can be exploited for directing drug-targeting preparations in vivo to specific cel-
lular compartments.

Schwarze et al. reported on the development of a recombinant fusion protein consisting of
the protein transduction domain of HIV-derived TAT and the 120-kDa β-galactosidase. The
TAT protein was able to deliver the large molecular weight protein to the interior of the cells
in vitro. Interestingly, the enzymatic activity of intracellularly delivered β-galactosidase
peaked about 2 h later than did the intracellular concentration. This likely reflects a slow
posttransduction refolding of the protein by intracellular chaperones. Intraperitoneal injec-
tion of the fusion protein in mice resulted in delivery of the biologically active fusion protein
to all tissues, including the brain [41]. Similarly, the Herpes simplex virus tegument protein
VP22 is able to deliver proteins into the cytoplasm of cells [42]. Both approaches may prove
useful to enhance the delivery of e.g. enzymes for pro-drug protocols.

1.3.4 Nuclear Targeting

The three major obstacles to DNA accessibility in the nucleus of the target cells are low up-
take across the plasma membrane, inadequate release of DNA with limited stability, and lack
of nuclear targeting. Delivery systems of the future need to fully accommodate all steps in the
internalization and targeting routing in order to effectively guide the DNA into the nucleus.
Due to space limitations, a complete overview of recent advances in this field will not be pro-
vided. For more in-depth reading, the reader is referred to a recent concise review by Luo
and Saltzman on novel strategies to accomplish optimal gene delivery [43].

In short, increased targeting and uptake of DNA by the cell using better delivery systems
is the basis for overcoming the plasma membrane hurdle. Increased stability of the DNA
once inside the cell can be achieved by chloroquine or branched cationic polymers which fa-
cilitate the early release of the DNA from the endosomal pathway. Furthermore, bacterial
subunits and adenoviral capsids are capable of bypassing the endosomes, although it should
be realized that these approaches may be significantly hampered by inherent toxicity and/or
immunogenicity. Stabilization of the DNA in the ‘hostile’ environment of the cytosol can be
achieved using PEG, PEG-poly-l-lysine block copolymers and others [43]. Intermediate sta-
bility of DNA/delivery system interactions is most likely the prerequisite to achieve optimal
liberation of DNA molecules once they have become available within the cytoplasm. To
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overcome the final obstacle, finding the nucleus, application of knowledge of viral infection
processes have led to the application of viral nuclear localization signals. Furthermore, the
aforementioned viral tegument protein VP22 also localizes in the nuclear compartment. In
the early stages of cell mitosis, VP22 translocates into the nucleus, binds to the condensing
chromatin and remains bound [44]. It will be interesting to see whether these principles of
nuclear targeting can be exploited for the targeted delivery of DNA to the cell type of choice.

By assembling polypeptides that can code for all the necessary cellular transport tasks on
a scaffold, Sheldon and colleagues developed so-called ‘loligomers’, branched squid-like pep-
tides that can self-localize in the cytoplasm or nucleus [45]. In vitro application revealed good
transfection properties of one of the nuclear localizing loligomers [46]. Its potential for ap-
plication in drug targeting, i.e. the ability to combine cell specificity of DNA delivery with
loligomer-orchestrated intracellular routing capacity, needs to be established.

1.3.5 Mitochondrial Targeting

Mitochondria are the ATP suppliers of the cells and have an important role in modulating in-
tracellular calcium levels and cellular apoptosis. The mitochondrial respiratory chain is fur-
thermore an important supplier of damaging free radicals. Evidence increases that mito-
chondria are heavily involved in numerous diseases and therefore they may become impor-
tant targets for the development of new drugs and therapies [47].

Both the large membrane potential across the inner membrane and the protein import
machinery of the mitochondria may be exploited for selectively delivering drugs to this cel-
lular organelle. Lipophilic cations in particular, have been studied for mitochondrial target-
ing purposes based on their mitochondrial accumulation potential. Using triphenylphospho-
nium as a carrier, Smith et al. were able to selectively deliver antioxidant activity into the mi-
tochondrial compartment of cells [48]. Similar to proteins that require nuclear localization
sequences for homing to this compartment, cellular proteins that need to be targeted to mi-
tochondria require mitochondrial localization sequences [49]. Fusion of these signal se-
quences with (model) proteins of interest redirects the proteins into the mitochondrial com-
partments. Whether these intracellular targeting entities can be combined with other target-
ing entities that specifically direct them into the desired cell type in the body, is however
questionable. One option may be to package the mitochondrial targeting system in immuno-
liposomes that provide the cell specificity [47], but further research is awaited to provide in-
sight into the potential and limitations of this approach.

1.4 Drug Targeting Strategies in the Clinic

Most of the drug delivery systems that have been studied for clinical application are capable
of rate- and/or time-controlled drug release.The therapeutic advantages in these approaches
lie in the in vivo predictability of release rate, minimized peak plasma levels, predictable and
extended duration of action and reduced inconvenience of frequent re-dosing and hence, im-
proved patient compliance [1].
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With the development of more advanced drugs such as therapeutic proteins, antisense
molecules and genes, not only controllable release, but also controllable delivery in the tar-
get cells becomes desirable. As a consequence, targeting modalities need to be incorporated
into the vehicles. Although drugs and drug formulation based on proteins were first consid-
ered unfeasible, nowadays practice has proven this not to be the case. Since 1994, on average
more than seven FDA approvals per year have been issued for protein-based therapies. It is
furthermore believed that the increasing yield of protein molecules produced by recombi-
nant techniques will boost application of protein drugs in the near future [50].

In recent years, various reviews have been published in which the current status of lipo-
some [2] and antibody [6] based drug targeting strategies have been summarized. Similarly,
the current status of gene therapy in both pre-clinical and clinical settings have been recent-
ly reviewed [51,52].Without trying to be complete, the next sections will give an overview on
recently published studies with drug targeting formulations in a clinical setting.

1.4.1 Liposome Based Therapies in the Clinic

Several liposomal formulations are either under investigation in phase I/II/III clinical trials
or have been approved by the US Food and Drug Administration or cleared for empiric ther-
apy (see also Chapter 8 for FDA approved formulations in cancer therapy). They are in use
for the treatment of cancer or fungal infections and, consisting of non-targeted liposomes,
aim at slow release of the encapsulated drugs over a prolonged period of time to circumvent
dose-limiting (cardiac) toxicity. Recently reported clinical studies with liposome formula-
tions are summarized in Table 1.1. The reader is also referred to references [4] and [53] for a
more detailed description of these liposome-based therapeutic strategies.

The general outcome of these studies was that the liposomal drugs were well tolerated and
exerted a clinical effect, although larger studies need to be carried out to demonstrate the ex-
tent of the effects. Furthermore, in the various studies of liposome-incorporated drugs, it was
observed that cardiotoxicity was either absent or only limited, in contrast to studies with non-
liposomally formulated drugs.

1.4.2 Monoclonal Antibody Therapies in the Clinic

Clinical studies on cancer therapy with antibodies have been elegantly summarized by Farah
et al. [6] and more recently by Glennie and Johnson [54]. The majority of antibody-based
therapies in the clinic have exploited the activity of the antibody per se. In the therapy of can-
cer, the highest response rates have been observed in patients with haematological malig-
nancies that are easily accessible to antibodies. In recent years, numerous clinical studies with
antibodies directed against the B cell non-Hodgkin lymphoma-associated epitope CD20
(Rituximab, Rituxan) and the breast carcinoma antigen Her-2 (also known as neu or erbB2)
have been carried out. The mechanisms of action of these antibodies are believed to consist
of complement-mediated lysis, antibody-dependent cellular cytotoxicity by macrophages and
natural killer cells, and signal transduction leading to apoptosis or growth arrest [55]. Novel
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Table 1.1. Overview of some recently reported clinical studies on the application of liposome-based drug formulations.

Liposome Drug Disease Clinical Remarks Reference
formulation incorporated responsea

DaunoXomeb Daunorubicin Acute leukaemia 2/23 CR [59]
Heptocellular 2/12 SD [60]
carcinoma
Recurrent progressive 2/14 CR [61]
brain tumours in 3/14 PR
children 2/14 SD

Caelyxc Doxorubicin Hormone refractory 3/15 OR Severe [62]
prostate cancer 2/15 SD mucocutaneous 

toxicities 
Advanced/metastatic 3/25 PR Highest dose to [63]
soft tissue sarcoma 2/25 MR treat not yet 

17/25 SD reached 
Non-small-cell lung 3/15 CR Combination [64]
cancer with fractionated 
Squamous cell head 11/15 CR radio therapy 
and neck cancer Tumour 

microvessel 
density 
correlated with 
degree of Caelyx 
accumulation

TLC D-99d Doxorubicin Kaposi’s sarcoma 6/40 PR Dose dependent [65]
26/40 SD response and 

toxicity
Metastatic breast 10/41 OR Combination with [66]
cancer cyclophosphamide

and fluorouracil 

AmBisome Amphotericin B Renal Tx recipients 4/4 treated [67]
with viscer. Leishm.e successfully
Heart surgery with C. 1/1 treated [68]
tropicalis successfully
endocardititis
Bone marrow Tx or Polyprophy- [69]
chemotherapy lactic treatment
patients with fungal did not reduce 
infections fungal infections 

or requirement
for systemic
therapy

TLC C-35 Prostaglandin E1 Acute respiratory 348 patients [70]
distress syndrome evaluated: no 

difference in 
number of days
to discontinuation 
of ventilation to 
placebo group; 
mortality not diffe-
rent to placebo

a Number of patients responding/total number of evaluable patients. CR, complete remission/response; PR, partial
response; MR, minor response; OR, objective response; SD, stable disease.

b Daunorubicin citrate liposome injection formula.
c Also known as Doxil; PEG-coated liposome formulation with doxorubicin.
d Phosphatidylcholine/cholesterol liposomal formulation with doxorubicin.
e Tx, transplantation; visc. Leishm., visceral Leishmaniasis



advances in this field are the development of antibodies against angiogenesis-associated fac-
tors and receptors such as VEGF and integrin αvβ3 [56,57]. Furthermore, antibodies direct-
ed against the CD3 molecule on T lymphocytes, a treatment developed for prevention of or-
gan rejection, are now under investigation for their immunomodulatory effects in cancer pa-
tients [58].

Whereas initially the focus on antibody-based therapies was on cancer, anti-TNFα anti-
bodies in particular have recently proven powerful in the therapy of chronic inflammatory
diseases such as inflammatory bowel disease and rheumatoid arthritis [71]. These antibodies
complex serum TNFα, the clinical benefit to RA patients most likely being the reduction of
pro-inflammatory IL-6 and acute phase protein levels [9].Although they are directed against
soluble proteins and as such will not serve as a drug carrier, they do show that targeted, i.e.
selective, interference with a specific molecule or process can have a powerful effect without
significant concomitant toxicity.

Although in the early 1990s several antibodies were developed that inhibited leuko-
cyte–endothelial cell interaction to prevent e.g. allograft rejection or inflammatory processes
[72], more effort is nowadays put into the development of small molecule antagonists and an-
tisense oligonucleotides for this purpose [73,74]. A selection of more recently reported clini-
cal studies with antibodies is summarized in Table 1.2.

1.4.3 Monoclonal Antibody Based Targeting Strategies in the Clinic

Not only can antibodies by themselves function as targeted effector molecules, they can also
be used as carriers for the selective delivery of drugs, toxins, enzymes, radioisotopes, and ade-
noviral vectors. Most of the strategies have been applied in humans [6,75–77]. Besides these
approaches, cellular cytotoxicity can be redirected towards the tumour cells using bispecific
antibodies that consist of a recognition site for specific cells of the immune system and tu-
mour-associated antigens [78,79]. This strategy circumvents the MHC restriction of antigen
recognition and cellular cytotoxicity. It may therefore be exploited for the therapy of tu-
mours which downregulate the expression of their MHC molecules and thereby avoid the
normal immune response.

In the development of these antibody-based targeting strategies, modifications that have
been applied to improve the efficacy of the therapy include the use of chimerized or human-
ized antibodies, more potent drugs and better linkages between drugs and carrier molecules.
Furthermore, liposome encapsulation of drugs enabled a larger quantity of the drug to be de-
livered per antibody molecule [75]. The development of transgenic mice capable of making
fully human antibodies now offers new opportunities for generating antibodies of therapeu-
tic quality, and as a result has led to the revival of interest in antibody-based therapies [80].

1.4.4 Other Drug Targeting Strategies in the Clinic

Of the non-antibody, non-liposome based drug targeting strategies, most of the (limited) clin-
ical experience has been obtained with polymer-based conjugates of anticancer drugs. The
most widely employed drugs for this application are cytotoxic agents such as doxorubicin and
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Table 1.2. Overview of recently reported clinical studies exploiting antibodies.

Antibody Antigen Disease treateda Clinical responseb Remarks Reference

Rituximab CD20 NHL 21/39 OR Similar results [81]
(rituxan) 14/39 SD or MR in follicular 

and small 
lymphocytic 
lymphoma 

PT-LPD after liver 2/2 CR: poly- [82]
Tx morphic PT-LPD;

1/1 NR: large cell NHL
PT-LPD after solid 15/26 CR [83]
organ Tx 2/26 PR
PT-LPD after BMT 5/6 CR [83]
Mantle cell lym- 36/120 OR (varied Limited [84]
phoma (MCL), im- with tumour type). activity
munocytoma, small CR only seen in SLL
B cell lymphocytic with MCL 
lymphoma (SLL)

Herceptin; Her2/neu Metastatic breast 1/43 CR Responses [85]
trastuzumab carcinoma 4/43 PR seen in 

2/43 MR mediastinum,
14/43 SD lymph nodes,

liver, chest 
wall lesions 

MKC-454 Her2/neu Metastatic breast 2/18 OR [86]
carcinoma

rhuMAb HER2 Her2/neu Advanced breast 9/37 PR Combination [87]
carcinoma 9/37 MR – SD therapy with 

19/37 DP cisplatin
rhuMab VEGF VEGF Metastatic renal cell Phase III study in (clinical-

carcinoma progress trials.gov 
website)

hOKT3γ4 CD3 Various malignancies 3/24 responses [58]
Infliximab TNFα Rheumatoid arthritis 428 patients: 20–50% Concomitant [71]

improvement in ~80% methotrexate 
of patients therapy

Psoriasis lesions Improved appearance [88]
of a patient 2 weeks
after treatment

Synagis; RSV F - RSV infection 35 children < 2 years [89]
palivizumab glyco- in infants of age: significant 

protein reduction in tracheal 
RSV concentration, 
but not in nasal 
aspirate. No difference
in disease severity 
compared to placebo

Abciximab Platelet gp Ischaemic complica- Platelet aggregation All patients [90]
IIb/IIIa tions during balloon inhibition with received aspi-
receptor angioplasty or abciximab provided rin co-medi-

atherectomy long-term clinical cation; pa-
benefits after coronary tients with 
intervention com- stent implanta-
pared to placebo tion received

ticlopidine co-
medication

a BMT, bone marrow transplantation; NHL, non-Hodgkin lymphoma; PT-LPD, post-transplantation lymphoprolife-
rative disorders; RSV, respiratory syncytial virus; Tx, transplantation.

b Number of patients responding/total number of evaluable patients. CR, complete remission/response; PR, partial
response; MR, minor response; NR, no response OR, objective response; SD, stable disease; DP, disease progres-
sion.



methotrexate, and the general aim of these conjugates is to lower the (dose-limiting cardio-)
toxicity of these drugs. Enhanced permeability retention of the conjugates at the site of the
tumour is most likely the basis of local accumulation. In the studies reported, some objective
clinical responses were seen without concomitant toxicity of the drugs (Table 1.3). Although
the clinical responses until now seem rather disappointing, one should realize that the pa-
tients who undergo clinical testing with these conjugates often carry large tumour burdens
which have been non-responsive towards other therapies available.
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1.5 Vaccination Strategies for Enhanced Immunity

Vaccination can be considered as a therapeutic modality that actively engages the immune
system of the patient. It encompasses numerous principles derived from drug targeting re-
search. Modification of the responses of the immune system may be an effective approach to
improve the disease status of patients with a variety of diseases. Either prevention of au-

Table 1.3. Overview of recently reported clinical studies with miscellaneous drug targeting strategies.

Carrier Drug Disease Clinical Remarksc Reference
incorporated responsea,b

Antibody 90Y Metastatic 2/25 OR Pre-targeted strategy: [91]
colon cancer 2/25 PR mAb NR-LU-10 – 

4/25 SD streptavidin, followed
by biotin-gal-HSA 
clearing and biotin-
DOTA-90Y

Non-Hodgkin 3/7 CR Pre-targeted strategy: [92]
lymphoma 1/7 PR mAb Rituximab – 

2/7 OR streptavidin, followed
by biotin-N-acetyl-
galactosamine clearing
and biotin-DOTA90Y

HPMA Doxorubicin Various 2/36 PR Clinical proof of 
copolymer malignancies 2/36 MR principle of decrease [15]
(PK1) of doxorubicin toxicity

when polymer bound

Poly(styrene- Neocar- Renal cell Improved survival, SMANCS dissolved in [93]
co-maleic acid) zinostatin carcinoma depending on lipiodol contrast 
polymers patients tumour size medium, administered 
(SMANCS) via the renal artery

Human serum Methotrexate Cancer patients 17 patients: 1 PR [94]
albumin and 1 MR in RCC

patients; 1 MR in
pleural mesothe-
lioma patient

a Number of patients responding/total number of evaluable patients. CR, complete remission/respon-
se; PR, partial response; MR, minor response; OR, objective response; SD, stable disease.

b RCC, renal cell carcinoma.
c mAb, monoclonal antibody.



toimmune diseases or allergic responses, or enhancement of immune responses against in-
fectious agents and tumour growth can be induced by these strategies [95,96]. Vaccination
strategies can be divided into gene-, peptide-, protein- and cell-based strategies.

Antigen presenting cells (APC), particularly dendritic cells (DC), play a central role in the
induction of the desired immune response [97]. For successful (antitumour) vaccination ther-
apy, either an in vitro or an in vivo approach can be followed. In the in vitro approach, DCs
from an animal or a patient are isolated and manipulated by transfection with DNA or RNA
encoding (tumour) antigens or pro-inflammatory factors, or by loading the cells with proteins
or peptides. After transfer back into the animal or patient, the cells can evoke antigen-spe-
cific immune responses [98]. Similarly, in vitro transfected tumour cells encoding a combina-
tion of genes involved in regulation of immune responses (e.g. MHC class II, a co-stimulato-
ry molecule and a superantigen [96]) may serve as a vaccine.

The major drawback in the use of isolated DCs is the time-consuming isolation and culture
methods required to obtain the cell type of interest. Therefore, in vivo vaccination strategies
employing DCs have been developed. For this purpose, fusion proteins of e.g. tumour anti-
gens and molecules that are specifically recognized by DCs are under investigation. The DC
targeting molecules consist of e.g. DC-specific chemokines, mannose, the Fc moiety of im-
munoglobulin, cytotoxic T lymphocyte-associated antigen (CTLA-4) molecule [99–103].
They enable efficient uptake of the fusion protein by the DCs, induction of DC migratory ca-
pacity into the lympoid organs and maturation into a dedicated APC. As an example, studies
by Biragyn et al. showed that active targeting of a tumour antigen into a receptor-mediated
uptake route in APCs by the fusion of the antigen to APC-specific chemokines, elicited su-
perior protection against a large tumour challenge in mice [99].

For a more detailed discussion of vaccines and vaccination strategies, the reader is referred
to Volume 170 of Immunological Reviews (1999), in which various aspects of this area of re-
search are discussed in greater detail.

1.6 Drug Targeting as a Research Tool to Study Disease

From an historical point of view, ‘magic bullets’ were initially proposed as novel therapeutic
tools for treatment of disease.Another, similarly attractive application of drug targeting is its
use as a tool to study e.g. mechanisms of disease pathology. By selectively manipulating one
specific cell type or one specific protein, the role of this cell type or protein in disease pro-
gression can be determined. The advent of knock-out and transgenic animal models has pro-
vided the researcher in the laboratory with a powerful tool to investigate the relative contri-
bution of gene products of interest. Yet, counter-regulatory processes that compensate for
the loss of a certain gene product may significantly hamper correct interpretation of the re-
sults obtained in these models. Manipulating a gene in an appropriately matured animal us-
ing drug targeting strategies can therefore be a valuable tool.

It is not always appreciated that the application of in vivo gene therapy actually represents
a drug delivery protocol. By the incorporation of plasmids into e.g. adenoviral or liposomal
coats they are protected from degradation. Subsequent interaction with the target cells leads
to intracellular delivery and then to nuclear localization of the plasmid. Although transfec-
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tion efficiencies in in vivo gene therapy protocols are still not without problems, the tran-
scription of genes of interest by transduced liver cells and muscle cells are quite satisfactory
when using a strong promoter. Liver cells can be targeted by i.v. injection of the encapsulat-
ed plasmids, whereas skeletal muscle cells can be locally transfected by intramuscular injec-
tions. As an example, i.v. administration of recombinant adenovirus AdCMV-PDX-1 into
mice resulted in specific transfection of liver cells. Expression of the PDX-1 gene, encoding a
protein that regulates insulin gene expression, led to increased plasma levels of insulin and
ameliorated hyperglycaemia in diabetic mice treated with streptozotocin [104].Transduction
of skeletal muscle with liposome formulated human hepatocyte growth factor (HGF) gene
induced high plasma levels of protein, phosphorylation of the HGF target receptor, subse-
quent suppression of transforming growth factor β production and improved survival rates of
animals suffering from severe liver cirrhosis [105].

Proteins have also been selectively targeted to study a disease process. Selective induction
of oxidative vascular injury in the lungs was accomplished by targeting glucose oxidase
(GOX) to the vasculature using anti-PECAM-1 (anti-CD31)-antibody–GOX conjugates. As
the pulmonary vasculature represents approximately 30% of endothelial cells in the body
and receives all the cardiac output, the majority of anti-PECAM-GOX conjugate accumulat-
ed in the endothelium in the lung. By generating H2O2 locally from glucose, severe endothe-
lial cell damage was induced. The injury was associated with the production of the oxidative
marker iPF2a-III isoprostane.This model of targeted induction of oxidative stress can now be
applied to study the effects of pharmacological agents [106].

Inhibition of tumour blood flow or the outgrowth of solid tumour vasculature by angio-
genesis inhibition has been proposed as a powerful strategy to eradicate cancer ever since the
recognition of the importance of blood supply for tumour growth. Subsequent development
of compounds which inhibited the formation of new tumour blood vessels, demonstrated the
dependence of solid tumour growth on blood vessel formation. It was however the selective
induction of blood coagulation in the vasculature of a well-developed tumour by a drug tar-
geting strategy that really demonstrated the potency of instantaneous inhibition of blood
flow as a therapy for solid tumours [107]. Based on these and other ‘proof of principle’ stud-
ies, enormous research effort is now put into the identification of target epitopes on human
tumour vasculature to further develop this strategy for clinical application (see Chapter 9
and reference [57] for a more detailed discussion on tumour vasculature targeting).

The inhibition of TNFα by neutralizing antibodies in rheumatoid arthritis patients is one
of the few examples of targeted interference with disease activity in humans that can provide
us with new insights into the pathophysiology of the disease [108]. The concomitant reduc-
tion in systemic levels of acute phase proteins, endothelial cell adhesion molecule expression
in synovial biopsies and inflamed joint-associated blood vessel density all suggest a central
role for TNFα as a driving force in RA. Furthermore, it provides evidence for the existence
of a relationship between pro-inflammatory activity and the occurrence of angiogenesis, al-
though it is at present unfeasible to conclude on cause and effect relations due to limited
knowledge on this subject.

In summary it can be said that besides being important in the development of therapeutic
strategies to combat disease with minimal toxicity and maximal effects, drug targeting may be
of interest for more basic studies on the mechanistic background of diseases and the identi-
fication of new molecules as targets for therapeutic intervention.
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1.7 Challenges in Drug Targeting Research

In 1984, Poznansky and Juliano published a critical review on the biological approaches to
the controlled delivery of drugs [109]. Already at that time, they had envisioned the use of
molecular biology and molecular immunology in the delineation of structure and function of
important proteins and nucleic acids as being the true frontier in the drug delivery field. The
elucidation of signal transduction routes in cells responding to a variety of environmental
factors of disease has indeed led to the development of numerous NCEs to be used in future
therapies. Furthermore, the understanding of protein folding and minimal amino acid se-
quences required for receptor recognition provided significant added value in the develop-
ment of better carriers and ligands for drug targeting.

Numerous problems in the construction of clinically applicable drug targeting moieties
still need to be solved. Of these issues, immunogenicity after repeated administration, coun-
terproductive liver clearance, and production yields are the most important. Although the
problem of immunogenicity is believed to have been solved for monoclonal antibody thera-
py by the development of humanized and fully human antibodies [110], for other carrier sys-
tems such as modified plasma proteins and peptide modified polymers, this remains an im-
portant issue.

For many drug targeting approaches, extensive uptake by the liver is undesirable when the
target cells are of non-hepatic origin. In this respect, defining the optimal physicochemical
characteristics that would circumvent extensive hepatic clearance of the drug targeting
preparation would be of great value. This may, however, be wishful thinking more than a re-
alistic aim, as hepatic elimination of (slightly) modified proteins is one method of protecting
the body from non-functional or aged proteins. Furthermore, drug targeting preparations
have to be eliminated from the body, as do regular drugs, so that their pharmacological ac-
tivity can be controlled.

In general, validation of the targeting concept (therapeutic effectiveness, lack of toxicity
even after prolonged periods of time) for each drug targeting conjugate that is under devel-
opment should be performed in vivo in animal models of disease. Not only is this the only un-
ambiguous approach for showing proof of the targeting principle, but it also takes into ac-
count the pharmacokinetic characteristics of the conjugate which determine the added value
of the targeting strategy compared to non-targeted therapy (see Chapter 13 for pharmacoki-
netic considerations in drug targeting).

Most of the drug targeting strategies explored so far have been aimed at tumour cell killing
or targeting of drugs and genes to the liver (i.e. Kupffer cell or hepatocyte). More recently the
potential of targeting other cells of interest has been put forward, e.g. endothelial cells lining
tumour blood vessels (Chapter 9) or the vasculature in chronic inflamed tissue (Chapter 7),
and hepatic stellate cells in the fibrotic liver (Chapter 4) [10,57].As the number of target cells
in these cases is often relatively low and at present little knowledge exists regarding basic cell
regulatory processes such as responses to drugs or endocytotic activity, all aspects of drug tar-
geting (pharmacological activity of the drug in the target cell, cellular handling and kinetics
of release of the drug) need to be addressed in full.

One of the most frequently heard criticisms is that drug targeting preparations cannot be
administered orally and are therefore either of secondary or no interest for development into
therapeutics.Although significant research effort has been put into the development of oral-
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ly available protein therapeutics [111], there is a good chance that these preparations will not
be feasible because of the inherent limitations in manipulating the physiological barriers in
humans. Possibly, the understanding of the structural requirements for drug targeting prepa-
rations may lead to the development of minimized proteins that may be orally administered
or become systemically available via e.g. pulmonary delivery (see Chapter 3). Furthermore,
major efforts are being invested in the development of transdermal administration and pro-
grammable infusion systems. These systems may lower the barriers for long-term parenteral
administration of drugs and may become common practice in pharmacotherapy. It is note-
worthy that if a single dose of a targeted protein is potent enough to silence a disease for a
prolonged period of time, the requirement of parenteral administration will not hamper its
development. This is exemplified by the development of the TNFα neutralizing antibodies
and receptors in the therapy of chronic inflammatory diseases such as rheumatoid arthritis
and inflammatory bowel disease.

Finally, drug targeting technology should be integrated in the earliest phases of drug de-
velopment. Many drugs that are pharmacologically active at low concentrations are with-
drawn from the R & D pipeline due to toxicity in non-target cells. Would it be possible dur-
ing an early phase in the development of a drug to construct cell-specific targeting conjugates
a large number of drugs could still be candidates for development into clinical therapeutic
strategies.

1.8 Conclusions

At present, many of the problems encountered during the development of drug targeting
strategies for clinical application, especially for cancer therapy, have been identified,
analysed and solved. Several drug targeting preparations have entered the phases of clinical
testing and/or have now been marketed. However, these strategies should be subjected to
continuous evaluation in the light of advances in the understanding of the numerous process-
es occuring in response to administration of the carriers and/or the drugs. New strategies un-
der investigation will need to be optimized and extensively evaluated, taking advantage of
the ‘bench to bed-side’ experience available today. Furthermore, in the coming years, com-
bining expertise in the drug targeting field with the technological developments in molecular
biology and molecular medicine will facilitate the elucidation of the cellular and molecular
processes underlying disease.
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2 Brain-Specific Drug Targeting Strategies
Ulrich Bickel, Young-Sook Kang, Jörg Huwyler

2.1 Introduction

The brain is unique as a target organ for drug delivery: while it ranks amongst organs with the
greatest blood supply and receives about 20% of the cardiac output in humans, access to the
tissue is highly restricted by a tight vascular barrier, the blood–brain barrier (BBB). Due to
the existence of the BBB, the transport of potentially neuroactive drugs from blood into
brain is rarely blood-flow limited (for example for highly diffusible drugs like diazepam), but
is in many cases extraction-limited. Therefore, drug delivery/targeting to the brain is primar-
ily a permeability problem.

The major neurological diseases affecting the brain may be categorized as neurodegener-
ative, cerebrovascular, inflammatory (infectious or autoimmune) and brain tumours.
Progress is being made for most of these disorders in terms of identification of epidemiolog-
ical risk factors and of the aetiology and pathophysiological mechanisms, as will be briefly
discussed. This information will facilitate the development of more efficient pharmacothera-
py [1]. Solving the BBB delivery problem must be an integral part of these efforts.

The present chapter discusses approaches to brain drug delivery for small molecular
weight drugs and the macromolecular drugs which become available as a result of advances
in molecular biology and biotechnology, including peptides, monoclonal antibodies (mAb),
and DNA- or RNA-based therapeutics (oligonucleotides, genes).

2.2 Overview of Central Nervous System Diseases

2.2.1 Neurodegenerative Diseases

2.2.1.1 Alzheimer Disease (AD)

AD affects an increasing number of elderly people. Its prevalence is currently estimated at
about 4 million in the USA alone [2]. The lack of an early diagnosis is by itself impeding
progress in the therapy of the disease. Although the aetiology is still not fully elucidated,
overwhelming evidence has accumulated for the crucial involvement of the Aβ-peptide [3] in
the pathophysiological process. Aβ deposits occur as cerebrovascular amyloid or as
parenchymal plaques (senile plaques). The 39–43-amino acid peptide is derived from the
amyloid precursor protein (APP) [4], an ubiquitous cellular transmembrane protein of un-
known function which is present in several splice variants. APP mutations have been identi-
fied as rare causes of familial AD, but mutations in other proteins, the presenilins PS-1 and
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PS-2, are found as the most frequent causes of early onset familial AD cases [5]. The prese-
nilins are involved in APP processing by enzymes called secretases [6].

The massive amyloid deposition in the form of parenchymal plaques and/or in cere-
brovascular amyloid (cerebral amyloid angiopathy) is associated with neuronal loss and dys-
function. In particular the cholinergic neurons of the basal forebrain, which are involved in
the memory processes, are affected and neuron loss in these nuclei accounts for some of the
AD symptoms.

According to clinico-pathological studies, the diagnosis of probable AD can be made with
an accuracy of about 85% while the diagnosis of definite AD still relies on post mortem neu-
ropathological proof, apart from the rare case where a brain biopsy can be performed. A
more sensitive and accurate diagnostic method, which should also be non-invasive, would be
highly desirable [2].

Currently the only specific pharmacological therapeutic option available for AD patients
is treatment with cholinesterase inhibitors, which provide moderate benefits in a subset of
patients for a limited period [7]. More efficient future therapeutic strategies may be directed
at the metabolic events resulting in Aβ accumulation, for example by inhibition of β- or γ-sec-
retase [7], or at the prevention of neuronal loss by neurotrophin therapy [6]. The availability
of transgenic mouse models of the disease, such as mice overexpressing APP mutants [8], and
the utilization of primate models of cerebral amyloid [9] permits preclinical testing of novel
diagnostic and therapeutic approaches.

2.2.1.2 Parkinson’s Disease

The etiology of the clinical syndrome is heterogeneous and ranges from physical insults
(head trauma) and specific chemical toxicity (1-methyl-4-phenylpyridinium, MPTP) to as yet
unknown causes in the majority of patients (idiopathic Parkinson’s disease, PD). At the cel-
lular level, PD manifests in a progressive loss of midbrain dopaminergic neurons of the sub-
stantia nigra over several years and a concomitant development of a dopaminergic deficit in
the projection area, the striatum. Among the factors suspected of contributing to the prefer-
ential vulnerability of dopaminergic neurons, is the oxidative stress that is associated with
dopamine metabolism. Several mutations in a single gene located on chromosome 4 were
identified in rare cases of familial PD. The gene codes for a protein of unknown function,
α-synuclein, which is deposited in neurons of brains afflicted with PD as the main constituent
of intracellular deposits known as Lewy bodies [10].

Although current drug therapy of PD is more successful compared to AD, it does not stop
the degenerative process, and pharmacotherapy unfortunately loses effectiveness with pro-
gression of the disease. Drugs aimed at the reduction of the dopaminergic deficit (L-DOPA,
monoamine oxidase B inhibitors, dopamine agonists) remain the mainstays of symptomatic
drug treatment. In addition to a loss of effect over time, the therapy is also accompanied by
an increase in frequency and severity of side-effects [11]. Besides neurosurgical and electro-
physiological based approaches, treatment options for the future include neuroprotective
therapies. Analogous to efforts to save the cholinergic system affected in AD, neurotrophic
factors with the ability to promote the survival of dopaminergic central nervous system
(CNS) neurons have been identified in vitro and in animal models. Here again, the drug de-
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livery dilemma of macromolecular drugs is an obstacle to the progression from experimental
treatment to clinical testing.

Suitable animal models of the disease are available in both rodents and primates. A pro-
gressive dopaminergic degeneration of substantia nigra neurons is the result of intrastriatal
6-OH-dopamine injection in rats, and MPTP causes a Parkinson-like syndrome in monkeys
[12].The availability of transgenic mice [13] based on α-synuclein further expands the exper-
imental options.

2.2.2 Cerebrovascular Disease

Ischaemic stroke is the third leading cause of death in industrialized countries. The debilitat-
ing or lethal consequences of transient or temporary reductions in cerebral blood flow are
not only caused by necrosis in the infarct zone itself, but also by pathophysiological events in
the peri-infarct zone [14]. Apparently, the release of inflammatory mediators such as cy-
tokines and NO contributes to tissue inflammatory injury. There is also evidence for apopto-
sis in the peri-infarct zone. These processes offer novel targets for therapeutic strategies. In
this respect, the potential of neurotrophic factor treatment is described in Section 2.4.2.6.

2.2.3 Brain Tumours

Gliomas are the most frequent primary malignant brain tumours and range among the sec-
ond to fourth most frequent causes of cancer deaths in younger age groups of men and
women (from ages under 15 to 54 years, [15]). They present a particular diagnostic and ther-
apeutic problem due the existence of a tight vascular barrier and the poor response to
chemotherapy. Although the blood–tumour barrier is compromised compared to the normal
BBB, it is nevertheless tighter than vascular barriers in peripheral organs. Methods of open-
ing the blood–tumour barrier are therefore required [16].This point will be addressed in Sec-
tion 2.4.2.4. Strategies for targeting to tumour cells and targeting tumour vasculature are dis-
cussed in detail in Chapters 8 and 9. A specific opportunity for targeting glioma cells is their
tendency to overexpress functional epidermal growth factor (EGF) receptors, as described in
Section 2.4.2.7.

2.2.4 HIV Infection

Although progress in antiretroviral therapy has reduced viral load in patients and also the
frequency of HIV-1-related disease of the CNS (AIDS–dementia complex) [17] a principle
problem remains. Once the virus has entered the brain via infected macrophages or as a free
virus particle, it can infect microglial cells and astrocytes [18]. Current therapeutics penetrate
the BBB poorly, and the brain is therefore a sanctuary from where endogenous reinfection
may occur, even if systemic therapy was able to eliminate the virus in the periphery. Hence,
if eventual virus eradication is a therapeutic goal in HIV-infected patients, the development
of brain drug delivery strategies is crucial.
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2.3 BBB Biology and Pharmacology

Two major barrier systems separate the central nervous system from the circulation: the BBB
and the blood–cerebrospinal fluid barrier (B-CSF-B). These barriers have distinct morpho-
logical and physiological characteristics, according to their different tasks. Figure 2.1 high-
lights the salient features of both barrier systems.
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Figure 2.1. The two main barrier systems in the mammalian brain are the blood–brain barrier (BBB)
(a–c) and the blood–cerebrospinal fluid barrier (d–f). (a) Autoradiograph of a sagittal section through a
rat, which received an intravenous injection of [14C]-histamine 15 min earlier. The tracer distributes to
all organs except for the central nervous system, where passage is prevented by the tight BBB. (b) The
site of the permeability barrier at the level of the tight junctions between microvascular endothelial cells
(arrow), shown schematically. (c) Silver enhanced immunogold staining of the dense brain capillary tree.
Endothelial cells were labelled by perfusion in vivo of a rat brain with a gold-conjugated antibody to the
transferrin receptor followed by perfusion fixation. Scale bar = 10 µm. (d) Localization of the
circumventricular organs on a schematic median sagittal section of the human brain. (e) Schematic
diagram showing the difference between the barrier site and the BBB. The choroid plexus has leaky
endothelium in its capillaries, yet a tight epithelial layer (arrow). (f) Scanning electron micrograph
showing the epithelial cells of the ventricular surface of the choroid plexus. Reproduced with permission
from references [37,118-120].



The dual purpose of the BBB is to ensure a constant internal milieu within the CNS and to
provide the essential nutrient supply.The anatomical site of the BBB is the endothelial lining
of the brain microvasculature [19]. Their endothelial cells are connected by complex strands
of tight junctions and form an epithelial-like, high resistance barrier. In vivo estimates of the
transendothelial resistance range up to values of 8000 ohm cm–2 [20]. Luminal and abluminal
plasma membranes of the endothelial cells therefore represent the diffusion barrier for
solutes between the circulation and brain interstitial fluid. The endothelium rests on a base-
ment membrane of approximately 20 nm in thickness, and that same basement membrane
encloses another cell type, the pericyte, whose numbers are about 1/3 of that of endothelial
cells. The abluminal surface of the basement membrane of intraparenchymal microvessels is
more than 99% invested by astrocyte foot processes. Glial sheathing and pericytes are essen-
tial for the induction and integrity of the BBB, although they do not directly control perme-
ability [21,22].

The BBB may be imagined as a very thin membranous structure covering a large surface
area that amounts, in the adult human brain with a weight of about 1200 g, to an area of the
BBB of about 12 m2 (approximately 100 cm2 g–1 tissue on average). At the same time, the
capillary volume and the endothelial cell volume itself constitute only approximately 1% and
0.1% of the tissue volume, respectively [23].

In contrast to other organs, the endothelial cells of the brain microvessels have no fenes-
trations or pores, and there is only very little pinocytosis [19]. An important angio-architec-
tural feature is the mean intercapillary distance, which is in the order of only 40 µm in human
brain [24], as is illustrated in Figure 2.1c. This allows for almost instantaneous solute equili-
bration throughout the brain interstitial space for small molecules such as nutrients (glucose,
oxygen). Once the endothelial barrier has been passed, a diffusion distance in that range is no
obstacle for macromolecules either.

The other barrier, the B-CSF-B, is found within the circumventricular organs (CVO),
shown in Figure 2.1d–f.As the name implies, these are specialized parts of tissue in or around
the brain ventricles. The largest CVO is the choroid plexus, which is found in the lateral ven-
tricles, on the roof of the third ventricle, and in the fourth ventricle. The choroid plexus has
the properties of a secreting epithelium, which actively forms the cerebrospinal fluid (CSF).
Its leaky capillaries lack tight endothelial junctions. While the capillaries are similar to high-
ly porous capillaries perfusing peripheral organs, the diffusion barrier is found at the level of
the plexus epithelial cells which are connected by tight junctions. Though the composition of
the CSF resembles a plasma ultrafiltrate, not all concentrations of electrolytes, nutrients, and
proteins, show a simple linear relation to plasma concentrations [25]. The surface area of the
B-CSF-B including the choroid plexus is estimated at 0.021 m2 [26]. Other CVOs include the
neurohypophysis, the median eminence, the organum vasculosum laminae terminalis, the
subfornical organ, the subcommissural organ, the area postrema, and the pineal gland. The
capillaries in these tiny areas are leaky and the diffusion barrier with tight intercellular junc-
tions is found at the level of the covering ependymal cells, which locally seal the underlying
tissue from the ventricular space. The ependyma in the rest of the ventricular surface is not
connected by tight junctions.
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2.3.1 Physiological Transport Systems

2.3.1.1 Nutrient Carriers Versus Diffusion-mediated Uptake

As many of the essential nutrients of the brain (glucose, amino acids, nucleotides and others)
are highly hydrophilic and would not cross the BBB by diffusion in sufficient amounts, the
endothelial cells are endowed with membrane-bound specific transport proteins for the fa-
cilitated uptake of these substances from the blood. Figure 2.2 gives examples of the brain
uptake of typical transport substrates in comparison to (drug-) compounds that depend on
passive diffusion-mediated uptake. Diffusional permeability is related to lipophilicity and
size or molecular weight for compounds below 400–600 Da [27].Transporters bind their sub-
strate molecules and change their conformation or temporarily open up a pore, allowing pas-
sage across the plasma membrane. One of the transport proteins at the BBB is the hexose
transporter, GLUT1 [28]. It is a member of the Na+-independent family of glucose trans-
porters and is highly expressed at the BBB and at the B-CSF-B. The KM for glucose
(2–5 mM) coincides with the physiological range of blood glucose and is lower than that for
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Figure 2.2. Specific transporters provide brain uptake of substrates or drugs, which exceeds the uptake
by lipid-mediated diffusion through the blood–brain barrier (BBB). This is obvious from the position of
these substrates 3–4 log orders above the regression line between lipophilicity (expressed as the log of
octanol–water partition coefficient, log P) and BBB permeability (expressed as log of the permeability
surface area product, log PS). The linear relationship between log PS and log P holds for substances with
molecular weights below 400–600 Da. Drugs falling 1–3 log orders below the regression line are
substrates of efflux mechanisms and/or have high molecular weights (given in parentheses). The
numbered compounds are a series of somatostatin analogues. AZT = azidothymidine. Reproduced with
permission from reference [121].



other monosaccharides. Accordingly, GLUT1 mediates facilitated glucose uptake, glucose
being the main energy source for the brain.

The transport of amino acids at the BBB differs depending on their chemical class and the
dual function of some amino acids as nutrients and neurotransmitters. Essential large neutral
amino acids are shuttled into the brain by facilitated transport via the large neutral amino
acid transporter (LAT) system [29] and display rapid equilibration between plasma and
brain concentrations on a minute time scale.The LAT-system at the BBB shows a much low-
er KM for its substrates compared to the analogous L-system of peripheral tissues and its
mRNA is highly expressed in brain endothelial cells (100-fold abundance compared to other
tissues). Cationic amino acids are taken up into the brain by a different facilitative trans-
porter, designated as the y+ system, which is present on the luminal and abluminal endothe-
lial membrane. In contrast, active Na+-dependent transporters for small neutral amino acids
(A-system;ASC-system) and cationic amino acids (B0+ system), appear to be confined to the
abluminal surface and may be involved in removal of amino acids from brain extracellular
fluid [30]. Carrier-mediated BBB transport includes monocarboxylic acids (pyruvate),
amines (choline), nucleosides (adenosine), purine bases (adenine), panthotenate, thiamine,
and thyroid hormones (T3), with a representative substrate given in parentheses [31].

2.3.1.2 Efflux Systems

The sodium-dependent X- system is localized to the abluminal membrane and apparently
functions as an efflux mechanism for the excitatory amino acids aspartate and glutamate
from brain interstitial fluid. In accordance with such a direction of transport, acidic amino
acids do not undergo rapid uptake into the brain under physiological conditions. Other efflux
pumps have recently been shown to exist at the BBB for substances belonging to diverse
chemical classes. The most studied example to date is the multi-drug resistance protein
(MDR), also known as P-glycoprotein or P-gp, with its broad substrate specificity [32]. P-gp
and structurally related transporters are members of the large ATP-binding cassette family
of membrane pumps. Several organic anion transport polypeptides have recently been
cloned from animal and human tissue. The substrate specificity and direction of transport of
these systems in vivo, which are expressed in liver, kidney, intestines as well as in the brain at
the BBB and B-CSF-B [33], has not been fully elucidated. In any case, the importance of ac-
tive transport systems at the BBB is rapidly emerging. Evidence supports the view that many
more small molecular weight substances (including drugs) than previously thought, appar-
ently do not cross the BBB by simple diffusion only, but are subject to active transport. The
inhibition of BBB efflux systems as a strategy for brain drug delivery has therefore been pro-
posed [34].

2.3.1.3 Receptor- and Absorptive-mediated Uptake

Macromolecules such as polypeptides and proteins are excluded from uptake by diffusion or
through pores at the BBB. However, the presence of receptor-mediated uptake and transport
into the brain has been found for a number of substances. Specific receptors for insulin and
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transferrin were initially described. These receptors have been identified at the molecular
level as being identical to their counterparts in peripheral tissues [35,36]. However, at the
BBB the receptors mediate transcytosis of their respective ligands through the endothelial
cell as opposed to endocytosis in other cells.

The process of transcytosis is illustrated in Figure 2.3 for the transferrin receptor (TfR)
[37]. The receptor is heavily expressed at the BBB compared to other vascular beds [38].
Transferrin or a monoclonal antibody to the extracellular domain of the receptor protein will
bind from the luminal side of the BBB. This triggers cellular uptake by the mechanism of re-
ceptor-mediated endocytosis, i.e. the invagination and budding off of parts of the cell mem-
brane as a result of the formation of small vesicles (endosomes).The transcellular passage of
ligand (transcytosis) is completed by exocytosis at the abluminal membrane, and the whole
process is completed within minutes in vivo.

Receptor-mediated uptake mechanisms have also been shown for insulin, insulin-like
growth factors, and leptin. The fact that macromolecular complexes as large as LDL can un-
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Figure 2.3. An example of receptor-mediated transcytosis through the blood–brain barrier. OX26, a
monoclonal antibody to the rat transferrin receptor, was conjugated with 5-nm colloidal gold and
perfused through the internal carotid artery in rats in vivo. The brain was then perfusion-fixed. (a)
Arrows indicate binding to the luminal plasma membrane of capillary endothelial cells and internalized
antibody in an endosome. (b) The endocytosed antibodies appear in multivesicular bodies (arrows) and
are seen undergoing exocytosis at the abluminal cell membrane (arrowhead). vl, vascular lumen; bm,
basement membrane. Scale bar = 100 nm. (c) A strategy for brain delivery can be based on receptor-
mediated transcytosis. The non-permeable drug moiety ‘B’ is coupled to A by a linker, L. ‘A’ is a ligand
or an anti-receptor antibody (e.g. OX26) which binds to its receptor on the luminal side and mediates
endocytosis. The chimeric peptide enters brain interstitial space by exocytosis from the endothelial cell
and is cleaved by local enzymes to release the drug. Reproduced with permission from references [37]
(a,b) and [81] (c).



dergo transcytosis [39] underlines the difference between vesicular transport and carrier-me-
diated uptake.

Absorptive-mediated endocytosis and transcytosis of macromolecules through the BBB is
related to receptor-mediated uptake, although not as specific. The process applies to certain
lectins, for example wheat germ agglutinin [40], and to cationic proteins. Transport is trig-
gered by glycoprotein binding (lectins) or by ionic interactions between negative charges on
the endothelial plasma membrane and positive surface charges on the proteins. Both native
proteins (histones) and chemically modified proteins (cationized albumin and IgG) can un-
dergo absorptive-mediated transcytosis. While the physiological function of that process at
the BBB remains to be identified, it offers a potential strategy for drug targeting/delivery
[41].

2.3.2 Techniques for Measurement of Brain Uptake

2.3.2.1 In vivo Methods

For the correct interpretation of brain uptake studies in general and for the pharmacokinet-
ic validation of a given delivery strategy, it is necessary to be familiar with characteristics and
limitations of the applied technique [41]. In vivo methods remain the gold standard, as there
are still no cell culture models available that fully represent the barrier characteristics.

Quantitative measurement of diffusional uptake and carrier-mediated transport of nutri-
ents and drugs in experimental animals was greatly facilitated with the introduction of Old-
endorf’s brain uptake index (BUI) [42]. Test and reference tracers are injected as an intraar-
terial bolus into the carotid artery of the anaesthetized animal. After 5 s the animal is killed
and the brain is removed for  radioactivity counting. This method measures the ratio of the
unidirectional brain extraction, E, of the test substance and of the reference ([3H]-water,
[14C]-butanol), which are labelled with different isotopes, during a single passage through the
brain capillary bed:

BUI = Etest/Ereference (2.1)

Advantages of the method include technical simplicity, and control over the composition
of the injection fluid, making the technique suitable for competition and saturation experi-
ments. Provided that the absolute value of Ereference is known, the absolute Etest may be cal-
culated and, with the independently determined value of cerebral blood flow, F, Etest may be
converted into a permeability surface area (PS) product. The latter conversion follows from
the application of the Kety–Renkin–Crone equation of capillary physiology:

E = 1 – ePS/F (2.2)

The major drawback of the BUI is its limited sensitivity for measurement of compounds
with low extraction.

Sensitivity was improved by at least two orders of magnitude with the internal carotid
artery perfusion technique [43].An outline of the method is given in Figure 2.4. Here, the ex-
traction can be measured over a time frame of 15 s to 10 min or more, while maintaining the
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advantage of the experimental control of tracer concentrations and composition of the 
perfusion fluid. Gentle homogenization of brain tissue followed by density centrifugation,
resulting in the separation into a vascular pellet and a ‘postvascular’ supernatant, differenti-
ate the fractions of the test substance which have merely associated with the vasculature
from those which have fully penetrated the BBB [44]. This ‘capillary depletion’ is applicable
to substances, which bind to capillaries with high affinity and/or which are internalized 
by specific mechanisms such as receptor-mediated endocytosis. It could be shown that 
for example the acetylated form of LDL is only endocytosed and then sequestered by 
brain capillary endothelium. Erroneous data may be observed for substances without 
specific uptake but low affinity non-specific adsorption to the endothelium because 
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Figure 2.4. In vivo measurement of blood–brain barrier (BBB) permeability. (a) Internal carotid artery
perfusion technique (i) in the rat. Other branches of the carotid artery are ligated or electrically
coagulated (o, occipital artery; p, pterygopalatine artery). The external carotid artery (e) is cannulated
and the common carotid artery (c) ligated. Perfusion time may range from 15 s to 10 min, depending on
the test substance. It is necessary to subtract the intravascular volume, V0, from VD (apparent volume of
distribution), to obtain true uptake values and this may be achieved by inclusion of a vascular marker in
the perfusate, for example labelled albumin. Time-dependent analysis of VD results in estimates of the
unidirectional brain influx constant Kin (µl min–1 g–1) which is equivalent within certain constraints to the
PS product. BBB permeability surface area product PS can be calculated from the increase in the
apparent volume of distribution VD over time. Capillary depletion, i.e. separation of the vascular
elements from the homogenate by density centrifugation, can discriminate capillary uptake from
transcytosis. (b) i.v. bolus kinetics. The PS product is calculated from the brain concentration at the
sampling time, T, and the area under the plasma concentration–time curve, AUC.



of redistribution into the postvascular supernatant during processing and centrifugation 
[45].

The most sensitive technique for measuring brain uptake is the intravenous bolus admin-
istration or infusion and subsequent measurement of brain concentrations (Figure 2.4). De-
pending on the pharmacokinetics of the test compound in plasma, brain sampling may be
performed after suitable circulation times ranging from minutes to hours or days.

The pharmacokinetic calculation of the unidirectional brain uptake rate, Kin, after intra-
venous injection, uses the relation of the brain concentration and the area under the curve of
plasma concentration, AUC:

Kin = Cbrain/AUC (2.3)

Here Cbrain is the brain concentration after correction for intravascular content, and AUC
is determined between time 0 and the final sampling time. Two assumptions must hold when
interpreting the evaluation in the simple form described above: (1) the brain uptake of the
compound is linear, meaning Kin is dose independent, and (2) the analysis is performed with-
in a time-frame where the efflux from tissue is negligible (tissue concentrations are suffi-
ciently low compared to plasma concentrations).Violation of these assumptions requires ad-
justments in experimental design and evaluation. For example, nonlinear kinetics may be ac-
counted for by incorporation of a Michaelis–Menten term, while efflux can be treated by
compartmental analysis [46].

The i.v. approach has the distinct advantage of measurements being carried out under the
most physiological conditions. On the other hand, the caveats include confounding effects of
peripheral metabolism, which may give rise to artifactual brain uptake of degradation prod-
ucts. To exclude such a possibility the application of suitable analytical techniques to tissue
and plasma samples is required.

Unless a test compound is available in tracer form suitable for noninvasive quantification
such as positron emission tomography (PET) or single photon emission computed tomogra-
phy (SPECT), cerebrospinal fluid sampling is often used in human studies. It needs to be re-
membered that such measurements pertain to permeability at the B-CSF-B, not at the BBB,
otherwise erroneous conclusions may be derived, in particular when specific transport
processes are involved. For example the rapid penetration of the anti-HIV drug azidothymi-
dine into CSF [47] is due to a carrier for pyrimidine nucleotides in the choroid plexus. In con-
trast, azidothymidine is subject to efflux at the BBB, which prevents it from reaching signifi-
cant concentrations in the brain [48].

A caveat should be mentioned here concerning data relating to drug transport which has
been obtained using intracerebral microdialysis. While the method is appealing for reasons
such as its ability to investigate extracellular fluid concentration–time courses and concen-
tration-dependent uptake rates in each single animal [49], it has limitations, in particular in
the measurement of substances with low permeability. This is a consequence of the invasive
nature of the placement of the microdialysis probe, which inevitably causes tissue damage, an
inflammatory response and gliosis surrounding the dialysis probe. Therefore, the BBB may
be locally compromised, obviously jeopardizing the valid interpretation of experimental data
[50].
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2.3.2.2 In Vitro Models 

Freshly isolated capillaries from different species are a valuable model system of the BBB
[51], because they retain the native repertoire of receptors and enzymes. In particular, recep-
tor binding and carrier-mediated uptake or receptor-mediated endocytosis can be conve-
niently studied. On which side binding or uptake takes place cannot be easily determined, as
both the luminal and abluminal side are exposed in such a preparation.

Numerous modifications of in vitro culture systems have been developed for the estima-
tion of BBB transfer [52]. Culture systems in use are either primary cultures of brain mi-
crovessel endothelial cells (BMEC) or immortalized endothelial cell lines. BMEC may be
grown in co-culture with astrocytes or in astrocyte-conditioned medium. Astrocyte-derived
factors increase the tightness of the barrier as measured by transendothelial electrical resis-
tance (TEER) and by the permeability of hydrophilic markers such as sucrose.They also up-
regulate the expression of BBB-enriched enzymes such as γ-glutamyl transpeptidase 
(γ-GTP) and alkaline phosphatase.A setup of the in vitro technique in a transwell system for
transport studies is depicted in Figure 2.5.
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Figure 2.5. Setup for in vitro measurement of blood–brain barrier permeability with a co-culture of
bovine brain microvascular endothelial cells (BBMEC) and an astroglioma cell line, C6. The BBMEC
are grown on top of a filter insert. The C6 cells are either grown on the opposite side of the filter or on
the bottom of the wells. Transport across the BBMEC monolayer is measured by adding the test
substance to the upper chamber and sampling from the lower chamber. The tightness of the monolayer
is also characterized by the transendothelial electrical resistance (TEER). Courtesy of T. Abbruscato.

2.4 Drug Delivery Strategies

The approaches for developing strategies for the delivery of drugs to the brain are shown in
groups in the scheme in Figure 2.6. Pharmacological-based and physiological-based methods



utilize noninvasive, systemic administration and a range of methods to enhance delivery
through the BBB. Physical strategies in contrast rely on invasive (neuro-)surgical methods of
drug administration.
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Figure 2.6. Strategies for drug delivery across the blood–brain barrier (BBB). The physical,
pharmacological and physiological approaches are discussed in the text. Present experimental attempts
at viral gene delivery would also be classified as invasive because of the intracerebral administration of
the vector.

2.4.1 Small Molecule Drug Delivery

In accordance with the structure of the BBB as a double lipid bilayer, classical neuroactive
drugs such as benzodiazepines, neuroleptics and tricyclic antidepressive agents, are all small
lipophilic molecules. These small molecular weight neuropharmaceuticals were selected by a
trial and error approach because their structural characteristics allow for diffusion-mediated,
passive penetration through the BBB.

With the development of combinatorial chemistry and (ultra)high throughput screening
methods, drug discovery is currently undergoing a rapid evolution. However the drug deliv-
ery aspect, in particular with regard to neuropharmaceuticals, is an area, which is lagging be-
hind in efforts to integrate the overall drug development process [53].

The use of prodrugs with higher lipophilicity compared to the parent molecule is realized
in the classical example of heroin and morphine. Heroin, the di-acetyl derivative of mor-
phine, penetrates the BBB by one log order better than morphine and is cleaved by tissue es-
terases to release the active parent drug. As follows from the pharmacokinetic principles
shown in Section 2.3.2.1 (Eq. 2.3), brain concentration is a function of both BBB permeabil-
ity, reflected by Kin, and plasma area under the curve:

Cbrain = Kin x AUC (2.4)



While Kin increases with lipophilicity, AUC decreases due to higher uptake across all cell
membranes including those of peripheral tissues.Therefore limits are imposed on the gain in
brain delivery by the ‘lipidization’ strategy. In fact, for azidothymidine lipidization with the
lipophilic adamantane moiety, CSF concentrations decreased by a factor of 10 as a result of
a decrease in AUC [54].

Lipidization is also an integral part of the chemical delivery approach that is based on the
concept of ‘retro-metabolism’ [55]. The underlying principle is the simultaneous derivatiza-
tion of a drug with a ‘redox targeter’, e.g. dihydrotrigonellinate, and with a lipophilic moiety,
e.g. cholesterol. This strategy has been applied to deliver a small enkephalin analogue to the
brain [55]. Once inside the target tissue, the redox targeter will be enzymatically oxidized to
a positively charged derivative and serve to lock-in the prodrug. Further enzymatic steps re-
lease the active drug by cleavage of the lipid modifier and the targeter. This strategy offers
the potential of tissue-selective delivery, yet it requires simultaneous optimization of a multi-
tude of rates, including the influx and efflux of the prodrug, biotransformation of the targeter
and eventual release of the active drug.

An alternative delivery strategy for small molecules is based on the presence of the nutri-
ent transporters. Drugs that are structurally similar to substrates of a carrier system can un-
dergo facilitated brain uptake as pseudoneutrients. The best example of this is the therapeu-
tic use of L-DOPA in Parkinson’s disease. Unlike the neurotransmitter dopamine itself,
which cannot cross the BBB in significant amounts, its precursor L-DOPA is a substrate for
LAT, the transporter of large neutral amino acids [56]. Its uptake by the brain is saturable,
and subject to competition by the other substrates of the carrier present in plasma.

L-DOPA therapy is an example of rational drug design based on knowledge of BBB
transport biology. A number of other small molecular weight drugs are known to undergo
carrier-mediated transport at the BBB.These include the substrates of LAT, such as the anti-
cancer drugs melphalan and acivicin, or the GABAB-agonist baclofen, and beta lactam an-
tibiotics (e.g. benzylpenicilline, ceftriaxone, cefodizime) which are substrates for the organic
acid carrier [31].

2.4.2 Macromolecular Drug Delivery

2.4.2.1 Intraventricular Route

At first glance, intracerebroventricular (i.c.v.) or intrathecal administration via catheters, typ-
ically connected to a subcutaneous drug reservoir, appears as a logical mode of drug delivery,
because the percentage of the dose reaching the target organ would be 100%.The i.c.v. route
is successfully used in disorders where pathogenetic events take place close to the brain sur-
face. Clinical examples of intrathecal small drug delivery are the administration of glycopep-
tide and aminoglycoside antibiotics in meningitis [57], the i.c.v. treatment of meningeal
metastasis [58], intrathecal baclofen injection for treatment of spasticity [59] and the infusion
of opioids for severe chronic pain [60]. However, in addition to the invasive character of the
procedure, it has to be taken into account that drug distribution into brain tissue is severely
diffusion-limited and that the continuous production and reabsorption of the CSF results in
rapid clearance from that compartment.
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Although there is no cellular barrier preventing diffusion from the ventricular surface into
brain tissue (there are no tight junctions between the ependymal cells lining the ventricular
surface), the low speed of diffusion severely restricts tissue uptake of even small molecular
weight drugs and practically prevents the penetration of large molecules such as peptides and
proteins into deep tissue layers. Possible enzymatic inactivation and binding or sequestration
by brain cells along the diffusion path may even lower the actual drug concentrations in brain
interstitial spaces to levels lower than predicted from the molecular size and diffusion coeffi-
cients [61]. Figure 2.7a shows an example of a large molecule, the 26-kDa nerve growth fac-
tor (NGF), that could not penetrate into rat brain deeper than 1–2 mm from the infused ven-
tricle. This might be expected, as even small drugs show very steep concentration gradients
over a distance of only 2–3 mm from the ventricular surface (Figure 2.7b). Exceptions are
found in areas to which retrograde transport occurs, e.g. into the neurons of the basal cholin-
ergic nuclei in the case of NGF (Figure 2.7a).

After i.c.v. injection, the rate of elimination from the CNS compartment is dominated by
cerebrospinal fluid dynamics. The CSF, which is secreted by the choroid plexus epithelium
across the apical membrane, circulates along the surface and convexities of the brain in a ros-
tral to caudal direction. It is reabsorbed by bulk flow into the peripheral bloodstream at the
arachnoid villi within both cranial and spinal arachnoid spaces [62]. Of note is that the
turnover rate of total CSF volume is species dependent and varies between approximately
1 h in rats and 5 h in humans. In adult human brain, the total CSF volume amounts to
100–140 ml and the production rate is 21 ml h–1 [63]. Accordingly, the entire cerebrospinal
volume is exchanged regularly 4–5 times per day. This rapid drainage of CSF into peripheral
blood leads to relatively high drug concentrations in the peripheral circulation. For instance,
the concentration of methotrexate in peripheral blood reaches 1% of the ventricular CSF
concentration following intrathecal administration of the drug [64]. In Rhesus monkeys,
parenchymal concentrations of methotrexate of 1% of the intraventricular concentration
have been measured at a distance of 2 mm from the ependymal surface [65]. Therefore, the
concentration of methotrexate in the blood is actually higher than at tissue regions beyond
2 mm from the ependymal surface following intrathecal application.

2.4.2.2 Intraparenchymal Route

Restricted diffusion also limits tissue distribution after intraparenchymal drug administra-
tion, as shown in Figure 2.7c and d. Distribution has been measured in the rat brain after im-
plantation of polymer discs containing NGF [66]. Drug concentrations decreased to less than
10% of the values measured on the disc surface within a distance of 2–3 mm, even after pro-
longed periods of several days. Therefore, applying this approach in the larger human brain
would require the stereotaxic placement of multiple intraparenchymal depots, as has been
evaluated in rat brain [67], on a repetitive schedule.

The same pharmacokinetic limitation is true in principle for the implantation of encapsu-
lated genetically engineered cells, which synthesize and release neurotrophic factors [68].
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2.4.2.3 Convective Flow

Intraparenchymal high flow microinfusions with flow rates up to 4 µl min–1 result in almost
homogenous tissue concentrations of macromolecules (transferrin, mw 80 kDa) over a large
volume and over a distance of > 10 mm from the catheter tip within an infusion period of 2 h
[69]. Figure 2.7 demonstrates the principle in an experimental study (Figure 2.7e) and the ex-
pected tissue concentration profiles (Figure 2.7f). The plateau-like concentration profile at
the front of the convective flow is in contrast to the concentration gradients associated with
diffusion-mediated distribution (Figure 2.7b, d). The method has been applied in clinical tri-
als for treatment of gliomas and metastatic brain tumours with a transferrin-targeted mutant
diphtheria toxin,Tf-CRM107 [70]. Current efforts are directed at overcoming the dose-limit-
ing toxicities found in these studies in the CNS such as petechial haemorrhage and small ves-
sel thrombosis [71].

2.4.2.4 Delivery by Barrier Disruption

The temporary physico-chemical disruption of brain endothelial barrier integrity is also con-
sidered an invasive strategy for drug delivery, because it typically involves the intracarotid in-
fusion of a barrier-opening agent. Barrier opening for low molecular weight tracers and
macromolecules (e.g. Evans blue-albumin) was experimentally demonstrated with intrac-
arotid infusions of membrane active agents such as bile salts, oleic acid, cytostatic drugs
etoposide and melphalan, and cytochalasin B. Intracarotid infusion of a low pH buffer also
opens the BBB.

Most studies were performed with hyperosmolar solutions. Hypertonic disruption is under
clinical evaluation for enhanced delivery of small molecular weight cytostatic agents to brain
tumours. Technically, the procedure is performed as a high-flow short-term infusion of 25%
mannitol or arabinose under general anaesthesia.The underlying mechanism is a sequelae of
endothelial cell shrinkage, disruption of tight junctions and vasodilatation by osmotic shift [72].
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Figure 2.7. (a) Autoradiograph of a brain section showing the limited distribution of [125I]-NGF (nerve
growth factor) in rat brain 18 h after injection into the lateral ventricle. Exception: cholinergic neurons
with retrograde transport to the cell body (arrow). (b) Brain–cerebrospinal fluid (CSF) concentration
gradient of four drugs relative to the distance from the ependymal surface. Curves from left to right:
BCNU, thiotepa, cytosine arabinoside, hydroxyurea. Drugs were infused by the intracerebroventricular
route in a Rhesus monkey for a 1-h period. The gradients are steepest for highly diffusible substances
(thiotepa, BCNU). (c) Autoradiograph (top) and unstained photograph (bottom) of coronal sections of
rat brains following implantation of [125I]-NGF-loaded polymers. Sections were obtained 2 days post-
implanatation. Bar = 2.5 mm. (d) Concentration profile in the vicinity of the polymer implant in (c). (e)
The convective-enhanced method allows homogenous delivery to precisely defined volumes, as
demonstrated here in a coronal section of monkey brain stained for biotin (black region). The animal
received an infusion of biotinylated albumin into the globus pallidus internus (Gpi). Gpe, globus pallidus
externus; IC internal capsule; OT, optical tract; Put, Putamen. (f) Calculated concentration profiles for
macromolecules in brain that can be achieved with high flow microinfusion. Dashed lines: steady-state
profiles of molecules undergoing rapid metabolism with half-lives of 0.167 (A) or 1 h (B). Solid lines:
profiles after 2, 6, 10 and 12 h for a molecule with long a half-life (33.5 h). The latter profiles show
plateau-like tissue concentrations that extend with duration of infusion up to 1.5 cm from the tip of the
infusion catheter. Reproduced with permission from references [61] (a), [65] (b), [66](c,d); [122] (e) and
[123] (f).
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Morphological studies in rats, where the induction of neuropathological changes by os-
motic opening was examined, provided evidence of uptake of macromolecules by the brain.
The extravasation of plasma proteins such as fibrinogen and albumin was shown immuno-
histochemically at the light microscopic level. Electron microscopy revealed ultrastructural
changes such as swelling of astrocytic processes and severe mitochondrial damage in neurons
[73]. There was also evidence of prolonged (24 h) cellular stress or injury in neurons and glia
as expressed by the induction of heat shock protein (HSP-70).While the nonspecific opening
of the BBB to plasma proteins harbours a risk of eliciting neuropathological changes, osmot-
ic disruption has been tested for its potential as a delivery method for macromolecular drugs
such as monoclonal antibodies against various tumour antigens or their Fab fragments. In
other studies, uptake after intracarotid administration of nanoparticles (20-nm iron oxide
particles) by normal brain, and uptake of recombinant adenovirus or herpes virus by normal
brain tissue and brain tumour xenografts in nude rats was postulated [74,75].

Compared to small molecules, barrier opening for high molecular weight compounds is of
shorter duration [72]. Furthermore, a characteristic difference exists in the degree of barrier
opening in tumour versus normal brain tissue. Barrier disruption was consistently found to
be more pronounced for the normal BBB, which may limit the clinical applicability of hyper-
osmolar barrier opening, at least for cytotoxic drugs [76].

BBB opening may also be achieved by receptor-mediated mechanisms. The vasoactive
compounds prostaglandins, histamine, serotonin, leukotriene C4 (LTC4), and bradykinin
have all been shown to increase BBB permeability [16]. The effects of LTC4 and bradykinin
are more pronounced on the blood–tumour barrier than on the normal BBB. In the case of
LTC4 this effect is ascribed to the presence of an enzymatic barrier in normal brain tissue due
to the endothelial expression of γ-GTP. The enzyme metabolizes and inactivates LTC4 to
LTD4. In contrast, tumour vessels are unable to express equivalent activities of γ-GTP, a fact
that may be exploited for selective opening of the tumour barrier by intracarotid adminis-
tration of LTC4. However, the effect is restricted to small molecules, as there was no increase
in the tumour accumulation of a dextran tracer of molecular weight 70 kDa. On the other
hand, bradykinin also opens the barrier for the high molecular weight range. It acts on en-
dothelial cells through B2-receptors located on the abluminal side. Normal brain tissue is pro-
tected from barrier opening by bradykinin in the vascular lumen because the peptide cannot
access these receptors. In tumour vessels the barrier integrity is sufficiently compromised to
allow for additional bradykinin-mediated opening at low peptide concentrations. While
bradykinin itself requires intracarotid administration, an analogue with prolonged half-life
(RMP-7) is effective after intracarotid or intravenous application. A 4–5-fold increase in the
delivery of the cytokines interferon-γ , tumour necrosis factor α and interleukin-2 to experi-
mental RG2 glioma in rats was demonstrated after intracarotid infusion of RMP-7 [77]. The
drug is currently being evaluated in the therapy of human malignant gliomas to enhance de-
livery of carboplatin to the tumour [78].

2.4.2.5 Vector-mediated Delivery

In this approach, ‘chimeric peptides’ [79] are generated as transportable drug derivatives tar-
geting the receptor-mediated mechanism. Chimeric peptides are formed by linking a drug
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that is unable to cross the BBB to a vector (see Figure 2.8). Binding of the vector at the lu-
minal membrane of brain capillary endothelial cells initiates receptor-mediated or adsorp-
tive-mediated transcytosis (Figure 2.3c). Size and structure of the cargo may vary as long as
binding and cellular uptake of the vector is not inhibited by the drug moiety, and may only be
limited by the size of the endocytotic vesicles.

Initial studies of brain delivery based on the chimeric peptide strategy used the absorptive-
mediated uptake of cationized albumin which was chemically coupled to the opioid peptide
β-endorphin [80] or its metabolically stabilized analogue [D-Ala2]β-endorphin. Tracer ex-
periments in which the chimeric peptide was labelled in the endorphin moiety provided evi-
dence of internalization by isolated brain capillaries and transport into brain tissue in vivo
[81].

Endogenous ligands for receptor-mediated systems may be unsuitable as vectors due to
competition for transport or undesirable pharmacological effects. For example, plasma con-
centrations of transferrin are in the range of 25 µM. Insulin as a vector would cause hypogly-
caemia. A logical alternative as vectors are monoclonal antibodies specific to the extracellu-
lar domain of a peptide or protein receptor at the BBB. These antibodies can be designed as
non-competitive, i.e. they bind to the receptors at a site distinct from the ligand binding site
and do not interfere with the endocytosis process.

Brain uptake data for some vectors are compared in Table 2.1. Quantitative comparisons
within the same species are possible for the rat with vectors derived from the anti-TfR mon-
oclonal antibody OX26 and from cationized human serum albumin. To put the efficiency of
brain delivery into perspective, the comparison to a classical neuroactive drug may be infor-
mative. In the rat, brain concentrations of morphine following systemic administration never
exceed 0.08% of injected dose per gram [%ID g–1] [82]. In contrast, OX26 easily reaches con-
centrations in rat brain that are three to four times higher. Vectors based on cationized hu-
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Figure 2.8. Scheme of a chimeric peptide with examples for each of the distinct domains. OX26, anti-rat
transferrin receptor monoclonal antibody (mAb); 84-15, anti-human insulin receptor mAb; cHSA,
cationized human serum albumin; VIP, vasoactive intestinal polypeptide; DALDA, dermorphin
analogue; NGF, nerve growth factor; BDNF, brain-derived neurotrophic factor; PNA, peptide nucleic
acid; β-gal, β-galactosidase.



man albumin reach lower brain concentrations compared to OX26 vectors. The difference is
mainly caused by a corresponding difference in the PS products, i.e. the rate of uptake by ab-
sorptive-mediated transcytosis of cationized albumin at the BBB is lower than the rate of re-
ceptor-mediated uptake of OX26 (Table 2.1).

With regard to transport capacity, the introduction of the anti-human insulin receptor an-
tibody (HIR MAb) 83-14 as a vector indicates the potential for future improvements in
brain-specific delivery vectors. Compared to anti-TfR monoclonal antibodies, the brain de-
livery in primates is over 7-fold higher due to the high PS product of the HIR MAb.

A thorough characterization of vectors for drug delivery needs to take into account the
saturable character of receptor-mediated processes and therefore requires investigation of
dose dependence of uptake. While non-competing antibodies avoid the problem of competi-
tion by endogenous ligands, the saturability of the antibody binding site remains. The values
in Table 2.1 were obtained in uptake experiments with doses of vectors in the low µg kg–1

range, corresponding to plasma concentrations in the low nM range. Linear pharmacokinet-
ics cannot be expected at higher doses and hence changes in both plasma AUC and apparent
PS product are likely to occur at higher doses. Experimental evidence of saturability in vivo
was seen for the OX26 antibody in rats and the 8D3 antibody in mice. In the case of 8D3, for
example, the brain uptake declined to virtually 0% ID g–1 brain at a dose of 4 mg kg–1 i.v. [83].
Proof of saturability in vivo is direct evidence for a specific uptake mechanism.

The coupling step between vector and drug moiety may be performed by either chemical
or molecular biological approaches (see Chapter 11 for a more detailed discussion on conju-
gation strategies in drug targeting research). While the options offered by chemical methods
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Table 2.1. Brain concentration, blood–brain barrier PS product, and plasma AUC (0–60 min) of brain
delivery vectors after i.v. bolus injection.

Vector (species) %ID g-1a PS (µl min-1 g-1) AUC 0–60 
(%ID min ml-1)

3H-OX26 (rat) 0.27 ± 0.04 1.92 ± 0.06 132 ± 19

OX26-Avb (rat) 0.041 ± 0.004 0.85 ± 0.02 49 ± 4

Anti-TfR IgG3-CH3-Avb,c 0.25 ± 0.09 2.25 ± 0.65 134 ± 29
(rat, recombinant)

OX26-NLAb (rat) 0.17 ± 0.04 0.70 ± 0.10 232 ± 25

OX26-SAb (rat) 0.20 ± 0.03 0.92 ± 0.10 216 ± 28

cHSA-Avb (rat) 0.015 ± 0.006 0.26 ± 0.13 64 ± 7

cHSA-NLAb (rat) 0.061 ± 0.012 0.20 ± 0.04 300 ± 14
125I-8D3 (mouse) 3.1 ± 0.2 3.3 ± 0.1 932 ± 57
125I-HIR MAb (rhesus monkey) 3.8 ± 0.4 (100 g brain)d 5.4 ± 0.6 5.9 ± 1.2 (0–180 min)

a Percentage injected dose per g brain 60 min after i.v. bolus injection.
b These proteins were labeled at the avidin moiety with [3H]biotin.
c IgG3-CH3 fusion protein with variable region of OX26 and avidin.
d %ID in total brain tissue after 3 h. 
AUC, area under curve of plasma concentration; Av, avidin; NLA, neutral avidin; SA, streptavidin;
cHSA, cationized human serum albumin; HIR MAb, human insulin receptor mAb; PS product,
permeability surface area product.



provide rapid synthesis of conjugates, which is particularly suitable for animal experiments
and ‘proof of concept’ studies, fusion proteins have the potential for bulk production of a de-
fined molecular entity for future clinical development. With regard to chemical conjugation,
the avidin–biotin technology as a linker strategy was introduced [84] as a highly versatile al-
ternative to direct linkage of vector and drug moiety [85]. It exploits the broad availability of
biotinylating reagents for a range of compounds and functional groups, and a single vector to
be used for the delivery of different drugs. Moreover, the avidin–biotin bond is extremely sta-
ble. It proved advantageous for pharmacokinetic reasons to substitute the basic avidin with a
chemically neutralized form of avidin, designated NLA [86] or with streptavidin (SA) [87].

Recently, a fusion protein between OX26 and avidin was engineered, in which the variable
regions of an IgG3-antibody were substituted with those of OX26, and the CH3 region was
fused to the avidin monomer (anti-TfR IgG3-CH3-Av). The fusion protein thus forms an
avidin dimer, which displays high affinity biotin binding.The pharmacokinetics and brain up-
take of the fusion protein were favourable compared to the chemical conjugate of
OX26–avidin, as is evident from the values in Table 2.1 [88].

The biotin–avidin linker strategy is particularly suitable for synthetic peptide drugs. These
can be designed to facilitate monobiotinylation at a site that does not interfere with bioac-
tivity [89]. Monobiotinylation is recommended due to the multivalency of avidin. A 1 : 1 mo-
lar conjugate of vector and (strept)avidin can bind up to four biotin residues, and the genet-
ically engineered fusion protein still has two biotin binding sites.Therefore, higher degrees of
biotinylation of the drug moiety would result in the formation of high molecular weight ag-
gregates, which are cleared rapidly from the circulation [90].

Chimeric peptides need to be stable in the circulation before brain uptake occurs, and ei-
ther amide bonds, thioether or disulfide linkers fulfil that requirement in the plasma com-
partment. In addition, they must be stable during transcytosis through BBB endothelial cells.
Finally they also need to retain binding affinity in their drug moiety. If binding of a peptide
drug to the vector reduces binding affinity to the drug receptor on brain cells, then the release
of free drug in the brain would be required. Disulfide reducing enzymes such as protein disul-
fide-isomerase are present in tissues intracellularly and on the plasma membrane [91]. Cleav-
age of (-S-S-) linked chimeric peptides in brain in vivo is possible.A biotinylated opioid pep-
tide analogue ([Lys7]dermorphin-amide) with a disulfide biotin linker, N-hydroxysuccin-
imide dithiopropionate, was cleaved from the vector OX26-SA in brain but not in plasma
[92].

An alternative coupling strategy that avoids potential steric hindrance of drug action and
eliminates the need for cleavability utilizes long, flexible spacer arms, e.g. biotin-derivatized
polyethylene glycol (PEG) linkers with molecular weights of 2000 or 5000 Da [93,94].

2.4.2.6 Pharmacological Effects of Chimeric Peptides

The cargo that is suitable for transport by chimeric peptides encompasses a wide array of
substances. Table 2.2 gives examples of studies, which measured CNS effects after peptide
drug delivery.

Among the peptide-based payloads that have been delivered is an analogue of the 28-
amino acid peptide Vasoactive Intestinal Polypeptide (VIP) [89,95]. VIP is suitable for the
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Table 2.2. Pharmacologic effects obtained with chimeric peptides in animal models.

Chimeric peptide Dose Mode of Animal model Effect
administration

Biotinylated VIP 12 µg kg-1 Intracarotid infusion Rat; artificial ventilation Increase in CBF
analogue under nitrous oxide 
linked to OX26-Av anesthesia

Biotinylated VIP 20 µg kg-1 or Single i.v. injection Rat; conscious Dose-dependent 
analogue 100 µg kg-1 increase in
linked to OX26-SA CBF

NGF chemically 6.2 µg/ i.v. injection Rat; intraocular forebrain Survival of cholin-
conjugated injection 4× every 2 weeks transplant ergic neurons
to OX26

NGF chemically 50 µg/ i.v. injection, twice Aged rat (24 months) Improvement of 
conjugated injection weekly for 6 weeks spatial memory 
to OX26 in impaired rats

NGF chemically 20 µg/ i.v. injection Rat; quinolinic acid Rescue of striatal
conjugated injection daily 3 days + lesion cholinergic 
to OX26 every 2 days neurons

6×

NGF chemically i.v. injection Non-human primate Upregulation of 
conjugated p75 NGF-receptor 
to anti primate in striatum
TfR mAb AK30

GDNF chemically 5µg/ i.v. injection Rat; intraocular spinal Survival of motor-
conjugated to OX26 injection 3× every 2 weeks cord transplant neurons

Biotinylated 250 µg kg-1 i.v. injection Rat; transient forebrain Rescue of CA1 
PEG-BDNF daily for 7 days ischaemia hippocampal 
linked to OX26-SA neurons

BDNF, brain derived neurotrophic factor; CBF, cerebral blood flow; GDNF, glial cell line derived
neurotrophic factor; NGF, nerve growth factor; TfR, transferrin receptor; VIP, vasoactive intestinal
polypeptide.

demonstration of a pharmacological effect with a vector-mediated drug delivery strategy, be-
cause VIP-containing nerve fibres are abundant around intracerebral small arteries and ar-
terioles. This peptide acts as a potent vasodilator when applied topically to intracranial ves-
sels and plays an important role in the modulation of cerebral blood flow (CBF). However,
as its receptors are expressed on the vascular smooth muscle cells, which are beyond the
blood–brain barrier, no effects on CBF are usually seen after systemic administration of VIP.

A metabolically stabilized analogue of VIP was constructed which could be biotinylated at
a single site. Brain delivery of the biotinylated VIP analogue by the OX26–avidin vector re-
sulted in the desired pharmacological effect. A significant increase in CBF of 65% could be
demonstrated after systemic administration of the chimeric peptide.The effect was seen both
in anaesthetized rats under controlled respiration after intracarotid infusion as well as in con-
scious animals after i.v. bolus injection. When an equal dose of the peptide alone without a
vector was injected (12 µg kg–1 for the intracarotid infusion or 20 µg kg–1 in the i.v. study)
there was no measurable effect on CBF compared to control animals. In contrast, the well es-
tablished peripheral effects of VIP on glandular blood flow in the thyroid gland or the sali-
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Figure 2.9. Differential pharmacological effect elicited
by vector-mediated delivery of a VIP analogue. The
organ blood flow in brain and salivary gland was
measured in conscious rats after i.v. administration of
vehicle (saline), the brain delivery vector OX26-SA,
the VIP peptide alone, or the chimeric peptide. While
cerebral blood flow increased in the chimeric peptide
group by 60% compared to the saline control, the
increase in salivary gland blood flow seen with the
peptide alone was abolished by coupling to the vector.
The VIP analogue was biotinylated with a non-
cleavable 14-atom spacer (biotin-XX) for coupling to
the vector. Data from reference [95].

vary gland were readily detectable [89,95], as shown in Figure 2.9. Notably, the effect on sali-
vary gland blood flow was attenuated in animals treated with the chimeric peptide delivery
system.Taking salivary gland blood flow in that respect as a potential adverse drug effect, the
delivery strategy of the VIP analogue to the brain not only resulted in the desired pharma-
cological response at the target site, but it also diminished the effect at non-target sites and
therefore increased the therapeutic index [95].

Demonstrations of pharmacological effects of chimeric peptides have been achieved with
different neurotrophic factors in models of neurodegenerative diseases and ischaemia. The
initial report by Friden et al. utilized an ocular graft model of fetal midbrain placed into the
anterior eye chamber of adult rats [85].The vasculature of the grafted tissue retained its BBB
properties. Nerve growth factor was chemically coupled to the vector OX26 via a disulfide
linker. Repeated i.v. administration (four times bi-weekly) of the chimeric peptide promoted
survival of the cholinergic neurons within the graft. Further proof of pharmacological effect
of the same conjugate was obtained in aged rats with spatial learning deficits. They respond-
ed to a 6-week treatment with twice weekly i.v. injections with improved performance in the
so-called Morris water maze learning task and immunohistochemistry showed increased cell
size of cholinergic neurons in the medial septal area of these rats [96]. The NGF-OX26
chimeric peptide was also effective in a quinolinic acid lesioning model of Huntington’s dis-
ease [97].Treatment for 2 weeks significantly reduced the loss of intrastriatal cholinergic neu-
rons induced by stereotaxic injection of quinolinic acid.

Animal models of Parkinson’s disease suggest that Glial Cell-Line Derived Neurotrophic
Factor (GDNF) may be a suitable treatment modality for degenerative processes involving
dopaminergic midbrain neurons, and traumatic injury of spinal motor neurons.Therefore, the
effect of a GDNF-OX26 chimeric peptide was studied in another neural graft model [98].The
vector-mediated delivery of small i.v. doses equivalent to 5 µg of GDNF significantly pro-
moted the survival of ocular implants of fetal spinal cord motor neurons in rats.

The potential therapeutic benefit of brain-derived neurotrophic factor BDNF for rescuing
neurons after stroke was demonstrated in a forebrain ischaemia model [93]. In that study,



transient forebrain ischaemia was induced in rats by bilateral clamping of the carotid arter-
ies. In order to achieve BDNF delivery with the chimeric peptide approach it was necessary
to modify the peptide by ‘pegylation’, i.e. the coupling of multiple PEG residues. Native
BDNF is a basic peptide with rapid clearance from plasma. The poor pharmacokinetic prop-
erties persisted after coupling to OX26–streptavidin but could be overcome by pegylation.
The PEG-BDNF could be delivered through the BBB by vector-mediated transport as effi-
ciently as the OX26 antibody itself [90].Animals treated for 1 week after the ischaemic insult
with chimeric peptide (biotinylated PEG-BDNF coupled to OX26-SA) at a daily dose of
250 µg kg–1 were fully protected from neuronal loss in the hippocampal CA1 region.

Oligodeoxynucleotides (ODN) represent another class of hydrophilic macromolecular
drug candidates, which require transcellular as well as intracellular delivery where brain cell
targeting is concerned. Due to their highly charged, anionic character they also have the po-
tential to impair the pharmacokinetics of the delivery system when used as the drug con-
stituent of chimeric peptides. Coupling of a biotinylated phosphodiester ODN to OX26-
NLA increases hepatic clearance of the complex and limits brain uptake by lowering the
AUC [99]. On the other hand, phosphorothioate-modified ODNs show high plasma protein
binding which may contribute to the low BBB transport measured for a PS-ODN/OX26-SA
chimeric peptide. In contrast, the neutral peptide backbone of peptide nucleic acids makes
these compounds good drug candidates for chimeric peptides and allows for a substantial
vector-mediated effect on brain targeting (28-fold increase, [100]). A potential therapeutic
application of the ODN approach is the delivery of an antisense oligonucleotide to the rev
gene of HIV-1 through the BBB. The feasibility of such an approach was recently demon-
strated using the OX26–avidin fusion protein [88].

2.4.2.7 Chimeric Peptide Radiopharmaceuticals

The potential of chimeric peptides for delivery of radiopharmaceuticals across the BBB, ei-
ther for diagnostic or therapeutic purposes, has been explored in studies with radiolabelled
synthetic amyloid peptide and with EGF. Aß peptide in solution deposits specifically on pre-
existing amyloid plaques and vascular amyloid.A pharmacokinetic study in Rhesus monkeys
with the insulin receptor antibody 83-14 as a vector showed brain accumulation of radiola-
belled [125I]-Aβ only after vector-mediated delivery. The peptide alone was unable to cross
the BBB. In the monkeys, analysis of brain sections by phosphorimager quantitation of ra-
dioactivity resulted in images comparable to scans obtained with the non-metabolized glu-
cose analogue 2-deoxyglucose [101]. Labelling with a suitable radioisotope should enable
quantitative detection by a neuroimaging method such as SPECT.

EGF receptors are abundantly expressed by gliomas and present a target both for diag-
nostic imaging and radio-immunotherapy. A cerebral implant model in rats bearing human
U87 gliomas was utilized to test the brain delivery of [111In]-labelled EGF by vector mediat-
ed transport with OX26 following i.v. injection. Brains were sampled after 2 h and cryosec-
tioned for subsequent autoradiography. The tumours were clearly visualized on these au-
toradiographs, but only when the labelled EGF was given as a chimeric peptide, not when in-
jected without the vector [102].
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2.4.3 Liposomes as Drug Carriers

2.4.3.1 Conventional Liposomes and Small Molecules

Liposomes, in addition to oligonucleotides [104], are often used as carriers for low molecular
weight drugs and peptides [103]. It has been demonstrated that encapsulation within lipo-
somes can dramatically alter the fate of the encapsulated drug in vivo [105]. Liposomal for-
mulations may protect against metabolic degradation and can influence plasma clearance
and tissue distribution of a variety of drugs. Loading efficiency, contents retention, plasma
stability and pharmacokinetic properties can often be adjusted by appropriate formulation
of conventional liposomal drug carriers [105,106]. However, conventional liposomes do not
undergo significant blood–brain barrier transport [107]. This is also true for small unilamel-
lar vesicles as demonstrated in a study where 60-nm liposomes radiollabeled with 111Indium
did not penetrate the blood–brain barrier of a normal brain [108]. In this study brain pene-
tration was only observed following non-specific pharmacological disruption of the
blood–brain barrier by infusion of high doses (25 mg kg–1) of etoposide or at sites of brain tu-
mours where the vasculature is porous.

2.4.3.2 Brain Targeting Using Immunoliposomes

Conventional liposomes are rapidly removed from the circulation by cells of the reticuloen-
dothelial system [109].This rapid accumulation of conventional liposomes in the liver and the
spleen and the resulting high plasma clearance can be slowed down by coating the liposome
surface with inert and hydrophilic polymers such as PEG [110]. The half-life of liposomes
containing PEG-derivatized lipids increases up to 100-fold [106]. Such liposomes are often
referred to as sterically-stabilized liposomes. The PEG polymers can also be used for cova-
lent conjugation of an antibody or an antibody fragment to the liposome. In this case a chem-
ically reactive linker lipid can be used (Figure 2.10) that consists of a bi-functional PEG mol-
ecule covalently bound at one side to a phospholipid headgroup and at the other side to a thi-
ol-reactive maleimide group. Thus modified antibodies bearing a thiol group can be coupled
under mild conditions to sterically-stabilized liposomes [111]. Such immunoliposomes retain
both their prolonged circulation properties and their target specificity in vivo. Similar results
can be obtained using alternative coupling techniques such as biotin–avidin conjugation
[112].

2.4 Drug Delivery Strategies 47

SH + N

O

n

O

(CH2)2O

N
H

Phospholipid

O

S
N

O

O

n(CH2)2O

N
H

Phospholipid

O

Figure 2.10. Schematic diagram of coupling of a
thiolated antibody to a linker lipid (maleimide–
PEG–phospholipid) which is part of a preformed
liposome. The resulting thioether bond is meta-
bolically stable. The strategy shown here was used to
synthesize OX26-immunoliposomes [111].



An antibody used for brain targeting of immunoliposomes has to meet several require-
ments. First, the antibody should recognize a structure which is present exclusively at the
blood–brain barrier. Second, the antibody should be able to cross the blood–brain barrier by
an active transport mechanism such as receptor-mediated transcytosis. Third, the epitope
against which the antibody is targeted should preferably not be species specific. Fourth, high
quantities of the antibody should be available. The OX26 mAb [38] meets several (but not
all) of the above requirements. In vitro experiments have demonstrated that OX26-immuno-
liposomes can be taken up specifically by living RG2 rat glioma cells overexpressing the rat
transferrin receptor despite their particulate size of approximately 90 nm [113]. The fluores-
cent-labelled OX26-immunoliposomes accumulated within an intracellular (endosomal)
compartment [114]. Similar results were obtained by incubation of fluorescent OX26-im-
munoliposomes with freshly isolated rat brain capillaries [115] which revealed binding to the
luminal and basolateral membranes of the brain endothelium.

2.4.3.3 Drugs of Interest for Targeting to the Brain

Brain delivery of the anticancer drug daunomycin provides an example of the in vivo appli-
cation of OX26-immunoliposomes [111]. Different formulations of [3H]-daunomycin were
i.v. administered to rats either as the free drug or encapsulated in conventional liposomes,
sterically-stabilized liposomes, or PEG-conjugated immunoliposomes (Table 2.3). Plasma
samples were taken at defined time points and after 1 h the animal was killed and drug con-
centrations in brain tissue were determined.

Free daunomycin and not PEG-conjugated liposomes containing daunomycin, disappear
rapidly from the circulation. Plasma clearance of the liposome was reduced 66-fold by PEG-
conjugation. Coupling 29 OX26 monoclonal antibodies per PEG-liposome partially reversed
the effect of PEG-conjugation on plasma clearance.

Analysis of the blood–brain barrier permeability surface area (PS) product indicated that
daunomycin, and to a lesser degree conventional liposomes, have the potential to penetrate
the blood–brain barrier. However, brain tissue accumulation of free daunomycin or conven-
tional liposomes was poor, being the result of their high systemic plasma clearance. The use
of PEG-conjugated liposomes reduced the blood–brain barrier PS product value to zero. No
brain uptake of the PEG-liposomes was observed, despite their marked increase in plasma
circulation time. Conversely, the use of PEG-conjugated OX26 immunoliposomes increased
the blood–brain barrier PS product, relative to PEG-liposomes, resulting in increased brain
uptake. Thus, optimal brain delivery of daunomycin was achieved using OX26 immunolipo-
somes (see Table 2.3). Titration of the amount of OX26 conjugated per liposome (n between
3 and 197) revealed an increase in plasma clearance and a decrease in the systemic volume of
distribution of immunoliposomes at higher OX26 concentrations. Highest PS product values
and brain tissue accumulation was observed for immunoliposomes with 29 OX26 mAb. At
higher OX26 densities on the liposome, a saturation effect was observed resulting in a re-
duction in volume of distribution, PS product and brain tissue accumulation of OX26 im-
munoliposomes.

Recently the OX26 immunoliposomes were used in a gene delivery approach to transport
expression vectors for luciferase or β-galactosidase through the BBB [116]. The plasmids
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were physically entrapped inside the neutral liposomes rather than being complexed on the
surface of cationic liposomes. Gene expression was demonstrated in brain cells beyond the
BBB, indicating both penetration of the liposomes through the BBB in vivo and escape from
the endosomal compartment by an as yet unidentified mechanism.

In conclusion, the use of an immunoliposome-based drug delivery system allows for tar-
geted delivery of a small molecule such as daunomycin or plasmids to the rat brain in vivo.
Further experiments will be needed to clarify the subcellular routes and compartments in-
volved in the transcytosis mechanism, as well as the eventual release mechanism in the target
cell.

2.5 Conclusions

Various strategies to circumvent or to overcome the BBB for brain-directed drug therapies
are under evaluation. It can be predicted that for broad clinical application noninvasive
methods will be required, in particular for chronic diseases where long-term treatment is nec-
essary. The utilization of physiological transport mechanisms at the BBB in experimental
models generated evidence that pharmacological effects can be achieved with this approach.
In order to be useful as drug delivery systems in humans, several steps are necessary. The
transport capacity must be increased, which is possible through improved vectors and opti-
mized coupling strategies. In order to avoid potential immunogenicity of antibody-based vec-
tors from murine sources, humanization techniques are now being applied [117]. Further de-
velopments may include specific targeting to neuronal or non-neuronal cells, and efficient in-
tracellular release mechanisms.
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Table 2.3. Pharmacokinetics of different formulations of [3H]-daunomycin after i.v. administration to
rats. 

Cl (ml min-1 kg-1) PS (µl min-1 g-1 tissue) %ID g-1 tissue

Daunomycin 44.7 ± 6.8 1.63 ± 0.20 0.009 ± 0.001

Liposomes 12.6 ± 6.3 0.21 ± 0.06 0.009 ± 0.004

PEG–liposomes 0.19 ± 0.01 0.001 ± 0.005 0.001 ± 0.003

29 OX26 0.91 ± 0.11 0.144 ± 0.038 0.029 ± 0.011

IgG2a 0.37 ± 0.04 0.001 ± 0.006 0.001 ± 0.001

Plasma clearance (Cl), blood–brain barrier permeability surface area product (PS) and accumulation
as % injected dose detected in brain tissue (%ID g-1 tissue) at 1 h after administration. Results show
free [3H]-daunomycin (Daunomycin), [3H]-daunomycin encapsulated in conventional liposomes (Lipo-
somes), sterically stabilized liposomes (PEG–liposomes), immunoliposomes (29 OX26, where 29 desig-
nates the number of OX26 mAb conjugated per liposome) and control immunoliposomes where the
OX26 mAb was replaced by a non-specific isotype control antibody (IgG2a). Values are means ± SEM
of n = 3 experiments.
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3 Pulmonary Drug Delivery: Delivery To and
Through the Lung

Anne H. de Boer, Grietje Molema, Henderik W. Frijlink

3.1 Introduction

The respiratory tract is one of the oldest routes used for the administration of drugs. Anaes-
thetics, aerosolized drugs, smoke or steam have been inhaled for medical purposes for cen-
turies. Over the past decades inhalation therapy has established itself as a valuable tool in the
local therapy of pulmonary diseases such as asthma or COPD (Chronic Obstructive Pul-
monary Disease) [1]. This type of drug application in the therapy of these diseases is a clear
form of targeted drug delivery: the major advantages are a rapid onset of the therapeutic ef-
fect, a lowering of the required dose (as compared to systemic administration) and a reduc-
tion in unwanted side-effects (increased therapeutic index). Currently, over 25 drug sub-
stances are marketed as inhalation aerosol products for local pulmonary effects and about
the same number of drugs are in different stages of clinical development. Furthermore, there
are some drugs that are not marketed as inhalation aerosols per se but are formulated as such
by pharmacists.

The majority of the marketed products are used for asthma and COPD.Typical agents that
are used for these indications are β2-agonists such as salbutamol (albuterol), Terbutalin or
formoterol, corticosteroids such as budesonide, Flixotide or beclomethasone and mast-cell
stabilizers such as sodium cromoglycate or nedocromil.

Patients suffering from cystic fibrosis often use various aerosolized drugs. To reduce the
viscosity of the mucus in the airways, recombinant human deoxyribonuclease is used. This 
enzyme is the first recombinant protein that has been developed for specific delivery to 
the lungs via the airways. It has a local action on the mucus in the airways and its absorption
is minimal. Another drug that decreases the viscosity of the mucus is acetylcysteine.
Aerosolized antibiotics are a further group of therapeutics that is widely used by cystic 
fibrosis patients. Solutions of antibiotics like tobramycin or colistin are used in nebulizers to
prevent exacerbation of the disease. Pentamidine has been used for the prophylaxis of Pneu-
mocystis pneumonia in patients infected with HIV virus, while chronic rejection of lung
transplants provided a reason to develop an aerosol formulation of cyclosporine A.

The latest and probably one of the most promising applications of pulmonary drug ad-
ministration is its use to achieve systemic absorption of the administered drug substances.
Particularly for those drug substances that exhibit a poor bioavailability when administered
by the oral route, as for example peptides or proteins, the respiratory tract might be a conve-
nient port of entry [2]. For this application a more or less contradictory situation occurs: ‘de-
livery (into the lung) is required to obtain systemic absorption followed by a non-targeted
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distribution of the drug substance’. In this case, the biopharmaceutical objective of improved
bioavailability and not the improved therapeutic index for the drug is the rationale for organ
delivery.

Systemic absorption of pulmonary-delivered peptides and proteins has been the objective
of many investigations [2].The most successful work in this field is the development of insulin
formulations for inhalation. These dosage forms might, in the near future, become a suitable
alternative for the current subcutaneous injection of insulin that is used to obtain meal-time
glucose control [3]. In spite of the strict requirements regarding dose variability for insulin,
the pulmonary products under development seem to be as safe as the subcutaneous injections.

Numerous other peptides and proteins have been, or are still in development as inhalation
products with the objective of systemic absorption. Examples of these are: calcitonin, LH-RH
antagonists, recombinant human granulocyte colony-stimulating factor and growth hormone.

Protein inhalation products that have been developed for local use are interferon, alpha-
1-antitrypsin and secretory leukoprotease inhibitor. Other therapeutic products that have
been investigated with regard to delivery to the lungs are genetic material (plasmid DNA)
and vaccines. For example, the delivery of the gene encoding the cystic fibrosis transmem-
brane conductance regulator was extensively investigated [4]. Delivery of genes requires
specific vector systems which enable the cellular transfection of the gene. Vectors that have
been investigated are retroviral and adenovirus-associated vectors, recombinant adenovirus-
es, cationic liposomes and DNA–ligand complexes. However, none of these approaches was
found to be successful in clinical studies up to now. Other diseases for which gene therapy via
the lung was investigated are lung carcinoma malignant mesothelioma and alpha1-anti-
trypsin deficiency [5].

Pulmonary drug delivery for local or systemic therapy comprises several aspects. Formula-
tion of the drug, the generation of the aerosol, the lung deposition of inhaled particles and
the passage of the drug substance over the epithelial membranes of the respiratory tract, all
represent crucial aspects of pulmonary drug administration. During the last decade many of
these aspects have been studied extensively [1,2,6–18]. This chapter summarizes the aspects
that are of relevance in the development of new drug products for inhalation. Focus will be
placed on the physical characteristics of the inspiratory flow curve since this is the driving
force that finally brings the particles into the lung. This process is also relevant to under-
standing the generation of the aerosol cloud as for example in dry powder inhalers. Further
aspects that will be discussed are the apparatus to generate the aerosol, lung deposition
mechanisms, typical formulation types for the pulmonary route as well as the mechanism of
transport over the alveolar membrane.

Principles of fluid and particle dynamics in the respiratory tract (physical and anatomical
parameters) are also discussed, as they are the starting point for the development of drug
products for inhalation. In fact, they set the conditions used for in vitro and in vivo testing of
inhalation systems and define the specifications for new inhalation systems.

Finally, it should be noted that apart from the use of the pulmonary route for protein ab-
sorption (targeting through the lung), the lung can also be an object for organ selective de-
livery (targeting to the lung). The latter can in theory be achieved by two entirely different
routes: deposition via the airways from the luminal side and targeting via the blood circula-
tion.Whereas the main part of this chapter is dedicated to the former approach, the latter ap-
proach will also be briefly discussed (Section 3.12).
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3.2 The Respiratory Tract

The human respiratory tract is a branching system of air channels with approximately 23 bi-
furcations from the mouth to the alveoli [8,18,19]. In Figure 3.1 a schematic representation of
the human airways as described by Weibel [20] is shown. Furthermore, this figure shows some
typical geometric features of the lung. The major task of the lungs is gas exchange, by adding
oxygen to, and removing carbon dioxide from the blood passing the pulmonary capillary bed
[21]. This task is facilitated by inhaling certain quantities of fresh air into the lungs at regular
intervals and exhaling similar volumes of used air in between. The muscles that are responsi-
ble for this task can be divided into inspiratory and expiratory muscles. During inhalation,
the chest is expanded mainly longitudinally by contraction of the main inspiratory muscle:
the dome shaped diaphragm in the lower part of the chest.This enlargement of the chest vol-
ume creates an underpressure in the lungs which is the driving force for an airflow, entering
through the mouth or nose. Expiration during quiet breathing occurs passively as a result of
recoil of the lung. Only during heavy breathing are expiratory muscles, which depress the
ribs, activated.
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Figure 3.1. Schematic representation of the lung according to the model described by Weibel [20].

3.2.1 Lung Capacities and Pulmonary Ventilation

The inhaled air volume (V in L) depends on the extent of chest enlargement. During normal
breathing, the inhaled and exhaled volumes (tidal volume) are only part of the total lung vol-
ume [8,21]. The different parameters that describe pulmonary ventilation are shown in Fig-
ure 3.2.Table 3.1 presents a definition of the different parameters. Normal adults have a tidal



volume (VT) of approximately 0.7 l, and inhale with a frequency of about 12 times a minute
at rest [8].The amount of air processed under these conditions is 12 m3 per day (with a range
of 10–20 m3 per day). During heavy work, the tidal volume may be increased by a factor 3. A
residual volume (RV) of 1 to 1.5 l is not exhaled during normal breathing: this volume is in-
creased when a patient suffers from an obstruction e.g. in the case of asthma. Total lung ca-
pacities (TLCs) of adults are estimated to be 5 to 7 l [1], maximal inspired volumes (vital ca-
pacities: VCs) were found to be dependent on the external resistance and vary from less than
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Table 3.1. Definitions of the different parameters describing pulmonary ventilation.

Parameter Definition

Total lung capacity The volume of air in the lung after a maximal inspiratory effort

Inspiratory capacity The volume of air maximally inspired after a normal tidal expiration

Functional residual capacity The volume of air remaining in the lung at the end of normal tidal expira-
tion

Vital capacity The maximum volume of air expired after a maximal forced inspiration

Inspiratory reserve volume The maximum volume of air inspired after a normal tidal inspiration

Tidal volume The volume of air entering or leaving the lung at each normal breath

Expiratory reserve volume The maximum volume of air expired after normal tidal expiration

Residual volume The volume of air left in the lung after a maximal forced expiratory effort 

Figure 3.2. Schematic diagram of the different volumes describing pulmonary ventilation.



1 l (for high airflow resistances) to more than 2.5 l (for low resistances) for healthy adults
[22].

Healthy subjects have hardly any alveolar dead space. However, disease may increase the
dead space in the alveoli [15]. This might be of importance when alveolar deposition is de-
sired, for example to obtain systemic absorption.

Attainable underpressures and inspiratory flow rates, which are especially relevant to the
performance of dry powder inhalers, are discussed more in detail in Section 3.9 as function of
the patient’s effort, age and clinical condition and the (external) inhaler resistance. On the
basis of Weibel’s lung model (Figure 3.1), showing a strongly increasing total cross sectional
area for airflow with increasing generation number, starting from the lobar bronchi, it can be
calculated that the air velocity decreases with increasing penetration depth.At a common in-
spiratory flow rate of 60 l min–1 through a dry powder inhaler, air velocity first increases from
approximately 4 m s–1 in the trachea to a maximum of 4.6 m s–1 in the lobar bronchi. But start-
ing at the segmental bronchi, a steep decrease in velocity occurs to 0.5 m s–1 in the terminal
bronchi and not more than 0.05 m s–1 in the terminal bronchioles. So, in the periphery of the
lungs, the air is practically still. A similar falling off can be calculated for the Reynolds num-
ber, being 4800 in the trachea, 40 in the terminal bronchi and only 2 in the terminal bronchi-
oles. This means that the flow is turbulent (at 60 l min–1) in the upper respiratory tract and
laminar in the central and deep lung. The decreasing air velocity is important for particle de-
position in the lungs, as will be discussed in Section 3.3.

3.3 Lung Deposition and Particle Size

Airborne particles travelling through the respiratory tract are subjected to constantly chang-
ing forces as a result of bends and the decreasing air velocity (Section 3.2.1). In the absence
of tribocharge, electrostatic forces play no role and particle behaviour is governed mainly by
inertial forces, the drag force (Stokes’ law) and the force of gravity [8]. In the relatively wide
upper airways, where the air velocity is highest (Section 3.2.1), inertial forces are dominant.
Particles enter the airway system with (near) air velocity, unless they have been accelerated
to much higher speed, as by discharge from a metered dose aerosol [23].They will have to fol-
low the streamlines of the air in bends and bifurcations in order to penetrate deeper, but are
unable to do so when their inertia is too high (either from a high mass or a high velocity, or
both).Therefore, the largest particles are deposited by the mechanism of inertial impaction in
the throat and first bifurcations.As the remaining small particles move on to the central lung,
the air velocity gradually decreases to much lower values and the force of gravity becomes
important. Settling by sedimentation is the dominant deposition mechanism in this part of the
respiratory tract. However, settling velocity is too low and residence time too short to remove
the smallest particles in the aerosol cloud from the air by this mechanism. So, the finest frac-
tions are able to enter the periphery of the lung where they can make contact with the walls
of the airways as the result of Brownian motion (particle diffusion). In rare cases, particle in-
terception contributes to drug deposition, especially near obstructions in the smaller airways.

Particles entering the respiratory tract may not only vary in size and velocity, but also in
shape and density, depending upon the type of drug and the inhalation system used for
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aerosol generation (see Section 3.5). In order to be able to compare the behaviour of differ-
ent types of aerosol particles with each other, the aerodynamic particle diameter (DA) has
been introduced. By definition, the aerodynamic diameter of a particle is the diameter of a
unit density sphere (ρP = 1 g cm–3) having the same terminal settling velocity (in still air) as
the particle under consideration. Irregular particles can also be expressed in terms of equiv-
alent volume diameter (DE) and dynamic shape factor (χ). The equivalent volume diameter
is the diameter of a sphere having the same volume as the irregular particle, whereas the dy-
namic shape factor is the ratio of the actual resistance force on a non-spherical particle to the
resistance force on a sphere having the same volume and velocity. The aerodynamic diame-
ter can be calculated from the equivalent volume diameter, which is an expression of the geo-
metric particle size, when particle density and dynamic shape factor are known, using Eq. 3.1:

DA = DE.(ρP/χ)0.5 (3.1)

Deposition efficiencies for particles in the respiratory tract are generally presented as a
function of their aerodynamic diameter (e.g. [8,12]). Large particles (> 10 µm) are removed
from the airstream with nearly 100% efficiency by inertial impaction, mainly in the orophar-
ynx. But as sedimentation becomes more dominant, the deposition efficiency decreases to a
minimum of approximately 20% for particles with an aerodynamic diameter of 0.5 µm.When
particles are smaller than 0.1 µm, the deposition efficiency increases again as a result of dif-
fusional displacement. It is believed that 100% deposition due to Brownian motion might be
possible for particles in the nanometer range.

Both from deposition studies and force balances it can be derived that the optimum (aero-
dynamic) particle size lies between 0.5 and 7.5 µm. Within this approximate range many dif-
ferent subranges have been presented as most favourable, e.g. 0.1 to 5 µm [24], 0.5 to 8.0 µm
[25], 2 to 7 µm [26] and 1–5 µm [27–29]. Particles of 7.5 µm and larger mainly deposit in the
oropharynx [30] whereas most particles smaller than 0.5 µm are exhaled again [31]. All in-
halation systems for drug delivery to the respiratory tract produce polydisperse aerosols
which can be characterized by their mass median aerodynamic diameter (MMAD) and geo-
metric standard deviation (σG). The MMAD is the particle diameter at 50% of the cumula-
tive mass curve.

3.4 Drug Absorption via the Lung

During the past decade the lung has been (re)discovered as a suitable port of entry to the sys-
temic circulation for various drugs. Among these drugs are many peptides and proteins [2],
since the oral route cannot be used for these molecules.

In relation to systemic absorption of drugs, absorption in the lung can be described as the
passage of a series of barriers by the drug in order to enter the systemic circulation. It is im-
portant to realize that physiological conditions in the lung differ widely from site to site.

Major physiological factors that affect pulmonary absorption are [10]:

• Mucociliary transport in the airways that constantly drains fluid and solid particles (bacte-
ria) in a counter-current flow to the oral cavity. A drug that is deposited in the airways can
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be cleared by this mechanism within several hours. So, if systemic absorption over the
bronchial membrane is required, this has to occur relatively fast.

• The epithelial cells in the alveoli are covered by a thin layer of so-called epithelial lining
fluid. This fluid in turn is covered by a monolayer of lung surfactant, which also is present
in large amounts in the alveolar lining fluids. Moreover, the lining fluid often contain en-
zymes that can metabolize drug substances.

• The epithelial cell layer forms the major barrier to absorption of drug molecules. In the
large airways stratified epithelium occurs, whereas in the alveoli the epithelium is only one
cell layer thick.

• After passing the alveolar epithelium, the molecule enters the interstitium being part of
the extracellular space inside the tissue. In the alveoli this space is relatively small.

• Finally, for passage into the blood, the molecules have to pass the endothelial membrane
of the capillaries, separating the interstitial space from the blood. The endothelial mem-
brane is considered to be much ‘leakier’ than the epithelial membrane. Therefore it is not
considered as a major barrier during drug absorption.

• Macrophages can also form a functional barrier for some particular drug substances dur-
ing pulmonary absorption. Macrophages are able to ingest particulate material present in
the alveoli or airways. After phagocytosis the macrophages migrate either to the ciliated
bronchial airways or via the alveolar interstitial space to the lymphatic system. Infection or
inflammation may increase their numbers significantly, and increased phagocytosis of par-
ticles may occur. If protein drugs, deposited in the lung as particles, are internalized by
macrophages, the drug may be partly destroyed by the efficient proteolytic degradation
mechanism of these cells.

For an efficient pulmonary absorption process, the alveolar membrane seems to be an op-
timal absorption site for a number of reasons.

• In contrast to the airways, there is hardly any mucociliary clearance from the alveoli.
• The alveolar membrane forms the largest surface area in the lung.
• The area of the alveoli is 43 to 102 m2 which is large in comparison to the surface area of

the airways which have a cumulative area of about 2.5 m2 [10].
• The alveolar epithelium is thinner and leakier than the bronchial epithelium.

If a drug is deposited in the alveoli, it will, in first instance, come into contact with the alve-
olar lining fluids. Long chain phospholipids (often referred to as ‘lung surfactant’) are the
major constituent of this fluid. These amphiphilic insoluble molecules form a molecular
monolayer covering the epithelial surface fluids. Before any absorption of drug from the
alveoli can occur, the drug will have to be dissolved. When dry powder inhalers are used dis-
solution of the drug in the alveolar lining fluids might be significantly affected by the pres-
ence of such phospholipids. The dissolution of lipophilic drug molecules in particular, is like-
ly to be enhanced by their presence.

The fact that the volume of the epithelial lining fluids in the alveoli is small, implies that for
many drugs this volume is insufficient to provide sink conditions for dissolution.The absorp-
tion rate will therefore be highly dependent on the dissolution rate of the inhaled product.
The micronization of drugs for inhalation is therefore not only a requirement for deep lung
deposition but is also useful for the rapid absorption of the drug through fast dissolution of
the solid drug.
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The alveolar epithelium consists of so-called Type I and Type II cells. Type I cells cover
over 90% of the alveolar surface, have a large surface, and are thin. Type II cells are larger in
numbers but are small. Therefore, they cover only about 7% of the surface of the alveoli.
Type II cells produce the phospholipids that make up the surfactant layer.

It should be noted that the permeability per surface unit of alveolar epithelium per se is
not particularly high. The significant absorption found for various substances after pul-
monary administration is rather explained by a number of beneficial factors such as the large
surface area of the alveoli, the low volume of the epithelial lining fluid, the relatively thin dif-
fusion layer, the absence of mucociliary clearance from the alveoli as well as the limited en-
zymatic activity in the lining fluids.

Passage over the epithelial membrane from the apical to the basal site may occur via dif-
ferent routes. The fast absorption found for molecules smaller than 40 kDa is generally ex-
plained by paracellular transport through the tight junctions between the epithelial cells. Al-
though rather incorrect from a physiological point of view, the estimation of ‘pore sizes’ of
alveolar epithelium on the basis of transport rates of solutes, may help to predict whether or
not a certain molecule can pass the alveolar epithelium. The value of 40 kDa is compatible
with the presence of pore structures with a diameter of about 5 nm. The turnover of epithe-
lial surface cells may be responsible for the transient existence of larger openings in the alve-
olar epithelium. However, whether these pores have any significance to drug absorption is
unknown.

The absorption of molecules that are larger than 40 kDa is generally slow and incomplete.
These molecules probably cannot pass through the tight junctions of the epithelial mem-
brane, but have to be transported by a transcytotic mechanism in order to be absorbed. Re-
ceptor-mediated endocytosis is a crucial mechanism here. The subsequent transport through
the epithelial cells may occur in coated and non-coated vesicles. The non-coated vesicles are
called caveolae. Macromolecules (after receptor recognition) may be sequestered both in
coated vesicles as well as in caveolae. In the alveolar Type I cells, large numbers of caveolae
are found (about 1.7 million per cell). The caveolae have internal diameters of 50 to 100 nm
which is large enough to contain macromolecules with sizes over 400 kDa. However, in spite
of these well-defined physiological processes the evidence for massive transport of larger
macromolecules via this pathway is scarce. In general it is doubtful whether transcytosis via
caveolae may significantly contribute to the absorption of macromolecules [10,32].

In relation to the above it is obvious that passage of the pulmonary epithelium may de-
pend on characteristics of a drug molecule. Not only the size, but also its solubility, overall
charge, structural conformation and potential aggregation can have a significant effect on the
absorption rate and bioavailability of the drug after pulmonary deposition.

3.4.1 Systemic Delivery of Peptides and Proteins

Many studies have been carried out regarding the absorption of peptides and proteins after
pulmonary drug delivery. The perspectives of a non-parenteral route of administration for
larger proteins led to studies on the pulmonary absorption of proteins of different size. To
date, over 30 different proteins have been evaluated with regard to absorption rate and

60 3 Pulmonary Drug Delivery: Delivery To and Through the Lung



bioavailability [2,16]. In Table 3.2 data selected by Adjei [32] are shown, which illustrate the
kinetic behaviour of proteins of different size after pulmonary administration.

Significant variations occur between results of studies using the same protein. Such varia-
tions can be explained by differences in the experimental conditions used and the different
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Table 3.2. Absorption data after pulmonary administration of peptides and proteins. Data from
reference [32].

Substance Molecular Administration Formulation Absorption parametersa

(species) weight

DDAVP (rat) 1071 Da Aerosol Solution 84 % in adult rats; tmax 0.5–1 h;
17–41 % in young rats

Hu leuprolide 1209 Da Aerosol (MDI) Solution/ 4–18 % independent of formula-
acetate (human) suspension tion

Dog leuprolide 1209 Da IT instillation Solution 4.6–95% increasing with deposi-
acetate (dog) tion distance from epiglottis

Insulin (human) 5786 Da Aerosol Solution pH 7 20–25 % vs. s.c. injection
(nebulized)

Insulin (human) 5786 Da Aerosol Solution 75 % for smokers; 25 % in non-
(nebulized) smokers; tmax 15–20 min

PTH–84 (rat) 9418 Da IT instillation Solution pH 5 > 20 %; tmax 15–90 min

G–CSF (hamster) 18.6 kDa IT instillation Solution pH 4 45 %; tmax 1–2 h

Interferon–α 19 kDa Aerosol Solution tmax 2–16 h; absorption < 5 %
(human) (nebulized)

Interferon a 19 kDa IT instillation Solution > 56 %; tmax 3– 9 h
(rat)

Growth hormone 22 kDa IT instillation Solution 36 %
(rat)

Growth hormone 22 kDa Aerosol Solution 9–10 %; tmax 1–4 h
(rat) (nebulized)

DNase I 32 kDa Aerosol Solution 15 % absorption in 24 h
(rat)

DNase I 32 kDa Aerosol Solution < 2 %
(monkey)

Peroxidase 40 kDa IT instillation Solution 0.1–4 % h-1 absorption rate
(guinea pig)

Antitrypsin 52 kDa Aerosol Solution 50 % in 50 h lost from peripheral 
(sheep) (nebulized) lung; bioavailability. 16 % via

lymphatics

Albumin 68 kDa Aerosol Solution 50 % in 20 h lost from lung
(human) (nebulized)

Albumin 68 kDa Bronchial Solution 1 % h-1 lost from lung
(sheep) catheter

Albumin 68 kDa IT instillation Solution 4–5 % in 96 h; tmax 16–24 h.
(rat)

IgG 150 kDa IT instillation Solution 1.5–1.8 % in 192 h, tmax 16 h
(rat)
a the relative bioavailability is given as the percentage of the administered dose. It should be mentio-

ned that some bioavailabilities are unrealistically high. For correct interpretation of data, it may be
advised to calculate the bioavailability from the deposited fraction of the dose.
IT, intratracheal



ways in which, for example, the bioavailability can be expressed. Assuming that the alveoli
are the major site of absorption for all proteins administered, it is obvious that the fraction of
the protein actually reaching the alveoli will largely determine the amount of protein that
can finally be absorbed. Unfortunately, the reported fraction of proteins actually reaching
the alveoli after pulmonary administration varies significantly between the different studies.
Therefore, conclusions cannot be made with regard to the relative bioavailability after pul-
monary administration. Moreover, it is not possible to estimate the fraction that passes the
epithelium in relation to the amount of protein that has entered the alveoli.

When nebulizers are used to generate an aerosol, the fraction of the drug reaching the
alveoli will be low and variable (see Section 3.5.1). Particularly for low molecular weight pro-
teins (< 20 kDa), the fraction deposited in the alveoli might be the limiting factor for drug ab-
sorption. For example, the low absorption found for aerosolized Leuprolide acetate in hu-
mans is more likely to be explained by the low and variable portion of drug being deposited
in the alveoli, than by the limited passage of the Leuprolide over the epithelial membrane. In
animal studies the determination of the fraction absorbed is further complicated by the fact
that it is often not feasible to establish the amount of drug that is actually inhaled. To over-
come this problem instillation is often used as a method of administration. However, using
this method of administration there remains uncertainty regarding the fraction of the ad-
ministered protein that reaches the alveoli, it is likely that a significant part of the fluid only
reaches the bronchi or the bronchioles.

In a study performed in rabbits, rhG-CSF in a powder formulation (aerodynamic diameter
< 4 µm) was insufflated via an intratracheal tube and compared to intratracheal instillation
of a solution of the drug. In this study it was shown that a direct relation exists between the
amount of protein that was deposited deep into the lung and the relative bioavailability [33].

An alternative method which could be used to establish the fraction of protein that actu-
ally reaches the alveoli is the so-called co-aerosolization. If a protein is aerosolized from a so-
lution that also contains another low molecular weight substance (deposition marker), it can
be assumed that the fractions of protein and deposition marker reaching the alveoli will be
the same. The deposition marker should be a substance with a known alveolar epithelial
membrane passage (e.g. tobramycin or a decapeptide) which does not undergo absorption af-
ter oral administration. The fraction of the deposition marker that is deposited in the alveoli
can be established from plasma (and urine) measurements of the deposition marker. The
maximum fraction of protein that can pass the alveolar membrane will then be known. The
ratio between the deposited fraction and the fraction that has been absorbed into the sys-
temic circulation (as can be established form plasma or urine analysis) will provide an esti-
mation of the protein passage across the alveolar membrane.

Alternatively the membrane passage of human airway epithelial cell lines can be studied
in vitro. A number of bronchial epithelial cell lines is available, such as the 16HBE14o- and
Calu–3 cell lines. These cell lines can be installed in diffusion chambers to measure transport
rates [34]. A major disadvantage of the currently used cell lines is that they provide informa-
tion about bronchial epithelial transport only. Since bronchial epithelium is very different
from alveolar epithelium, the information from these in vitro studies is of limited value for
the prediction of the bioavailability of pulmonary administered proteins.

The isolation and characterization of alveolar Type II cells which transform into alveolar
Type I cells has been described, as well as a monolayer culture of alveolar Type I cells [35,36].
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Recently, a monolayer of human alveolar epithelial cells was used to study the bioadhesive
properties of lectins [37]. Lectins are sugar-recognizing adhesive molecules (they bind to ep-
ithelial cells) and are thought to increase the bioavailability of larger molecules by triggering
vesicular transport processes.

Proteases occurring in the epithelial lining fluids are another source of variability in pro-
tein absorption from the lung. In the epithelial lining fluids proteases and peptidases do oc-
cur. Inhibition of proteases and peptidases with substances such as bacitracin or aprotinin
might improve the bioavailability of proteins. For example bacitracin was shown to increase
insulin bioavailability by a factor of 6.8 [3].

The enzymatic degradation of insulin was also shown to occur in the cytosol of alveolar
cells, the pH optimum of the proteases being 7.4 [38]. To what extent intracellular proteases
play a significant role in limiting the absorption of insulin is not clear, since the size of insulin
likely allows paracellular transport over the alveolar epithelium. However, for proteins of
higher molecular weight, that require transcellular transport, these proteases might certainly
limit bioavailability.

For proteins with higher molecular weights the extent and rate of absorption tend to de-
crease and variability in absorption increases even more (see Table 3.2). For these proteins
molecular conformation, charge and self-aggregation can largely determine passage through
the epithelial membrane. It is crucial that these molecules are presented in an optimal way to
the absorbing membrane. Consequently, formulation as discussed in Section 3.6.3 is critical
for these proteins.

The addition of absorption enhancers, like bile salts (glycocholate), fatty acids (linoleic
acid), surfactants (lecithins, polyoxyethylene-9-lauryl ether or N-lauryl-β-D-maltopyra-
noside) and chelators (EDTA) can significantly increase the absorption of various proteins.
However, the application of enhancers is limited by their toxicity. For example polyoxyethyl-
ene-9-lauryl ether and sodium glycocholate caused serious oedema, haemorrhage and in-
flammation of the lung after intratracheal instillation [39].

Since larger proteins are transported by the transcellular route it is important to investi-
gate potential enzymatic degradation both in the coated and non-coated vesicles as well as in
lysosomes. The alveolar endothelial cells were shown to contain various proteases [35,38],
which (depending on the cellular routing of a particular protein) can influence its bioavail-
ability. More basic knowledge concerning receptor-mediated, endocytotic and transcytotic
processes should be acquired in order to utilize physiological transport systems for pul-
monary absorption of macromolecules. In addition, it is necessary to study the influence of
various diseases on this route of administration.

3.5 Devices for Therapeutic Aerosol Generation

As described in Section 3.3 in more detail, particles in the aerosol cloud should preferably
have an aerodynamic diameter between 0.5 and 7.5 µm. Currently, three different types of
devices are used to generate aerosol clouds for inhalation: nebulizers (jet or ultrasonic),
(pressurized) metered dose inhalers (pMDIs) and dry powder inhalers (DPIs). The basic
function of these three completely different devices is to generate a drug-containing aerosol
cloud that contains the highest possible fraction of particles in the desired size range.
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Pressurized metered dose inhalers are still the most frequently used systems and they have
proven their value in therapy. However, their application in early phases of biopharmaceuti-
cal research and further development of dosage forms seems less convenient, since they re-
quire special components including propellants, special containers, metering valves, and con-
trolled filling conditions (pressure-filling or cold-filling).

Nebulizers and dry powder inhalers seem more appropriate systems to be used in the ear-
ly stages of development of drug products for pulmonary drug delivery. However, it should
not be concluded from this that the development of formulations for nebulizers or DPIs is
easier and exhibits fewer theoretical and practical problems.

Which system is the most suitable for a particular drug or therapy is determined by both
the physicochemical properties of the drug as well as by patient condition in relation to the
chosen therapy. Asthma and COPD treatment using drugs such as β2-agonists or corticos-
teroids is carried out with MDIs and DPIs. For children, nebulizers seem to be preferred, but
MDIs with spacers can also be used. For antibiotic (e.g. tobramycin or colistin) therapy in cys-
tic fibrosis patients nebulizers still seem the device of choice. Probably the patient population
in this case is too small to make the development of DPIs or MDIs containing antibiotic
drugs economically feasible.When peptide or protein delivery is considered, newer and more
advanced systems such as the ‘AERx™ system’ or dry powder generators such as the ‘Inhale
Therapeutic System (Innova™)’ have been developed [40,41].

3.5.1 Nebulizers

Nebulizers are applied to aerosolize drug solutions or suspensions.There are two basic types:
the air jet and ultrasonic nebulizer [42]. Jet nebulizers have a two-fluid nozzle for atomizing
the drug solution. Compressed air passes through a narrow hole and entrains the drug solu-
tion from one or more capillaries mainly by momentum transfer.The liquid break-up process
depends on the design of the nozzle, the air pressure and the physical properties of the drug
solution. Droplets in the required size range are entrained by the airflow from the nozzle.
Larger droplets impact on a baffle and are returned to the reservoir. Auxiliary airflows, gen-
erated by the patient, may pass through special vents to the nebulization cup in order to im-
prove droplet entrainment from the nozzle area. In an ultrasonic nebulizer, droplets are pro-
duced by a piezoelectric crystal vibrating at a high frequency. The frequency and again the
properties of the drug solution determine the droplet size distribution of the mist.

Many reviews on the relevant technical aspects for drug nebulization are available (e.g.
[43–45]. The greatest disadvantages of nebulizers are their poor deposition efficiency (see
Section 3.11) and low output rate (e.g. [46]). Several developments have been reported to im-
prove their efficacy, like the use of open vents or breath-assisted open vents [47] and adapt-
ed aerosol delivery [48]. A renewed interest in nebulizer therapy may also come from the
generation of special aerosols, such as liposomes [49].

The AERx™ pulmonary delivery system [40,41] can be regarded as a combination of a
MDI and a nebulizer. This system forms an aerosol by extrusion of an aqueous drug-con-
taining solution through a disposable nozzle containing an array of precisely micromachined
holes.The droplets are entrained by the airflow passing over the blister. Control over the size
distribution of the holes enables the formation of droplets having a narrow size distribution.
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Moreover, the system will release the aerosol cloud only when the pre-programmed optimal
inhalation flow is generated by the patient. These features enable a controlled and targeted
delivery to the lung.

3.5.2 Metered Dose Inhalers

The metered dose inhalers consist of four basic functional elements, container, metering
valve, actuator and mouthpiece.

The drug is dissolved or suspended in the liquefied propellant which might contain other
excipients. The energy for atomization of the drug suspension (or solution) from a metered
dose inhaler is supplied by a liquefied propellant.When after actuation a small amount of the
suspension or solution is released from the metering valve connected to the pressurized con-
tainer, the propellant starts evaporating rapidly, thereby disrupting the liquid into small
droplets. Initial droplet size and droplet speed are too high for effective deposition in the
lower respiratory tract (the target area), however. Evaporation and deceleration in the upper
respiratory tract (mouth and throat) is essential. Consequently, the inhalation manoeuvre is
extremely relevant for deposition efficacy (particularly the co-ordination between firing and
inhalation of a dose), in spite of the fact that no energy from the inspiratory air (except heat
for evaporation of the propellant) is required for fine droplet generation. If spacers are used,
the inhalation manoeuvre becomes less critical. For the 3M Autohaler, no firing of a dose is
necessary, because dose release is breath triggered.

With respect to the formulations used in MDIs, the development over recent years has fo-
cused on the replacement of chlorofluorocarbon (CFC) propellants by hydrofluoroalkane
propellants. Recently, new developments have been reviewed in a number of papers [50–52].

3.5.3 Dry Powder Inhalers

Dry powder inhalers have initially found their application in inhalation therapy as a CFC-
free alternative for the older MDIs. However, nowadays they seem to have a much larger po-
tential [14,53], because of the high lung deposition that can be attained and also because they
are suitable for the pulmonary delivery of therapeutic peptides and proteins [2,10,16].

Dry powder inhalers are generally described as ‘breath actuated’ devices, because the in-
spiratory airstream releases the dose from the dose system and supplies the energy for the
generation of fine drug particles from the powder formulation. Because the efficiency of dose
release and powder disintegration increases with increasing inspiratory flow rate for most
DPIs, these devices would be better described as ‘breath controlled’ devices. In Section 3.9,
the effect of resistance and clinical conditions on the flow curve and relevant flow parame-
ters for DPIs are discussed.

Basically, devices used as dry powder inhalers contain four basic functional elements, i.e.

• Powder container. Dry powder inhalers may contain the dry powder formulation in many
different forms. The first DPI, the Spinhaler™ contained single doses in capsules. Other
systems, like the Diskus™ or Diskhaler™ may contain the metered dose in blisters, where-
as systems like the Turbohaler™, or Novolizer™, have multi-dose containers.
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• Dosing system.
• Disintegration principle. In general, the powders in the inhaler are not formulated as sin-

gle particles, but as adhesive mixtures or spherical pellets (Figure 3.3). These mixtures or
pellets are suitable for processing and metering. However, the particle size of these mix-
tures or pellets is far too large for lung deposition. Therefore, the pellet or mixture has to
be disintegrated to make an aerosol cloud with the desired particle size (< 5 µm). Many
different disintegration principles exist. They may vary from a simple screen (Rota-
haler™) to twisted powder channels (Turbuhaler™) or a cyclone chamber as used in de
Novolizer™ [54].

• A mouthpiece. The mouthpiece may be used to control the direction of the aerosol cloud
in the mouth and throat, in order to reduce drug deposition in the oropharyngeal cavities.
De Boer et al. [55] use a so-called sheath flow to reduce mouth deposition.

66 3 Pulmonary Drug Delivery: Delivery To and Through the Lung

Figure 3.3. Scanning electron microscopy images of spherical pellets of budesonide (upper photograph)
and of an adhesive mixture of lactose and micronized salbutamol (lower photograph).



In Table 3.3 some advantages and disadvantages of the use of dry powder inhalers are sum-
marized.
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Table 3.3. Advantages and disadvantages of dry powder inhalers versus metered dose inhalers, partly
from reference [14].

Advantages of dry powder inhalers Disadvantages of dry powder inhalers

• Propellant free • Performance depends on the patient´s
• Less need for patient coordination inspiratory flow profile
• Less potential for formulation problems • Resistance of the device and other design
• Less potential problems with drug stability parameters
• Less potential for extractables from device • Potential difficulties to obtain dose 

components uniformity
• Less protection from environmental effects and

patient abuse
• More expensive
• Not available worldwide

3.6 Formulations for Inhalation Products

3.6.1 Formulations for Nebulizers

The physical characteristics of the solution or suspension that is used in a nebulizer may have
a significant effect on both the generated droplet size as well as on the drug output rate.The-
oretically, the viscosity of the solution is expected to influence the drug output rate (mass
flow through the nozzle) and droplet size distribution of aerosols generated by jet nebulizers.
Yet, conflicting experimental results were found [56–58]. It should be noted that, due to sol-
vent evaporation, the concentration of drug in the reservoir increases during the nebulization
process. This might result in an increased viscosity and affect the nebulizer performance.

For ultrasonic nebulizers the relation between viscosity and droplet size is more obvious.
As could be expected on theoretical grounds, droplet size was found to be proportional to
viscosity [57]. As a consequence, viscous solutions might not be aerosolized at all [58,59].

Droplet size increases with increasing surface tension of the drug solution [60]. However,
surface tension should not become so low that foaming will occur, since this may prevent
aerosol formation.

Because the relationship between the physical characteristics and the nebulizer perfor-
mance is less straightforward than expected, it should be stressed once again that laboratory
evaluation of the specific drug formulation in combination with the intended nebulizers is re-
quired, before their use in vivo.

3.6.2 Formulations for Dry Powder Inhalers

The physicochemical characteristics of the components (both drugs as well as excipients)
used in dry powders are of significant importance for the performance of the inhalation sys-



tem. Staniforth [61] gave an overview of the required pre-formulation tests for dry powder
formulation development.The nature of the surface (e.g. surface morphology, crystallinity or
surface energy) of the particles is of utmost importance and should be studied in detail. Two
reviews [62,63] described a number of methods for characterizing particle morphology.

Table 3.4 summarizes the major properties of powders which need to be characterized in
pre-formulation. The effect of micronization (or other high energy processes), which is often
applied to the powder (surface), should also be investigated as this may alter the properties
of the powder during processing [64].This may also alter the performance of the formulation.

Different dry powder formulations for inhalation were recently reviewed [53,65]. Spheri-
cal pellets or adhesive mixtures are the most used formulation principles in dry powder in-
haler systems (see Figure 3.3). Spherical pellets consist of the pure micronized drug or the
micronized drug combined with a micronized excipient such as lactose or glucose. The small
drug particles are formulated into the large spherical pellets to improve processing proper-
ties such as flowability and precision of metering. The pellets should be strong enough to
withstand the filling process as well as normal handling and shock as may occur during use by
the patient. On the other hand, it should be taken into account that optimal lung deposition
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Table 3.4. Major properties of powders to be determined during pre–formulation and some of the
methods to be used.

Powder property Method

• Particle size and size distribution • Cascade impactor analysis
Wet or dry laser diffraction analysis
Microscopy
Coulter counter analysis
Sieve analysis
Sedimentation analysis
Time of flight measurements
(Scanning electron) microscopy

• Particle surface area, shape and • Scanning electron microscopy
texture (morphology) Atomic force microscopy

Particle flow (e.g. angle of repose)
BET measurements

• Moisture sorption and desorption • Dynamic gravimetric sorption (DVS)

• Surface energy • Contact angle measurements
Isothermal microcalorimetry
Gravimetric sorption
Inverse gas chromatography

• Crystallinity and crystal form • Differential scanning calorimetry
Thermogravimetric analysis
Isothermal microcalorimetry
Infra red analysis
X–ray diffraction
Sorption and desorption measurements 

(DVS)

• Solubility and dissolution rate

• Partition coefficient

• Stability in dry state and in solution

• Impurities



is achieved through full disintegration of the spheres into the primary particle size. This con-
tradiction makes optimum formulation of spherical pellets difficult. Spherical pellets are pro-
duced by low shear mixing procedures (e.g. tumbling or planetary mixers) with or without
mixing aids such as small stainless steel balls, often followed by sieving procedures. Boere-
fijn et al. [66] investigated the effects of agglomerate size and humidity on breakage of lactose
agglomerates. They showed that the extent of breakage was larger for the smaller particles,
whereas humidity was found to decrease the propensity for breakage.

Adhesive mixtures require large carrier crystals to improve the handling properties of the
powders. Dispersion of the small drug particles over the larger carrier material should assure
dose uniformity. However, the small drug particles should be removed from the carrier ma-
terial during inhalation, to render an aerosol cloud of respirable particles. If the particles re-
main on the carrier, mouth or throat deposition of the drug will occur, which might decrease
therapeutic efficacy or cause serious side-effects.

The adhesion of the drug particles to the carrier is largely dependent on the surface prop-
erties of the carrier and drug as mentioned in Table 3.4. Variation in these properties can af-
fect the dispersion of the drug over the carrier as well as the binding between drug and car-
rier. Both may have a significant influence on the drug delivery performance of the formula-
tion. Concessio et al. [67] correlated powder flow and particle detachment from solid surfaces
to in vitro disintegration efficacy (deposition) as well as to in vivo efficacy (bronchodilation)
in guinea pigs. A direct correlation between powder flow on the one hand and ease of parti-
cle separation and aerosol dispersion on the other hand was observed. Furthermore it was
found that formulations with a higher in vitro deposition had an increased in vivo efficacy.
Lactose is the only carrier used in adhesive mixtures as yet; the carrier is added to the for-
mulation to improve the processing and metering of the micronized drug. When increasing
amounts of fine particles were used on the lactose, the drug delivery was found to increase
[68]. Furthermore smoothing of the lactose surface increased the release of salbutamol sul-
phate from the surface [69]. On the other hand, increased surface roughness and enlarging
the surface area were desirable to improve the release of pranlukast hydrate [70]. Obviously,
detailed information concerning parameters determining the interaction between drug and
carrier lactose is still lacking.

Staniforth and co-workers managed to reduce the effect of the lactose surface by co-pro-
cessing the carrier (e.g. co-milling, mixing or surface modification) with up to 2% L-leucine.
This process is called corrasion. This approach significantly increased the release of be-
clomethasone diproprionate from the carrier [14,53,61]. Another approach to modifying the
surface properties of carrier and drug could be the use of super critical fluid crystallization.
This technique gives precise control over the particle size, shape and crystallinity of the par-
ticles produced [71,72]. Lactose, trehalose and mannitol were also found to be suitable as
drug carriers for the pulmonary delivery of proteins. Sucrose was less suitable due to its hy-
groscopicity [73].

3.6.3 Formulations for Peptides and Proteins

The formulation of small organic molecules in most cases uses established processes and only
a limited number of excipients (mainly lactose or a small number of propellants). In contrast,
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the formulation of peptide and protein powders for inhalation requires more advanced tech-
niques and a wide variety of excipients and production processes [16,65,74]. The reason for
this difference is found in the more complex nature of the problems and requirements relat-
ed to peptide and protein formulations.Table 3.5 summarizes a number of issues that need to
be considered when peptide or protein formulations for inhalation therapy are developed.
Many of the characteristics mentioned in Table 3.5 can be affected by the processes used to
prepare the protein or by the composition of the formulation used. Major formulation prob-
lems connected to peptides and proteins are their low stability, hygroscopic nature, and ten-
dency to form aggregates, which are too large to cross the alveolar membrane.

If possible, adhesive mixtures or spherical pellets, prepared using simple excipients such as
sugars are also preferred for protein formulations. For the preparation of dry peptide-con-
taining formulations the most important techniques are lyophilization, spray freeze-drying,
spray-drying, co-precipitation and super critical fluid extraction. When lyophilization is used
as the drying method, milling to obtain the desired particle size can be used. For spray-drying
or supercritical fluid extraction the desired particle size can be obtained immediately from
the drying process. Lucas et al. [75] investigated different micronized bovine serum albu-
min–maltodextrin (50 : 50) mixtures. Improved aerosolization behaviour was found for ad-
hesive mixtures based on carrier lactoses with surfaces that were modified by micronized lac-
tose or micronized polyethylene glycol 6000. Maa et al. [76] compared particles prepared by
spray freeze-drying with particles prepared by spray-drying. The particles contained recom-
binant human deoxyribonuclease-1, or anti-IgE monoclonal antibody and different sugars as
excipient. The large size of the spray freeze-dried particles (about 8–10 µm) in combination
with their high porosity, turned out to result in improved aerosol performance compared to
the denser and smaller spray-dried particles. The lyophilization of proteins was recently re-
viewed by Wang [77].

Protein instability can either be of a physical or chemical nature. The major mechanisms
underlying the degradation of proteins were recently extensively reviewed [78] Unfolding of
the protein is the main cause of physical instability and may lead to denaturation, aggrega-
tion or surface adsorption. Excipients that preserve the protein in its preferred state of hy-
dration may be used to stabilize the protein. Several studies described the role of different
excipients (often in combination with production processes) in the stabilization of proteins
[65,79–82]. The major excipients used for stabilization of proteins are classified in Table 3.6.
The incorporation of the proteins in amorphous solid matrices of sugar (often referred to as
sugar glasses), seems an effective method to stabilize the solid protein [83–85]. The stabiliza-
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Table 3.5. Different issues to consider for peptide or protein inhalation formulations.

• Particle size morphology and surface characteristics

• Moisture sorption behaviour

• Stability in dry state and dissolved

• Tendency to form aggregates

• Charge of the molecule, isoelectric point

• Solubility and dissolution behaviour

• Crystallinity and crystal form



tion is explained by the fact that in these amorphous sugar matrices hydrogen bonds between
water and the protein in an aqueous environment are replaced by hydrogen bonds between
the sugar and protein. This allows the protein to maintain its conformation and provides me-
chanical protection. Furthermore, inclusion of the protein in the matrix protects it from the
environment thereby preventing degradation processes such as hydrolysis or oxidation. It is
essential that the sugar in these systems remains amorphous and has a glass transition tem-
perature above storage temperature. In the rubbery state, the glasses are not stable; crystal-
lization may occur and the protection from environmental influences disappears. The glass
transition temperatures of many sugars is above 50°C when the sugars are pure and com-
pletely free of water. However, both moisture and the included protein may reduce the glass
transition temperature, which makes many sugars unsuitable for the formation of sugar glass-
es. The moisture content of the products is not only important because of the plasticizing ef-
fect, but also for their aerosol performance, since a high moisture content may increase pow-
der cohesiveness. Compatibility of the sugar with the protein is necessary to obtain stable for-
mulations. In this respect the use of reducing sugars such as sucrose or glucose is less satis-
factory.
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Table 3.6. Excipients used for protein formulations for inhalation.

Class Excipient

• Carbohydrates Sucrose
Lactose
Trehalose
Inulin
Dextrates
Dextran
Cyclodextrins

• Polyols Sorbitol
Mannitol

• Buffers Sodium citrate
Citric acid
Sodium phosphate
Sodium biphosphate
Amino acids

• Surfactants Polysorbate 80
Tween 20
Poloxamer 188
Dipalmitoyl phosphatidylcholine
Alkylbenzene sulfonate

• Polymers PEG
PVP

• Amino acids Glycine
Lysine

• Proteins Albumin

• Salts Sodium chloride
Calcium chloride
Sodium sulfate

• Chelators Disodium EDTA



Trehalose is often referred to as the sugar of choice for preparing sugar glasses. It is a non-
reducing disaccharide with a glass transition temperature of about 120°C in the anhydrous
state. However, its glass transition temperature is rapidly decreased when the moisture con-
tent in the sugar increases. Considering the hygroscopic nature of trehalose this is a potential
hazard and adequate moisture protection is essential. Furthermore, crystallization to the tre-
halose dihydrate occurs easily at a relative humidity above 60%. From this perspective, the
use of a sugar polymer such as inulin (which is a fructose polymer terminating with a glucose
unit) seems much more suitable. Inulin is also a non-reducing sugar. By changing the chain
length (number of fructose units) of the molecule, physical characteristics like the glass tran-
sition temperature can be changed. Moreover, due to the polymeric character of inulin, crys-
tallization is less likely to occur.

Sugar glasses are prepared by spray-drying, freeze-drying or vacuum-drying. Freeze-dry-
ing produces the lowest change in the sugar glass of degradation, whereas spray-drying may
result in altering a large proportion of the particles to the preferred size range of 2 to 5 µm.
In contrast to most other sugars or polyols that yield amorphous materials on spray-drying,
mannitol was found to crystallize during spray-drying [73].

A final advantage of the use of sugar glasses is the fact that they include the proteins in a
mono-molecular form. In the glassy state, mobility in the systems is insufficient to allow ag-
gregation of the proteins. Upon dissolution of the sugar matrix the protein is released in its
mono-molecular form which might enhance its passage through absorptive membranes.

Small amounts of surfactants may be used to prevent aggregation of proteins and may en-
hance the refolding process when the dried protein dissolves. Buffers may also help to pre-
vent aggregation of the dissolved drug. Similarly, polymers may be used as aggregation in-
hibitors or to form matrices. Chan et al. [86] prepared crystalline powders of recombinant hu-
man deoxyribonuclease with high fractions of sodium chloride. These powders were formu-
lated as adhesive mixtures on lactose and mannitol and showed improved aerosolization be-
haviour compared to the pure protein.

Preparation of high porosity particles may require special excipients, such as dipalmitoyl
phosphatidylcholine or special drying techniques such as spray freeze-drying [76,87,88].
These large porous particles may combine the advantages that larger particle sizes contribute
to the properties of powders with an improved aerosol performance. Furthermore, these
large porous particles may be used to obtain sustained release of the incorporated drug [89,90].

Other techniques that have been used to obtain sustained release inhalation products are:
the coating of the aerosol particles with paraffin wax or encapsulation or incorporation in
biodegradable polymers such as poly(L-lactic acid) or poly(DL-lactide-co-glycolide) [91,92].
Talton et al. [93] described a new spray coating technique for applying ultra-thin coating lay-
ers on particles. Finally, some authors describe the use of liposomes or other phospholipid-
containing systems to prolong drug release or lung retention [94]. Liposome vaccine formu-
lations have also been used for immunization via the pulmonary route. These developments
will not be discussed in detail here.

One of the major questions in relation to absorption enhancers such as surfactants or sus-
tained release products is their safety. Whether damage to lung tissue is caused by the differ-
ent excipients is not yet clear. The results obtained so far are not very promising for sub-
stances like surfactants [39]. What the effects of repetitive administration of insoluble or
slowly (bio)degrading particles might be, remains to be established.
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When nebulizers are used to produce the aerosol cloud, the proteins should be dissolved
in aqueous solutions. The poor stability of many proteins in solution will make dissolution of
the (freeze) dried protein just before nebulization necessary. The solvent may again contain
stabilizers such as buffers or salts. During jet and ultrasonic nebulization, high shear forces
might be exerted on the solutions. Both jet and ultrasonic nebulization may cause aggrega-
tion of the proteins in solution. Therefore, the resistance of the protein solution to nebuliza-
tion should be investigated in vitro before use in vivo. Aggregation can be decreased by the
addition of Tween 20,Tween 80 or polyethylene glycol 8000 or by cooling the solution (for ul-
trasonic nebulizers) [95,96].

A number of reports have described excipients and formulations for proteins used for
MDIs [16,97,98].

3.7 Variables and Interactions in Dry Powder Inhalation

In Section 3.5.3, dry powder inhalers have been referred to as breath-controlled devices. The
efficacy of dry powder inhalation is a function of many factors, influencing the delivered dose
of fine particles and the deposition of these particles in the respiratory tract. Figure 3.4 shows
that DPI performance is influenced both directly and indirectly by the design of the inhala-
tion system. The powder formulation, the dose (measuring) system and the powder disinte-
gration principle have to be designed correctly for release of sufficient fine drug particles in
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Figure 3.4. Relevant variables and interactions in dry powder inhalation therapy.



the correct size distribution during adequate inhalation. The inspiratory flow as the driving
force for discharge of the dose system, fine particle generation during powder disintegration
and particle deposition in the respiratory tract is one of the most important parameters. If the
patient is unable to achieve the threshold values (for the relevant flow parameters) for good
inhaler performance, the fine particle fraction will be too low for adequate efficacy. If the
flow rate is too high, a substantial loss of the fine particle dose by inertial deposition in the
oropharynx must be expected.

The nature of the flow curve achieved, depends on three different factors: the instructions
given to the patient, the patient’s effort following these instruction and the resistance to air-
flow of the DPI (Figure 3.4). Most instructions for use of DPIs prescribe forceful and deep in-
halation. Patient interpretation of these instructions often vary considerably. Patient vari-
ables also include age, gender, condition and clinical assessment. In Section 3.9 the attainable
pressure drops across external resistances as a function of clinical condition will be discussed
more in detail. The DPI’s resistance is a consequence of its design. Narrow channels in the
dose system and the disintegration principle in addition to turbulent air zones, increase the
resistance and reduce the attainable peak flow rate through the device. This is an advantage
from the deposition point of view. High resistance DPIs generally have a high disintegration
efficacy and do not require high flow rates to achieve an acceptable dose of fine particles. Re-
cently, a multi-dose dry powder inhaler has been introduced (Sofotec Novolizer™) in which
the resistance can be controlled over a certain range by means of a sheath flow around the
aerosol cloud, without changing the fine particle output [55].

3.8 Airflow Resistance

The underpressure created in the respiratory tract is the driving force for the airflow through
an inhalation device. The attainable underpressure and the rate of the airflow both depend
on the total resistance in the airways and inhaler. The pressure drop achieved during inhala-
tion is furthermore a function of the anatomy of the lungs, the effort made by the patient,
pathological factors and the presence of exacerbations (e.g. in case of asthma).

A large proportion of the airflow resistance in the airways (internal resistance: Ri) is of-
fered by the upper respiratory tract in which the airflow is already turbulent at relatively low
flow rates of 30 to 40 l min–1 (RE > 2000: see also Section 3.2.1). During quiet mouth breath-
ing, the mouth, pharynx, larynx and trachea account for 20–30% of total airway resistance.
The same region contributes as much as 50% to total resistance during heavy breathing how-
ever. In the small peripheral airways (those less than 2 mm in diameter), resistance is quite
low and the contribution to Ri is not more than 10–20% [21].

For nebulizers and MDIs, the external resistance (RE) is quite low. Different approaches
have been made to describe the external airflow resistance of DPIs. Olsson and Asking [99]
derived an empirical relationship between flow rate (Φ) and pressure drop (∆P), ∆P = C.Φ1.9,
for a number of inhalers (such as Rotahaler™, Spinhaler™ and Turbuhaler™) in which they
define the proportionality coefficient (C) as the airflow resistance. This relationship differs
only slightly from the general (theoretical) equation for orifice types of flow constrictions:

ΦV = Fu(A) x (2∆P/ρA)0.5 (3.2)
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where ΦV is the volumetric flow rate, ρA is the density of the air (upstream of the flow con-
striction) and Fu(A) is a function of the cross-section of the flow constriction. Several au-
thors use a simplification of this formula, written in terms of driving force (√∆P), airflow re-
sistance (RE) and volumetric airflow (ΦV) (e.g. references [22,100]).

√∆P = RE x ΦV (3.2a)

In this equation, RE is the reciprocal of Fu(A) x √(2/ρA). If there is no interaction between
the flow through the inhaler and the flow in the respiratory tract, total resistance (RTOT) may
be written as RTOT

2 = RI
2 + RE

2. It has been reported that a high external resistance influ-
ences the shape and width of the human pharynx and larynx in a manner favourable for deep
lung deposition [101].

The resistance of dry powder inhalers can be calculated by measuring the volumetric flow
rate and the pressure drop across the device simultaneously and applying Eq. 3.2a for the cal-
culation. Values for some marketed DPIs are given in Table 3.7, showing that there are re-
markable differences between devices.
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Table 3.7. Airflow resistances of some marketed dry powder inhalers in kPa0.5 min l–1.

Reference [100] [144] [145] Mean

Glaxo Rotahaler 0.013 0.013 0.014 0.0133

Fisons Spinhaler 0.016 0.015 0.015 0.0153

Pharbita Cyclohalera 0.017 0.018 0.018 0.0177

Sofotec Novolizer – – 0.026 0.0260

Glaxo Diskhalerc 0.021 0.018 0.030 0.0230

Glaxo Diskus – – 0.032 0.0320

Astra Turbuhaler 0.031 0.039 0.040 0.0367

Inhalator Ingelheimb 0.056 0.053 0.048–0.058 0.0540

Chiesi Inhaler – 0.093 – 0.0930

a Also known as ISF inhaler and Novartis (Foradil) Inhaler.
b The range in reference [145] is a consequence of poor reproducibility in capsule piercing.
c The spread for the Glaxo Diskhaler may come from the use of two different devices: four-dose [145]

and eight-dose [100, 144].
1 technical bar equals 1000 mbar = 105 Pa (N m-2 or kg s-2 m-1) = 102 kPa 
Resistances have been (re-)calculated for standard liters per minute (at 20 °C: LS min-1 = 
1,0733*LN min–1).

3.9 Inspiratory Pressure and Relevant Flow Parameters

Several authors measured attainable pressure drops as a function of the external resistance
for different groups of volunteers. Healthy male subjects (during maximal inspiration) are
able to create a pressure drop (on average) of 6.7 kPa through an airflow resistance of
0.038 kPa0.5 min l–1, (which is in the range of that of marketed DPIs, see Table 3.7), whereas
females are able to create a pressure drop of 3.8 kPa under the same resistance [22]. Differ-
ences between different groups of patients depend on the degree to which pulmonary func-
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Figure 3.5. The effect of external resistance and clinical conditions on the pressure drop generated at
maximum inhalation effort. The area between the dashed lines represents the 95% confidence interval.



tion has been deteriorated. However, pulmonary obstructions usually restrict the expiratory
performance rather than the inhalation manoeuvre (e.g. [102,103]). Therefore, maximal in-
spiratory pressure (MIP) values of asthmatic and COPD patients can be of the same order of
magnitude as that of healthy subjects [104]. Only severe COPD patients may not be able to
generate MIPs higher than 1.5–2.0 kPa.The effect of airflow resistance and clinical condition
on the generated pressure drop across an external airflow resistance is summarized in Fig-
ure 3.5 (data derived from reference [104]).The data show that in vitro testing of dry powder
inhalers at only 4 kPa, as prescribed by various guidelines, is inadequate for the prediction of
their performance in practice.

Attained flow parameters during inhalation can either be calculated (Eq. 3.1) from record-
ed pressure drop curves or measured directly, using the equipment described in Section 3.9.1.
Various studies report peak inspiratory flow rate (PIFR) values for healthy and diseased
adult subjects calculated from data on inhalation without external resistance (so-called ‘con-
trol values’)(e.g. [22,100,105,106]). As for the attainable pressure drop, asthma, COPD and
cystic fibrosis may decrease PIFR, depending on the severity of the disease. The addition of
an external airflow resistance, such as a DPI strongly affects the PIFR.Within the range of re-
sistances for marketed DPIs, the average PIFR at maximal inhalation by healthy adults may
decrease from 159 l min–1 (for R = 0.015 kPa0.5 min l–1, equals the Rhone Poulenc Spin-
haler™) to only 62 l min–1 (for R = 0.040 kPa0.5 min l–1, equals the Astra Turbuhaler™) [22].
A maximal average flow rate of approximately 60 l min–1 through the Turbuhaler has also
been reported for asthmatics (e.g. references [103,107,108]).

Various flow parameters may be relevant to good DPI performance.The effect of PIFR on
the in vitro dose of fine particles from DPIs has been the subject of many studies (e.g.
[109–112]. The actual dose of the fine particle fraction produced varies with the ranges of
flow rates applied. The flow rate being the measuring principle used for the study and defin-
ition of the fine fraction. Most studies show a strong increase in fine particle output with in-
creasing PIFR for the ASTRA Turbuhaler™ [110–112]. For the Glaxo Diskus™ and
Diskhaler™, the effect of PIFR is less extreme: in some cases an more or less constant, but
also a much lower output of approximately 15 to 25% of the label claim, has been obtained
[109,110]. Some recent studies refer to the fact that the Pulmicort Turbuhaler™ also has a
constant fine particle yield if the acceleration towards peak flow (flow increase rate: FIR) is
high enough [113,114]. For a FIR > 8 l s–2, the fine particle output is already maximal at flow
rates above 40 l min–1. For capsule inhalers, the inhalation time has to be long enough for all
the particles to pass rapidly through the narrow holes pierced in the capsule ends before in-
halation stops.

3.9.1 Measurement of the Inspiratory Flow Curve

Many different techniques are available for flow measurement and for recording of respira-
tory functions or flow parameters in particular (e.g. [115,116]). However, not all methods are
appropriate for measurement of inhalation flows, either because they have low frequency re-
sponses or they influence the shape of the inspiratory flow curve by a large volume or by the
inertia of the measuring instrument (e.g. rotameters). They may also interfere with the
aerosol cloud from the inhalation device during drug deposition studies.
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Electronic equivalents of traditional spirometers (pneumotachographs, pneumotachome-
ters or anemometers) are often used in clinical practice. They integrate expiratory flow rates
in order to compute flow–volume curves, from which expiratory parameters such as PEF
(peak expiratory flow rate) and FEV1 (forced expiratory volume in 1 s) are derived (e.g.
[22,117]). They are often laminar flow meters (e.g. Vitalograph 2100 Spirometer, Jaeger Mas-
terscreen IOS), measuring the volumetric flow rate (Φv) at the upstream pressure of the flow
head.They can also be used for measuring the inspiratory flow curve, but the flow rate has to
be corrected for pressure and air density when they are used with an add-on resistance (e.g.
during simulation of inhalation through dry powder inhalers) [118]. Similar corrections, in-
cluding discharge and correction coefficients, are necessary for head meters (e.g. venturi or
orifice meters) [119]. Thermal mass flow meters, also referred to as ‘hot-wire pneumota-
chographs’ do not require these corrections, but they have a high internal resistance, which
makes them inappropriate for patient characterization studies. Another great disadvantage
of the techniques mentioned so far is that they are in-line components of the total flow
scheme, which makes them difficult to use for in vitro drug deposition studies. For this rea-
son, on-line pressure drop measurement across a flow constriction in the flow set-up is often
recommended. The flow constriction can be the add-on resistance (during patient character-
ization) or the inhalation device (during drug deposition measurement). Once the airflow re-
sistance of the flow constriction is known from previous calibration (as in Table 3.7 for DPIs),
the flow curve can be monitored (or adjusted) on the differential pressure signal without in-
terfering with the aerosol cloud or adding additional resistance to the flow set-up using
Eq. 3.2a for the calculations.

3.10 In Vitro Particle Size Analysis and Deposition
Measurements

Methods for analysis of the particle size distribution in the aerosol cloud include techniques
such as time of flight measurement (TOF), inertial impaction and laser diffraction. Dynamic
light scattering (photon correlation spectroscopy) is confined to particles (in suspension) in
the submicron range. In addition to the size distribution, the particle velocity distribution can
be measured with the Phase Doppler technique.

Inertial impaction is most widely applied for the characterization of inhalation systems.
The principles of particle separation on the basis of inertial and drag forces have been well
described for many different applications. Theoretical cut-off diameters (for particles with
50% collection efficiency) of impactors can be calculated on the basis of Stokes numbers for
nozzles of a particular design [8,120]. Many different designs are available, but only a few are
described in the United States and European Pharmacopoeia [121,122].

Inertial impaction has many inaccuracies and limitations and there are also some relevant
differences between deposition in vitro (impactor) and in vivo (respiratory tract) which cause
poor correlation between impactor data and lung deposition data. The most important dif-
ference is that deposition in vitro is by inertial impaction only, whereas deposition in vivo is
by sedimentation and diffusional deposition as well. Except for the possible passage of the fi-
nal stage (by the finest particles), particle collection in vitro is almost 100% efficient. In con-

78 3 Pulmonary Drug Delivery: Delivery To and Through the Lung



trast, collection efficiency in vivo decreases with decreasing particle size (deposition mecha-
nism) to a minimum of 20% for particles with an aerodynamic diameter of 0.5 µm (e.g. [8]).
The classification by impactors into a small number of classes for the relevant particle sizes
(one to seven) may provide insufficient discrimination. For example, the theoretical cut-off
(with 50% collection efficiency) for the third stage of the multistage liquid impinger (MSLI)
is 3.1 µm at 60 l min–1 for particles with a true density of 1.5 g cm–3. So, the fraction retained
from the fourth impactor stage plus filter is smaller than 3.1 µm. If the MMAD of this frac-
tion is 2 µm, deposition efficiency in the respiratory tract can be nearly 40%. If however, the
MMAD of this fraction is only 1 µm, the deposition efficiency is only about 20%, which is
twice as low. This difference cannot be judged from the cascade impactor result.

Usually, the inspiratory flow through impactors is an on–off function: a (solenoid) valve is
opened to allow suction at a pre-set flow rate through the inhalation device over a certain pe-
riod. Some recent guidelines prescribe a flow rate corresponding with 4 kPa pressure drop
for DPIs. Asking and Olsson derived a useful relationship for the effective cut-off diameters
for the different stages of the MSLI as function of the flow rate for the range between 30 and
100 l min–1 [123]. Impactors have relatively large volumes and high airflow resistances which
confine the range of adjustable PIFR and FIR. Probably the major drawback of cascade im-
pactor analysis is that the technique is extremely laborious and time consuming.

Laser diffraction is a fast alternative for analysis of the size distribution of particles in an
aerosol cloud.The theory of laser diffraction is well understood [124,125]) but this technique
requires special measures to test inhalation devices and to interpret the results correctly. One
of the major problems is that flow adjustment through the inhaler is not possible. Further-
more, the presence of carrier particles from adhesive mixtures may disturb the measurement
of the fine drug particles and the size distribution obtained is of an unknown delivered mass
fraction of the dose.These practical problems and limitations have been solved by the design
of a new modular inhaler adapter for the Sympatec™ laser diffraction apparatus (Figure 3.6).
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Figure 3.6. Schematic representation of a new inhaler adapter for laser diffraction characterization of
the aerosol cloud.



The adapter for DPI testing consists of a closed central housing with a pre-separator for large
(carrier) particles and a fine particle collector for analysis of the fine particle mass fraction
[126].The adapter for nebulizer testing can be tilted in order to fit the angled mouthpieces of
this type of inhalation device. The closed system allows accurate control of the inspiratory
flow rate through the inhaler without limitations regarding PIFR and FIR.

The application of the laser diffraction technique is sometimes questioned because it mea-
sures geometric instead of aerodynamic particle diameters. However, the aerodynamic di-
ameter can be calculated when the dynamic shape factor and density are known. Moreover,
the dynamic shape factor (χ) of micronized particles will often be only slightly higher than 1
and so is the true particle density (1.0 < ρP < 1.4 g cm–3). As a consequence, the aerodynamic
diameter differs only slightly from the equivalent volume diameter (see Eq. 3.1).

3.11 In Vitro and In Vivo Deposition Efficacy of Inhalation
Systems

Many studies present and discuss in vitro and in vivo drug deposition results obtained with
inhalation systems. It is often difficult to compare in vitro results from different studies, be-
cause different testing equipment and different definitions for the fine particle dose may
have been used.

The aerosol clouds from nebulizers have been investigated both with the laser diffraction
technique (e.g.[48,60]) and with cascade impactors [45,49]. Droplet size distributions gener-
ated by 14 different devices (including eight jet and six ultrasonic) from laser diffraction
analysis were presented by Le Brun et al. for an aqueous 10% tobramycin solution [127].
They found volume median diameters ranging from 1.3 to 3.3 µm at an inspiratory flow rate
of 40 l min–1 (X90-values ranging from 2.3 to 7.9 µm). Other factors that may influence the
droplet size (distribution) are surface tension and viscosity of the drug solution, nozzle pres-
sure and inspiratory flow rate (e.g. [45,57,60]). The in vivo deposition from standard nebuliz-
ers is furthermore influenced by the patient’s breathing pattern (waste of aerosol during ex-
halation) and the output (rate) of the device (e.g. [47,48]). As a result of all these critical fac-
tors, lung deposition from nebulizers is generally low, between 2 and 12% of the dose for jet
nebulizers [47] and between 1 and 32% for ultrasonic devices [23].

Many studies refer to the particle size (distribution) of droplets in the aerosol from MDIs
(e.g. [51,128]). Droplet sizes from conventional CFC-MDIs are often not optimal for deep
lung deposition: the MMADs range from approximately 2.7 to 4.8 µm [51,52,128,129].That is
why in vitro fine particle (< 5 µm) fractions may be as low as 3 to 11% of the delivered dose
for MDIs with the drug in solution (e.g. reference [130]) versus 20 to 35% for suspension
MDIs [130,131]. Because initial particle velocities are high (exceeding 30 m s–1 at the actua-
tor orifice), considerable losses occur in the oropharynx [23]. Under optimal conditions, in-
cluding the inhalation technique, no more than 15 to 20% of the dose is deposited in the lungs
(e.g. reference [29,131,132]). Newly formulated HFA(hydrofluoroalhane)-MDIs may be bet-
ter, with MMADs between 1 and 2 µm [51,128,129], although it has been shown that the
mean particle diameter depends on the type of HFA and increases with increasing diameter
of the actuator orifice as well as increasing the concentration of non-volatile components in
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the drug formulation [51]. In vitro fine particle fractions may be increased to 20–40% of the
metered dose. Recently, an even higher in vitro FPF of 60% has been reported for the 3M
QVAR™ Beclomethasone-HFA MDI [133], corresponding to a lung deposition of 54.1% [134].

It has been shown that the maximal in vitro FPF of most marketed devices is between ap-
proximately 20 and 50% of the nominal dose, but the maxima are achieved at different flow
rates [109,110]. Lung depositions from a great number of DPI studies, summarized in two re-
view articles [112,135], show that most systems have the same efficacy as MDIs (between 5
and 20% of the metered dose) with a few exceptions, such as the Easyhaler™, Turbuhaler™
and Novolizer™, which yield lung depositions between 20 and 30% of the dose, or even high-
er [135–137].

3.12 Targeting Drugs to the Lungs via the Bloodstream

This chapter mainly deals with theoretical backgrounds and strategies for the pulmonary de-
livery of drugs for the treatment of lung diseases, or for the administration of systemically-re-
quired drugs. For the treatment of lung diseases, one may also apply drug targeting constructs
via the bloodstream.As already mentioned, this is not the focus of this chapter.Yet, a few ex-
amples will be highlighted here to give a brief view on the approaches that are under inves-
tigation in this respect.

Various studies deal with gene targeting, e.g. as a treatment modality for cystic fibrosis or
to induce mucosal immune responses. To determine delivery and expression efficiency, plas-
mids encoding reporter genes such as chloramphenicol acetyltransferase (CAT), luciferase
or alkaline phosphatase are used. DODAC : DOPE (dioleoyldimethylammonium-Cl : di-
oleoylphosphatidyl-ethanolamine) liposomes complexed with reporter plasmid DNA, de-
posited DNA in the alveolar region in the lung after i.v. administration. In comparison, intra-
tracheal administration of the same formulation predominantly led to the deposition of
DNA in epithelial cells lining the bronchioles [138]. A similar result was obtained with a for-
mulation that consisted of DNA encoding CAT complexed with a ninth generation polyami-
doamine (PAMAM) dendrimer.This polymer is a 467-kDa spherical molecule with a diame-
ter of ~114 Å. Repeated i.v. administration allowed prolonged transgene expression [139].
Macroaggregated albumin can also be used to target plasmid DNA to the lung after i.v. in-
jection, particles being mostly distributed into the alveolar interstitium. Using this approach,
human growth hormone as an antigen-encoding plasmid elicited both mucosal and systemic
immune responses in mice [140]. An important observation was the fact that inflammatory
conditions significantly altered the expression of functional proteins that were systemically
delivered as polycationic liposome-formulated plasmids. Although plasmid delivery per se
was not affected by the disease, gene expression by the microvascular endothelium was al-
tered to some extent [141].

Whereas all of the above-mentioned approaches are based on passive retardation of the
particles in the lungs, several active targeting strategies aimed at the endothelial cells lining
the pulmonary blood vessels have also been explored. Efficiency of targeting genes and the
enzyme glucose oxidase, e.g. by anti-PECAM-1 antibody carriers, is based on the fact that the
pulmonary vasculature contains roughly one-third of the endothelial cells in the body. Upon
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i.v. injection, all drug conjugates will encounter the endothelial lining of the lungs. Using a
carrier consisting of a cationic polymer polyethylenimine and anti-PECAM-1 antibody, Li
and colleagues were able to selectively deliver model plasmid DNA into pulmonary en-
dothelium.This was associated with a decrease in circulating TNFα levels as compared to the
levels seen with the injection of polyethylenimine/plasmid, indicating less toxic side-effects of
the targeted strategy [142]. Using a similar approach with anti-PECAM-1 antibody, the en-
zyme glucose oxidase was selectively delivered to the pulmonary endothelium serving as a
model for oxidative pulmonary vascular injury [143].

In general, when the cells of the endothelium in the lungs are the target cells of interest
(see Chapters 7 and 9 on aspects of targeting drugs to endothelium in inflammatory diseases
and cancer, respectively), systemic administration seems the route of choice. Bronchial ep-
ithelium on the other hand can more easily be reached via the pulmonary route. The accessi-
bility of other cells in the lungs is most likely governed by disease conditions, factors that can
affect epithelial permeability and vascular permeability, and others as described earlier.

3.13 Final Conclusions and Perspectives

Pulmonary drug administration is likely to become a rapidly growing field in drug delivery
over the next two decades. Its potential to serve as a port of entry for the systemic adminis-
tration of peptides and proteins makes this route an attractive choice for many of the com-
pounds evolving from the rapidly growing field of biotechnology. However, many of the ex-
citing possibilities that have been described over past years, lack sufficient substantiation at
this time. Much experimental work is still required for many products in development before
they can be introduced as a pulmonary dosage form that guarantees reproducible delivery
through the lung.

Too often results are compromised by a poor experimental set-up of the studies and non-
transparent data. Even essential information such as the relevant physicochemical charac-
teristics of the drug in relation to the chosen aerosol system or the fraction that is deposited
in the alveoli is often not provided. This makes it impossible to evaluate the impact of such
studies. As a result, it is unclear until now to what extent and at what rate macromolecular
drugs (> 20 kDa) can be absorbed by the lung. Moreover, the routes by which macromole-
cules pass through the different pulmonary membranes, especially the alveolar membrane,
are unknown. Appropriate experiments and models that provide adequate answers to these
questions are required in the coming years.

With regard to the systemic administration of smaller proteins (<20 kDa), the develop-
ment of insulin for inhalation has shown that the pulmonary route is a feasible route of ad-
ministration. However, advanced inhalation devices and formulations were required to ob-
tain a reproducible lung deposition. It will be especially necessary to deal with the problems
that occur when drugs with a small therapeutic window are administered. To enable wide-
spread use of the lung as port of entry for these small proteins, future developments should
be directed towards more simple inhalation devices which still give a high and reproducible
lung deposition. The formulations that will be required for these proteins are likely to be
much more complex and advanced than those that are currently used. Examples are formu-
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lations that not only stabilize the protein, but also deliver it in the adequate physicochemical
state to the absorbing membrane. In addition, it will be necessary to monitor closely the dis-
solution rate of drug in order to control the rate of absorption. Only if these requirements are
met, will it be possible for a significant number of potential therapeutic proteins to be ad-
ministered by the pulmonary route.

With regard to delivery to the lung, local therapies for asthma or COPD have an estab-
lished position. New developments will focus on inhalation devices and formulations that al-
low a more reproducible and easy generation of the aerosol cloud and a less critical inhala-
tion procedure. Generally, improved deposition of the drug in the airways is desirable to im-
prove dosing accuracy and decrease side-effects. Together with the introduction of new drug
substances technical improvements can still significantly improve the therapy of pulmonary
diseases. For example, a major improvement in the treatment of cystic fibrosis can be
achieved in the coming 5 years due to the development of new inhalation therapies for an-
tibiotic drugs. Currently, the pulmonary use of about 10 antibiotic drugs has been reported
but only two (tobramycin and colistin) have found a place in regular prophylactic use and
therapy. Moreover, these drugs are still administered by quite inefficient nebulizers that pro-
vide only a deep lung deposition of less than 10% of the administered dose. Both the devel-
opment of effective antibiotics against microorganisms such as Pseudomonas aeruginosa and
Burkholderia cepacia as well as the development of innovative formulations and devices to
improve lung deposition can largely optimize antibiotic therapy. Among others, improve-
ments in this field can lead to better treatment of cystic fibrosis and increase life expectations.
On the longer term, pulmonary administered gene therapy might even further improve cys-
tic fibrosis therapy.Yet, significant technical hurdles have to be overcome before widespread
use in therapy can be achieved.

In conclusion, it can be stated that the pulmonary administration of drugs is likely to ex-
pand rapidly in the coming years. Yet many questions still exist and extensive basic research
is required before its therapeutic potential can be fully exploited in daily therapeutic prac-
tice.
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4 Cell Specific Delivery of Anti-Inflammatory
Drugs to Hepatic Endothelial and Kupffer
Cells for the Treatment of Inflammatory
Liver Diseases

Barbro N. Melgert, Leonie Beljaars, Dirk K. F. Meijer, Klaas Poelstra

4.1 Introduction

Fibrosis or scarring of the liver occurs after damage to liver tissue. Most chronic liver diseases
eventually result in excess scarring leading to liver cirrhosis. This fatal disease, to date, can
only be effectively treated with a liver transplantation. Since this is a costly procedure, ham-
pered by the lack of donor organs among other technical factors, much effort has been put
into developing new drugs.The drugs available are not sufficiently effective and/or cause too
many adverse side-effects.Therefore drug targeting is an option in trying to maximize effica-
cy and minimize adverse drug reactions.

Chronic liver diseases are characterized by an inflammatory and a fibrotic component,
both of which can be targets for pharmacological intervention. This chapter focuses on the
treatment of liver fibrosis through the targeting of anti-inflammatory drugs. The target cells
within the liver for anti-inflammatory treatment and possible entry mechanisms in these tar-
get cells will be identified. In addition, the different drug carriers and drug targeting prepa-
rations will be reviewed.

Since drug targeting implies the manipulation of drug distribution in the whole body, em-
phasis should be put on in vivo studies. In contrast to in vitro studies, studies in the intact or-
ganism will provide more definite insight into the cell specificity of carrier systems, the po-
tential toxicity, immunogenicity, and the ability of the carrier system to pass anatomical bar-
riers en route to the target cells. Moreover, it is of the utmost importance that these parame-
ters are also studied in the diseased state, since the targeting potential of carriers can change
dramatically under pathological conditions. In vitro studies with various liver preparations
can be used to study endocytosis, carrier degradation and intracellular release of the target-
ed drug in more detail. In addition, the concept of drug targeting should also be tested in hu-
man tissue. Possibilities to include early (kinetic) screening in human tissue will also be dis-
cussed in this chapter.

4.2 The Liver

At the crossroads between the digestive tract and the rest of the body resides the largest sol-
id organ of the body: the liver. Because of its interposition, the liver has a dual blood supply.
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Nutrient-rich blood arrives through the portal vein and oxygen-rich blood through the he-
patic artery. Together these channels import a large variety of endobiotics and xenobiotics,
ranging from nutrients to toxic substances derived from the digestive system.The main func-
tion of the liver, therefore, is to maintain the body’s metabolic homeostasis. This includes the
efficient uptake of amino acids, carbohydrates, lipids and vitamins and their subsequent stor-
age, metabolic conversion, and release into blood and bile; synthesis of serum proteins; he-
patic biotransformation of circulating compounds, a process which converts hydrophobic
substances into water-soluble derivatives that can be secreted into bile or urine, as well as
phagocytosis of foreign macromolecules and particles such as bacteria.

Classically the liver has been divided into hexagonal lobules centred around the terminal
hepatic venules. Blood enters the liver through the portal tracts that are situated at the cor-
ners of the hexagon. The portal tracts are triads of a portal vein, an hepatic artery, and a
common hepatic bile duct. The vast expanse of hepatic tissue, mostly consisting of parenchy-
mal cells (PC) or hepatocytes, is serviced via terminal branches of the portal vein and hepat-
ic artery, which enters the tissue at intervals.The hepatocytes are organized into cords of cells
radially disposed about the central hepatic venule. Between these cords are vascular sinu-
soids that transport the blood to the central hepatic venules. The blood is collected through
the hepatic venules into the hepatic vein which exits the liver into the inferior vena cava (Fig-
ure 4.1).
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Figure 4.1. Schematic representation of the architecture of the liver. Blood enters the liver through the
portal vein (PV) and hepatic arteries (HA), flows through the sinusoids, and leaves the liver again via
the central vein (CV). KC, Kupffer cells; SEC, sinusoidal endothelial cells; HSC, hepatic stellate cells;
BD, bile duct. Modified from reference 98.



The sinusoids are lined by the discontinuous and fenestrated sinusoidal endothelial cells
(SEC) that demarcate the extrasinusoidal space of Disse. The abundant microvilli of the he-
patocytes protrude into this space, which also contains the fat-containing lipocyte or hepatic
stellate cell (HSC). At a strategic position along the luminal side of the endothelial cells are
the resident tissue macrophages, the Kupffer cells (KC). Also located on the endothelial lin-
ing are the Pit cells, that correspond to large granular lymphocytes with natural killer activi-
ty. Between the abutting hepatocytes are bile canaliculi: channels in between the plasma
membranes of facing hepatocytes, that are delineated from the vascular space by tight junc-
tions. These intercellular spaces constitute the outermost reaches of the biliary tree. The
canaliculi emanate from the centrilobular regions, progressively drain into the canals of Her-
ing at the fringes of the portal tracts, and biliary fluid finally collects in the interlobular bile
ducts.

4.2.1 The Parenchymal Cell (PC)

The liver consists mainly of parenchymal cells, or hepatocytes. Most drug-targeting prepara-
tions designed for liver targeting of therapeutic compounds are directed towards this cell
type, generally aiming at the asialoglycoprotein receptor using galactose residues coupled to
a core molecule for binding. This chapter, however, will not discuss this type of targeting, but
further information can be found in several reviews [1–3].

Hepatocytes make up 60–70% of the total number of liver cells. They have a well-orga-
nized intracellular structure with huge numbers of cell organelles to maintain the high meta-
bolic profile. At the apical side or canalicular membrane the cell is specialized for the secre-
tion of bile components. There are several ATP-dependent transport carriers located on this
side of the membrane, which transport bile salts, lipids and xenobiotics into the canaliculus.
On the sinusoidal side, the cells specialize in uptake and secretion of a wide variety of com-
ponents.To increase the surface of the membrane for this exchange with the bloodstream, the
sinusoidal domain of the membrane is equipped with irregular microvilli. The microvilli are
embedded into the fluid and matrix components of the space of Disse and are in close con-
tact with the sinusoidal blood because of the discontinuous and fenestrated SECs. To facili-
tate its metabolic functions numerous membrane transport mechanisms and receptors are
situated in the membrane.

4.2.2 The Sinusoidal Endothelial Cell (SEC)

The endothelial lining of the sinusoids in the liver differs from the other capillaries in the
body and is adapted to form a selective barrier between blood and hepatocytes. The base-
ment membrane is composed of non-fibril-forming collagens including types IV,VI and XIV,
glycoproteins and proteoglycans. The lining is discontinuous and the SECs are perforated by
numerous fenestrae that lack diaphragms. This allows direct contact of the hepatocytes with
most plasma proteins in the space of Disse, but prevents direct contact with blood cells, large
chylomicrons, bacteria and viruses. SECs play an important role in the pathogenesis of sev-
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eral acute and chronic inflammatory liver diseases. Consequently they are attractive target
cells for anti-inflammatory therapies.

The SECs account for 20% of all liver cells and are the first cells, together with the KCs, to
encounter potentially harmful materials present in the portal blood. They are therefore
equipped with scavenger capabilities and certain defence mechanisms to prevent damage to
other cell types.The SECs have an active scavenging system for the majority of physiological
and foreign soluble (waste) macromolecules [4,5]. Clearance mechanisms include receptor-
mediated endocytosis, transcytosis, and phagocytosis.To regain local homeostasis after inges-
tion of injurious substances and after other detrimental events, the SECs can also produce cy-
tokines, eicosanoids, and adhesion molecules for the mobilization of other hepatic cell types
and cells of the immune system.

4.2.2.1 Receptor-mediated Endocytosis

Targeting to SECs should be directed at specific receptors present on this cell type. A wide
range of proteins and other molecules can be taken up by SECs through receptor-mediated
endocytosis. For example, SECs play an important role in the uptake of degradation products
of the extracellular matrix. For this purpose they have hyaluronan [6], (pro)collagen, and fi-
bronectin receptors [7]. The first two receptors are uniquely located on SECs. Elevated lev-
els of serum hyaluronan and fibronectin, that are often found in liver disease [8], are usually
the result of dysfunction of the clearance capacity of SECs combined with an increased pro-
duction by HSCs [9].

Scavenger receptors on the SECs are instrumental in another important endocytic mech-
anism.They recognize and endocytose modified proteins that have a high net negative charge
[9]. SECs predominantly express two types of scavenger receptors: the class AI and the class
AII scavenger receptor [10]. Physiological substrates for these receptors were found to be
the N-terminal propeptides of types I and III procollagen [11] and the lipid A moiety of en-
dotoxin [12]. Most studies, however, have used non-physiological substrates such as nega-
tively-charged albumins [13] and acetylated low-density lipoproteins (LDL) [14] to charac-
terize these receptors.Yet, the binding of both physiological and non-physiological substrates
is Ca2+-independent and is followed by rapid endocytosis and degradation in lysosomes.
The SECs are further equipped with a receptor that specifically interacts with mannose- and
N-acetylglucosamine-terminated glycoproteins. Unlike the scavenger receptor, binding of
ligands to this so-called mannose receptor is Ca2+-dependent, but is also followed by rapid
endocytosis and degradation in lysosomes [15]. The receptor is thought to be involved in the
uptake of micoorganisms like yeasts, bacteria, and parasites [16], but has also been shown to
be involved in the uptake of tissue-type plasminogen activator [17]. In addition, the receptor
is involved in antigen uptake for subsequent antigen presentation [18]. This indicates that
SECs may also be involved in cell-mediated immune responses in the liver.

Other uptake-linked receptors found on the SECs are the Fc receptor for the uptake of
immunoglobulins [19], the CD14 receptor for the binding of lipopolysaccharide (LPS) bound
to LPS binding protein [20], the platelet derived growth factor AA receptor [21] and the
glucagon receptor [22].
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4.2.2.2 Phagocytosis and Transcytosis

SECs are normally able to internalize only small particles (up to 0.23 µm). In conditions of
impaired KC function, however, they have also been found to phagocytose larger particles
[23]. They are also responsible for the receptor-mediated transcytosis of several compounds,
such as insulin [24] and transferrin [25].

4.2.2.3 Regulation of the Inflammatory Process by SECs

Exposure of the SECs to pathogens or cytokines produced by other cells during stress in-
duces activation of the SECs and subsequent production of cytokines, eicosanoids, and/or
adhesion molecules. For instance, after activation with LPS, a main component of the walls of gram-
negative bacteria and a major inducer of inflammation and non-specific immune functions
[20], SECs produce a number of pro- and anti-inflammatory cytokines. Pro-inflammatory cy-
tokines shown to be produced were: tumour necrosis factor alpha (TNFα) [26]; interleukin-1
alpha/beta(IL-1α/β) [27]; the major inducer of acute phase proteins interleukin-6 (IL-6) [28];
and the neutrophil chemo-attractant interleukin-8 (IL-8) [29]. Anti-inflammatory cytokines
shown to be produced were: interleukin-10 (IL-10) [27] and hepatocyte growth factor (HGF) [30].

Eicosanoids are the oxidative metabolites derived from the cell membrane component
arachidonic acid. Arachidonic acid is released from the cell membrane by phospholipase A2

and enzymatically converted to either prostaglandins (PGs) by cyclo-oxygenase or
leukotrienes (LTs) by lipoxygenase. Eicosanoids is the collective name of prostaglandins and
leukotrienes. SECs and KCs are the major sources of eicosanoids, whereas the PCs are con-
sidered to be the most important target cells for them. The main eicosanoid produced by
SECs was found to be PGE2 [31], although PGD2 has also been reported to be a major prod-
uct [32]. The type of PG released may be a result of the difference in the induction stimulus
used. Eicosanoid production is induced by many circulating substances; LPS, interferon gam-
ma (IFNγ), TNFα, and platelet activating factor (PAF). PGE2 is postulated to be involved in
liver regeneration [33] and inhibition of hormone-stimulated glycogenolysis [31], PGD2 was
found to induce glycogenolysis [34].

SECs, like the vascular endothelium, play an active part in the control of leucocyte re-
cruitment in cases of acute and chronic inflammatory conditions. Leucocyte recruitment
from the blood compartment is a crucial determinant for the induction of immunity and in-
flammation. SECs control this process by producing cytokines that activate leucocytes and by
expressing adhesion molecules. Under inflammatory conditions upregulation of intracellular
adhesion molecule 1 (ICAM-1) and vascular cell adhesion molecule 1 (VCAM-1) was found
[35;36], as well as expression of E-selectin and P-selectin [37]. Together with the expression
of CD4 on SECs it has been postulated that these adhesion molecules might also be involved
in the adhesion of KC cells to the sinusoidal wall [20].

4.2.3 The Kupffer Cell (KC)

Kupffer cells are the largest reservoir of fixed-tissue macrophages and are quantitatively the
most important cell type for the removal of circulating microorganisms, LPS, tumour cells,
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immune complexes, and other circulating tissue and microbial debris [38]. They account for
about 15% of the liver cell population in number and they are preferentially located in the
periportal areas [39].

4.2.3.1 Receptor-mediated Endocytosis

Similar to the targeting of compounds to SECs, drug targeting preparations designed to mod-
ify KC functions have to be directed at KC-specific receptors. KCs are able to remove nu-
merous soluble and particulate substances from the circulation and they possess many re-
ceptor systems that mediate this clearance, some of which have also been described for SECs.
Like SECs, they possess fibronectin receptors, mannose receptors, Fc receptors, CD14 recep-
tors, and the scavenger receptors class AI and AII [40]. In addition to these receptors, KCs
also possess the novel member of the class A scavenger receptor family, the macrophage re-
ceptor with collagenous structure (MARCO) [41]. Besides these types of scavenger recep-
tors, they also have macrosialin scavenger receptors for the uptake of oxidized LDL [10] and
scavenger receptors class BI for the removal of high-density lipoproteins (HDL) [42]. For the
uptake of unmodified LDL, KCs also have special LDL receptors [43].

Mannose receptors on KCs essentially recognize the same molecules as the mannose re-
ceptors present on SECs, but they exhibit different kinetics [44]. Besides the mannose recep-
tors, KCs have two other carbohydrate-specific receptors. One is the galactose particle re-
ceptor, recognizing galactose-terminated oligosaccharides on particles and mediating endo-
cytosis of desialylated erythrocytes [45]. The other is the fucose receptor which interacts not
only with fucose-terminated glycoproteins, but also with galactose-exposing neoglycopro-
teins [46].

KCs also possess receptors for the complement components C1q and C3b [47;48]. The
complement system is one of the main defence mechanisms of the body against invading
pathogens. It is composed of a group of serum proteins that are part of a multienzymatic cas-
cade. Activation of complement generates membranolytic components and protein frag-
ments that enhance phagocytosis and mediate immune responses. KCs have the optimal ca-
pacity to remove complexes coated with complement from the circulation.

4.2.3.2 Phagocytosis

Not all KCs are phagocytic to the same extent; periportal KCs generally have a higher level
of phagocytic activity than those in other regions of the liver [49]. Prior to phagocytosis, par-
ticulate material like viruses, bacteria and erythrocytes may be opsonized and bound by spe-
cific receptors, but this is not essential for phagocytosis [50].

4.2.3.3 Regulation of the Inflammatory Process by the KC

As is the case for SECs, endocytosis of substances represents more than just circulatory clear-
ance mechanisms.The uptake of potentially toxic material can activate KCs to function as ei-
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ther inflammatory cells or accessory cells. As accessory cells they express major histocom-
patibility complex (MHC) class II molecules on their surface , synthesize IL-1β and present
antigens to T cells [51].As inflammatory cells, KCs enhance chemotaxis, phagocytosis, and ox-
idative metabolism of inflammatory cells [52] by producing cytokines, eicosanoids and reac-
tive oxygen species (ROS). After LPS stimulation, KCs produce chemokines such as mono-
cyte chemotactic protein (MCP-1), macrophage inflammatory protein-1α/β (MIP-1α/β),
RANTES (Regulated upon Activation, Normal T-cell Expressed and Secreted) and IL-8
[53,54], in addition to TNFα, IL-1α/β, interferon alpha/beta (IFNα/β), and IL-6 [55]. Release
of these mediators will lead to activation and local infiltration of inflammatory cells and acti-
vation of other resident hepatic cells. KCs also produce transforming growth factor beta (TGFβ),
which stimulates collagen synthesis by HSCs, while inhibiting proliferation of these cells [56].

Besides LPS, other particulate and soluble agents are known to stimulate the formation of
eicosanoids, e.g. PGE2, PGD2, and thromboxane [57].These agents also elicit nitric oxide and
superoxide anion formation, which may help to destroy phagocytosed microorganisms or
particles [58].

4.2.4 The Hepatic Stellate Cell (HSC)

Another resident hepatic cell that is important in the pathogenesis of chronic liver diseases
is the hepatic stellate cell (also known as fat-storing cell, Ito cell, lipocyte, perisinusoidal cell).
They are located in the space of Disse and represent 5–8% of all liver cells. With cytoplas-
matic extensions encircling the sinusoid they regulate blood flow through the sinusoidal lu-
men, in response to endothelin-1, nitric oxide, angiotensin-II, thromboxane A2, and the
prostaglandins F2α, I2, and E2 [59]. They also contain many vitamin A-rich lipid droplets
which account for 75% of the total amount of retinoids stored in the body. As well as con-
trolling the uptake, storage, and release of retinoids, HSCs are the major regulators of the ex-
tracellular matrix composition after activation. They produce and secrete matrix proteins
such as collagens I, III, IV, V and VI, fibronectin, laminin, tenascin, undulin, hyaluronic acid
and proteoglycans [60], as well as extracellular matrix degrading metalloproteinases and
their inhibitors, the tissue inhibitors of metalloproteinases (TIMPs) [61].

HSCs have a dual phenotype. In healthy livers they have the quiescent phenotype, regu-
lating retinoid storage and blood flow. In response to liver injury, however, they acquire an
activated myofibroblast-like phenotype. During the transition to the activated phenotype
there is a gradual loss of lipid droplets and an increased expression of α-smooth muscle actin
(αSMA). In rat livers this is also accompanied by a loss of desmin expression [62]. A conse-
quence of HSC activation is the change in synthetic activity towards production of excess col-
lagen I and III molecules and other matrix molecules.These matrix proteins are deposited in
the space of Disse obstructing efficient exchange of proteins and reducing the diameter of
the sinusoids, thereby impeding blood flow. This process is called capillarization. It is also ac-
companied by a loss of fenestration of the sinusoidal endothelial lining, which further ham-
pers the diffusion of proteins between plasma and hepatic cells. The alterations in the ap-
pearance of the sinusoid are the hallmark of fibrosis.

The transdifferentiation of HSCs to myofibroblasts, producing extracellular matrix con-
stituents is characterized by an increased expression of several receptors, including the
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platelet derived growth factor (PDGF) receptor, the collagen type VI receptor, and the in-
sulin-like growth factor II/mannose-6-phophate receptor (IGFII/M6P). For reviews on this
subject see Beljaars et al. [63], Li et al. [64], and Bissell [65].

4.3 Hepatic Inflammation and Fibrosis

Virtually any insult to the liver can cause hepatocyte destruction and parenchymal inflam-
mation. If the insult is minor and occurs only once, local restoration mechanisms will suffice
to repair the damage. If, however, the insult is major or persistent, an inflammatory response
will be generated. This inflammation is the result of cytokine-mediated activation of sinu-
soidal cells, their subsequent release of pro-inflammatory cytokines and their expression of
adhesion molecules for the recruitment of circulating leucocytes. Once the damage is under
control and the inciting insult has been eliminated, the inflammatory process will end and lo-
cal mechanisms will proceed until the damage is repaired. Usually little scar tissue will be de-
tectable, because of extracellular matrix remodelling. During conditions of chronic liver in-
jury, however, the repair process does lead to scar tissue formation, which is deposited with-
in the liver until impairment of liver function occurs. This process is called liver fibrogenesis
and the end stage, or irreversible stage, is referred to as liver cirrhosis (Figure 4.2).
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Figure 4.2. Diagram outlining the pathogenesis of liver fibrosis. Injury to parenchymal cells (PC) results
in the activation of Kupffer cells (KC) and sinusoidal endothelial cells (SEC) and the recruitment of
inflammatory cells (IC). These cells release cytokines, growth factors and reactive oxygen species that
induce activation and proliferation of hepatic stellate cells (HSC). HSCs gradually transform into
myofibroblasts (MF), the major producers of extracellular matrix (ECM) proteins.



After damage or infection, monocytes and KCs in the area detect the damaged cells or in-
fectious agent and respond with release of primary mediators such as TNFα, IL-1 and some
IL-6.These cytokines activate the surrounding cells, that respond with a secondary, amplified
release of cytokines. This second wave includes large amounts of IL-6, which induce the syn-
thesis of acute phase proteins in hepatocytes and chemoattractants such as IL-8 and MCP-1.
These events will then lead to the typical inflammatory reactions. Both IL-1 and TNFα acti-
vate the central regulatory protein of many reactions involved in immunity and inflamma-
tion, nuclear factor kappa B (NFκB).These cytokines cause dissociation of NFκB from its in-
hibitor IκB, which makes translocation of NFκB to the nucleus possible. In the nucleus active
NFκB induces the transcription of the ‘second wave’ cytokines (see also Chapter 7 for the
molecular mechanisms of cytokine-mediated cell activation).

The release of TNFα and IL-1 also upregulates adhesion molecules like ICAM-1 and
VCAM-1 on SECs, that are subsequently responsible for the adhesion and recruitment of cir-
culating neutrophils. KCs and PCs release IL-8, which is a potent neutrophil chemoattrac-
tant. The attracted neutrophils and KCs are stimulated to release large amounts of reactive
oxygen species (ROS: hydrogen peroxide, superoxide anion and nitric oxide (NO) radicals).
The production of NO is also mediated through the NFκB pathway. The enzyme responsible
for the increased synthesis of NO, inducible NO synthetase (i-NOS), is increasingly ex-
pressed through NFκB-mediated stimulation of the i-NOS promotor region.

TGFβ and TNFα produced by KCs and PDGF produced by SECs subsequently play an
important role in the activation of HSCs.TGFβ appears to be the most important cytokine in
stimulating the production of scar tissue components like collagens by HSCs.The mechanism
of activation is probably via the IGF-II/M6P receptor, which is also increasingly expressed on
activated HSCs. As yet unknown factors produced by KCs [66] stimulate expression of
PDGF receptors on the surface of HSCs. In the presence of PDGF the HSC will now prolif-
erate as well. On chronic stimulation, HSC stimulation and proliferation will result in pro-
duction of excess extracellular matrix and the onset of fibrosis. KC-produced mediators ap-
pear to be important for HSC stimulation, but substances directly released by PCs are also
found to be mitogenic [67].

Since not every insult necessarily results in liver fibrosis, counter-regulatory mechanisms
must also exist. During inflammation, elimination of ROS by SECs and KCs is enhanced via
increased expression of radical scavengers like superoxide dismutases and glutathione per-
oxidase. The radical nitric oxide itself also has an anti-inflammatory role. It has been de-
scribed to prevent leucocyte adhesion to the endothelium [68] and to block an activation
pathway of thrombocytes by stimulating guanylyl cyclase [69]. Furthermore, both PGE2 and
IL-10 can downregulate cytokine production by macrophages [70,71] and can also inhibit the
antigen-presenting properties of SECs and KCs [18,72]. HGF produced by KCs, SECs, and
quiescent HSCs is a potent mitogen for PCs and stimulates liver regeneration. It is probably
aided by PGE2 which also stimulates DNA synthesis in PCs [73]. Finally, scar tissue forma-
tion is not only regulated by production of extracellular matrix components, but also by the
degradation of matrix components. Activated and quiescent HSCs, KCs, and SECs produce
matrix metalloproteinases that are responsible for matrix degradation [74].

Whether liver regeneration will dominate over scar tissue formation depends on many fac-
tors, including the nature and the duration of the injury and the genetic background of the in-
dividual. It is still unclear at which point liver regeneration is no longer possible and fibroge-
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nesis will progress to cirrhosis. When fibrogenesis takes over, however, collagens type I and
III which are normally concentrated in the portal tracts and around central veins, are de-
posited throughout the liver. Collagen IV and VI and other components of the extracellular
matrix are also increasingly expressed. The normal liver only contains 1–2% connective tis-
sue, but in patients with cirrhosis this can increase up to a maximum of 50% [75]. The in-
creased amount of extracellular matrix results in severe disruption of blood flow and im-
paired diffusion of solutes between PCs and plasma, which may have implications for drug
targeting preparations to hepatic cells. Deposition of collagens in the space of Disse is also
accompanied by the loss of fenestrations in SECs, which further impairs the movement of
proteins between PCs and plasma. The subsequent resistance to portal flow induces portal
hypertension and together with the reduced metabolic capacity of the liver this leads to four
major clinical consequences: development of ascites, the formation of portosystemic venous
shunts leading to dangerous esophagogastric varices, congestive splenomegaly causing
haematologic abnormalities, and hepatic encephalopathy because of the exposure of the
brain to an altered metabolic milieu. Other complications arising from the progressing fibro-
sis of the liver are the appearance of renal failure (hepatorenal syndrome), endotoxemia and
hepatic failure. When loss of the hepatic functional capacity exceeds 80–90%, liver trans-
plantation is usually the only option for survival. Many new pharmacological approaches to
the therapy of fibrosis are being explored, but lack of effectiveness or a small therapeutic
window remain major obstacles. These approaches may therefore benefit from drug target-
ing strategies [3].

4.4 Liver Cirrhosis: Causes and Therapy

Cirrhosis is among the top 10 causes of death in the Western World. This is largely the result
of alcohol abuse, viral hepatitis and biliary diseases [75]. The causes for cirrhosis can be
roughly divided into six categories:

1. Chronic exposure to toxins such as alcohol, drugs or chemicals,
2. Viral hepatitis resulting from infection with the hepatitis B, C or D viruses,
3. Metabolic disorders such as Wilson’s disease (copper storage disease) and haemochro-

matosis (iron overload disease),
4. Autoimmune diseases such as primary biliary cirrhosis (PBC), primary sclerosing cholan-

gitis (PSC) and autoimmune hepatitis,
5. Venous outflow obstruction,
6. Cirrhosis of unknown causes.

Obviously the best treatment for cirrhosis is removal of the injurious event. In the case of
viral hepatitis, viral load can at least be temporarily reduced with anti-viral agents such as
lamivudine, ribavirin and/or IFNα [76]. Unfortunately, complete removal of the injurious
event is frequently not possible. Moreover, by the time cirrhosis is diagnosed the fibrotic
process has usually progressed beyond ‘the point of no return’ and removal of the injurious
event will have little effect. Successful pharmacological treatment to reverse the fibrotic
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process is not yet available. Several drugs have been tested in clinical trials, but the most ef-
fective treatment remains a liver transplantation.

The bile acid ursodeoxycholic acid has shown some promise in slowing down the fibrotic
process in cholestatic patients, especially those suffering from PBC and PSC [77,78]. Its
mechanism of action, however, is still a matter of debate.

Penicillamine, an inhibitor of collagen crosslinking, was evaluated in PBC, but failed to
demonstrate any efficacy [79]. More promising results were found for colchicine, which in-
hibits collagen synthesis and secretion and enhances collagenase activity. Long-term use of
colchicine prolonged survival in patients with mild to moderate cirrhosis, regardless of the
cause [77,80]. Other types of collagen synthesis inhibitors, like the prolyl hydroxylase in-
hibitors, have been studied in experimental animal models [81], but have not yet found their
way into the clinic.

Several types of immunosuppression have also been tried. Azathioprine alone was found
to have no effect on PBC [82], but additional benificial effects were found in combination
with ursodeoxycholic acid and corticosteroids [78]. Cyclosporin showed some success, espe-
cially in corticosteroid-resistant autoimmune hepatitis [83], but its use is generally consider-
ably limited by severe side-effects. Corticosteroids were effective in the management of sev-
eral types of autoimmune chronic active hepatitis [84,85] and in the management of acute al-
coholic hepatitis [86]. Their use, however, has to be brief in order to minimize side-effects. In
the treatment of PBC, corticosteroids alone were found to be toxic and had only limited effi-
cacy [77].

A promising new development in drug therapy is the endothelin-antagonists [87,88].
Though not yet clinically tested, these compounds show potential in the management of por-
tal hypertension, a hallmark of cirrhosis. Again, uptake of these antagonists by other parts of
the body hampers their applicability [89], which might be circumvented by drug targeting.

4.5 Drug Targeting to the Liver

With no effective drugs available and the unacceptable side-effect profile of those drugs
which have been studied so far, liver cirrhosis might benefit from the targeting of drugs to
cells within the liver. There are several ways to intervene in the fibrotic process. One way is
the targeting of drugs to SECs and KCs to modulate their release of pro-inflammatory me-
diators.This may arrest the inflammatory process leading to cirrhosis.Another way is the de-
livery of drugs to HSCs to inhibit collagen production or to enhance their extracellular ma-
trix degrading capabilities.This chapter will focus on targeting to KCs and SECs to influence
the inflammatory process that is the basis of most forms of liver cirrhosis. As mentioned be-
fore these cells have a number of specific entry mechanisms that could be used for cell-spe-
cific delivery of drugs. By either enclosing drugs in particles or by coupling drugs to macro-
molecular carriers with high affinity for certain uptake mechanisms, drugs can be concen-
trated in the target cells without causing side-effects elsewhere in the body. The choice for a
type of carrier is determined by a number of considerations, depending on the specificity of
the carrier, the potency of the drug and the entry mechanism during pathological conditions.
The possible carriers directed to KCs and SECs show a considerable overlap, because these
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cells share many receptor-mediated endocytotic uptake mechanisms, such as uptake mediat-
ed by scavenger receptors or mannose receptors. Most of the carriers directed to SECs and
KCs are designed for these receptors and are reviewed below.

4.5.1 Carriers Directed at SECs and KCs

4.5.1.1 Albumins

Albumin is one of the soluble macromolecular carriers available for drug targeting purposes.
With a molecular weight of approximately 67 kDa, it is small in size as compared to other po-
tential carriers. It can be derivatized with molecules that will determine its cell specificity, and
with drug molecules. A maximum of about 60 molecules can be coupled to albumin through
the ε-NH2 of the lysine residues. Table 4.1 shows the modified albumins that have been used
for targeting to SECs and KCs.

Albumin modified with negatively charged groups like succinic acid (Suc-HSA) and
aconitic acid (Aco-HSA) are avidly taken up by SECs via the scavenger receptors type A.
These receptors are also present on KCs, but have a slightly different substrate specificity.
This was elegantly shown with formaldehyde-treated HSA (Form-HSA). The scavenger re-
ceptors on SECs take up the monomeric negatively-charged Form-HSA, whereas these re-
ceptors on KCs take up the polymeric Form-HSA [90]. Scavenging receptors are also in-
volved in the uptake of maleylated albumin (Mal-BSA), which was designed for the target-
ing of chemotherapeutics to macrophages. It was found to be taken up by the non-parenchy-
mal cells of the liver and by peritoneal macrophages, uptake by SECs was not determined
[91].

The subtle differences in substrate specificity were found for the mannose receptor as well.
Both SECs and KCs have mannose receptors, but mannosylated albumin (Man10-HSA) is al-
most exclusively taken up by KCs. The relatively low mannose substitution (10 molecules of
mannose per HSA molecule) combined with the extra negative charge added to the albumin
molecule by the coupling of the mannose molecules to the lysine-residues of HSA, directs
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Table 4.1. Albumin carriers designed for targeting to SEC and KC.

Carrier SEC KC

Suc-HSA +++ –

Aco-HSA +++ –

Form-HSA ++ ++

Man10-HSA + +++

Mal-BSA ND +++

Nap20-HSA +++ +

Dexa10-HSA +++ +

HAS, human serum albumin; BSA, bovine serum albumin; Suc, succinic acid; Aco, aconitic acid; Form,
formaldehyde; Man, mannose; Mal, maltose; Nap, naproxen; Dexa, dexamethasone. ND, not done; –,
no uptake; +, small uptake; ++, moderate uptake; +++, abundant uptake.



this carrier to the KCs.When the mannose substitution is increased, the uptake by SECs also
increases [92]. For a long time this carrier has been assumed to be inert. However, recent
studies from our laboratory indicate that the carrier Man10-HSA may activate KCs and in-
duce an immunological response [93].Whether this limits the use of this carrier remains to be
established. The subsequent coupling of dexamethasone to Man10-HSA attenuated this im-
munological response [93].

Direct modification of albumin with drugs like naproxen (Nap20-HSA) and dexametha-
sone (Dexa10-HSA) changes the protein into a substrate for the scavenging receptors type A.
These drugs are coupled to the free ε-NH2-groups of the lysine residues in albumin. Normal-
ly these NH2-groups are positively charged through protonation. Coupling of a drug mole-
cule inhibits this protonation. The albumin molecule is left with a relative negative charge
and becomes a substrate for the scavenger receptors. Apart from the net negative charge, it
has been postulated that the added hydrophobicity of these drug molecules is an important
feature in determining their affinity for the scavenger receptors [94].

After interaction of the aforementioned carriers with specific receptors, the carrier is then
taken up by endocytosis and transported intracellularly to acidified endosomes and lyso-
somes.The carrier is proteolytically degraded in the lysosomes and if a drug is coupled to the
carrier, it is then released to diffuse into the cytoplasmic compartment.

4.5.1.2 Liposomes

Liposomes are small vesicles composed of unilamellar or multilamellar phospholipid bilay-
ers enclosing an aqueous space. Soluble drugs can readily be incorporated into this aqueous
space and lipophilic drugs can be incorporated into the lipid bilayer.The loading capacity for
drugs is therefore much greater than that of the modified albumins. Elimination from the cir-
culation is dependent on the lipid composition, charge, and size of the liposomes. Common li-
posomes such as neutral and negatively-charged liposomes, are however, primarily cleared
by the phagocytotic processes of the cells of the reticuloendothelial system (RES), the KCs
having the greatest responsibility for this process.This feature of liposomes can seriously lim-
it the use of liposomes in targeting other sites in the body [95]. It has been shown for instance
that the targeting of cytostatic agents such as adriamycine to tumours is associated with loss
of KC function [96], thereby contributing to the immuno-suppressed status of patients. The
high KC uptake has been suprisingly under-exploited in drug targeting approaches to treat
liver diseases. Liposomes have been used for the targeting of anti-Leishmania drugs [97,98]
and immunomodulators [99] and have greatly increased the efficacy of these drugs in Leish-
mania infections and metastatic tumour growth, respectively. However, intervening in the fi-
brotic process by modulating KC or SEC functions with liposome-encapsuled drugs has not
yet been attempted.

The exact mechanism responsible for the uptake of liposomes by KCs and SECs is not
clear. Most studies confirm internalization of whole liposomes in an energy-dependent
phagocytic process in which the liposomes are delivered to the lysosomes. The liposomal
lipids are completely degraded and the encapsulated solutes released. Neutral liposomes
consisting of lipids such as cholesterol and phosphatidylcholine are probably cleared by re-
ceptor-mediated mechanisms, due to the adsorption of opsonizing proteins onto the lipid bi-
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layer. Some of the opsonizing proteins that have been found to play a role are complement
factors [100] and fibronectin [101].The opsonization of liposomes by plasma proteins, in par-
ticular complement factors C3bi and C5a, affects the cell selectivity of this carrier, causing
uptake by the RES and by neutrophils [102]. The uptake of liposomes containing the nega-
tively-charged phospholipid phophatidylserine (PS) is still a matter of debate. These lipo-
somes may be taken up by the RES via specific PS receptors or via scavenger receptors, but
here too uptake appears to be mediated predominantly by plasma proteins that bind in a PS-
specific manner to liposomes [103]. The influence of plasma proteins on the uptake route of
PS-containing liposomes was shown by Kamps et al. In vitro studies with liposomes contain-
ing 30% PS showed scavenger receptor-mediated uptake in KCs and SECs, but subsequent
in vivo studies did not reveal a significant contribution of scavenger receptors to the KC up-
take of these liposomes [104]. Specific scavenger-mediated uptake of liposomes by SECs was
achieved by coating liposomes with negatively-charged albumins [105].

Lipoproteins are endogenous carriers for the transport of cholesterol and other lipids in
the blood circulation and can be regarded as ‘natural liposomes’. Because they are endoge-
nous, they are not immunogenic and escape recognition by the RES. They are cleared from
the circulation by specific lipoprotein receptors that recognize the apolipoproteins [106].
They can be directed to non-lipoprotein receptors as well, by chemical modification of the
apolipoprotein moiety. Specific scavenger receptor-mediated uptake by SECs was achieved
by the acetylation of LDL, whereby oxidized LDL was specifically taken up by KCs via the
scavenger receptors and lactosylated LDL via the galactose-particle receptors [106–108].

The lipid core can be used to incorporate lipophilic drugs, whereas more hydrophilic drugs
have to be provided with a lipophilic anchor to enable incorporation. Oleyl, retinyl and cho-
lesteryl residues have been used for this purpose [109]. Chemical derivatization will howev-
er, alter the pharmacological activity of the parent drug in most cases. The anchors should
therefore be easily removable inside the cell, yielding the original drugs. These liposomes
have not as yet been used much to target drugs to KCs and SECs. Just one study described
the enhancement of the tumouricidal activity of KCs with the immunomodulator mu-
ramyldipeptide incorporated in lactosylated LDL [110].

4.5.1.3 Carriers with Intrinsic Anti-inflammatory Activity

Another approach to drug targeting is the use of carriers with an intrinsic pharmacological
activity. In this ‘dual targeting’ strategy a beneficial effect is achieved both from the carrier it-
self and the drug it carries. The negatively-charged HSA carriers, for instance, developed for
the targeting of drugs to HIV-infected cells, exert strong antiviral activity themselves [111].
Possible carriers with intrinsic anti-inflammatory activity are superoxide dismutase (SOD)
and alkaline phosphatase (AP).

SOD is a major oxygen free radical scavenging enzyme, which may therefore have benefi-
cial effects in liver fibrosis. Through mannosylation or coupling to the polyanion DIVEMA,
SOD was made more liver specific. Both conjugates showed superior inhibition of intrahep-
atic ROS production in fibrotic rats as compared to unmodified SOD. DIVEMA-SOD, how-
ever, exhibited the most potent inhibitory effects [112].Although their mode of action is most
probably extracellular free radical scavenging, Man-SOD and DIVEMA-SOD are likely to
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be taken up rapidly by mannose receptors and scavenger receptors, respectively. However,
depending on the dose, a considerable fraction may be present on the cell surface, either
bound to the receptor or through re-exposure via retroendocytosis after prior internalization
[113]. Therefore, sufficient enzymatic activity might still be obtained in the extracellular
space.

AP is a membrane-anchored protein, that can be shed into the general circulation, which
was shown to be able to detoxify LPS in vivo through dephosphorylation [114]. This dephos-
phorylating activity could be enhanced by increasing the negative charge of the enzyme
through succinylation [115]. Using AP as a carrier for anti-inflammatory drugs to KCs, the
main site of LPS uptake, it could intrinsically contribute to therapeutic efficacy in cirrhosis
through detoxicification of LPS. The LPS-detoxifying activity of KCs in cirrhotic livers is im-
paired and consequently LPS may promote the fibrotic process [116].

4.5.2 Targeting to other Hepatic Cells

Selective delivery of anti-fibrotic drugs to HSCs would be an elegant option in the design of
effective anti-fibrotic therapy. Only recently the first carriers targeted to HSCs were devel-
oped: albumin modified with mannose 6-phosphate groups for uptake via mannose 6-phos-
phate/insulin-like growth factor II receptor and albumin derivatized with cyclic peptides con-
taining amino acid sequences that mimic the binding site of either collagen type VI or PDGF
to their receptors [117,118]. In addition to being used as drug carriers, these carriers could
also be intrinsically active.The mannose 6-phosphate/insulin-like growth factor II receptor is
involved in the activation of the fibrogenic mediator TGFβ [119,120], which, in theory, could
be competively inhibited by the mannose 6-phosphate-modified albumin. The same compe-
tition between carrier and endogenous ligands can be anticipated for collagen type VI and
PDGF receptors. The approach of using cyclic peptides with the receptor-recognizing do-
mains of various cytokines or growth factors, that will mediate binding to their respective re-
ceptors, can also be exploited for the design of other dual active carriers to cell types such as
SEC and KC.

4.6 Anti-inflammatory Drugs

Several classes of drugs can be potentially used to reduce the release of pro-inflammatory
mediators by SECs and KCs in the fibrotic process.

4.6.1 Nonsteroidal Anti-inflammatory Drugs (NSAIDs)

NSAIDs are drugs related to acetylsalicylic acid which inhibit cyclooxygenase (COX), the
enzyme in the synthesis of PGs and thromboxanes from arachidonic acid. There are two iso-
forms of cyclooxygenase, COX-1 and COX-2 [121]. The former is constitutively expressed in
blood vessels, stomach and kidney, while COX-2 is normally not present at these sites. It can,
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however, be induced under inflammatory conditions by certain serum factors, cytokines, and
growth factors [122]. Most of the currently used NSAIDs non-selectively inhibit both COX-
1 and COX-2. They are widely used in inflammatory disorders of the joints such as arthritis,
of the tendons and of the bursae.The side-effects are to some extent the result of the non-se-
lective inhibition of the constitutive COX-1 production by PGs in other tissues. In the kid-
neys this may lead to renal insufficiency and in the gastrointestinal tract to the formation of
ulcers and bleeding [123,124].

Acetylsalicylic acid was shown to prevent cirrhosis under certain experimental conditions
[125]. Naproxen and indomethacin partially protected against LPS and D-galactosamine-in-
duced hepatotoxicity [126] Acetylsalicylic acid and ibuprofen were also protective in endo-
toxic shock [127]. Endotoxaemia is one of the complications in cirrhotic patients [128] and is
probably caused by an impaired ability of the liver to take up and detoxify gut-derived LPS
[116]. The presence of portosystemic shunts in cirrhotic patients may also contribute to this
spill-over of LPS into the systemic circulation [129]. NSAIDs, however, are also reported to
provoke deleterious effects on renal function in cirrhosis [130], and can therefore not be used
in cirrhotic patients. Cell-specific delivery of NSAIDs to SECs and/or KCs may make appli-
cation of these drugs in cirrhosis feasible by circumventing the renal side-effects.

4.6.2 Glucocorticosteroids

Glucocorticosteroids are the synthetic derivatives of the adrenal gland hormone cortisol. At
pharmacological doses they prevent or suppress inflammation and other immunologically
mediated processes. These drugs are therefore used for a variety of inflammatory diseases
such as allergic diseases, rheumatic disorders, renal diseases, bronchial asthma, skin and gas-
trointestinal diseases [122]. The anti-inflammatory and immunosuppressive activities of glu-
cocorticosteroids are most likely due to the inhibition of the production of a wide range of
cytokines, chemokines, eicosanoids, and metalloproteinases in many cell types. In
macrophages they block the release of numerous cytokines (IL-1, IL-6, TNFα), inhibit the
expression of the MHC class II antigens, depress production and release of pro-inflammato-
ry PGs and LTs, and depress tumouricidal and microbicidal activities of activated
macrophages [131]. In the case of neutrophils they inhibit neutrophil adhesion to endothelial
cells, thereby reducing the infiltration of neutrophils at inflamed sites. At pharmacological
doses they only modestly block neutrophil functions such as lysosomal enzyme release and
respiratory burst [132]. Glucocorticosteroids also have profound effects on the activation and
subsequent function of endothelial cells. Besides inhibiting cytokine and eicosanoid release,
they depress vascular permeability, LPS-induced upregulation of adhesion molecules ICAM-
1 and endothelial leucocyte adhesion molecule 1 or E-selectine, and expression of MHC class
II antigens [133,134]. Moreover, they inhibit the secretion of the complement pathway pro-
teins C3 and factor B [135].

The molecular mechanisms underlying glucocorticosteroid inhibition of inflammatory re-
sponses are slowly being unravelled (see also Chapter 7). After entering the cell, glucocorti-
costeroids bind to the glucocorticoid receptor (GR) present in the cytoplasm. Following lig-
and binding, the GR is redirected to the nucleus where it can interact with specific DNA se-
quences. The expressions of many proteins involved in inflammatory reactions are regulated
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by the transcriptional regulatory proteins Activator Protein-1 (AP-1) and NFκB. The lig-
and–GR complex decreases the AP-1-dependent activation of some pro-inflammatory genes
by interacting directly with AP-1, thereby sequestering AP-1 away from its binding site [136].
The NFκB-dependent activation of pro-inflammatory genes is inhibited in a different way.
Glucocorticosteroids stimulate the synthesis of IκBα inhibitory protein, which traps the acti-
vated NFκB in inactive cytoplasmic complexes [137]. Recently it has been shown that more
complex mechanisms like nuclear competition for limiting amounts of coactivators between
the GR and the p65 component of NFκB, also contribute to the effect of glucocorticosteroids
[138].

The continued use of glucocorticosteroids at supraphysiological doses will lead to several
side-effects, some of them potentially life-threatening. These include increased susceptibility
to infections, osteoporosis, hyperglycaemia, myopathy, behavioural disturbances and hyper-
tension [122]. The severity of these side-effects limits the use of glucocorticosteroids, but
would also justify a drug targeting approach. Beneficial effects of targeted glucocorticos-
teroids that inhibit many of the harmful mediators of the fibrotic process are therefore an-
ticipated.

4.6.3 Other Anti-inflammatory Drugs

Most NSAIDs decrease COX activity without decreasing the generation of lipoxygenase-
produced LTs. These substances also contribute to the inflammatory response through a va-
riety of effects, such as that on smooth muscle contractility (LTC4, LTD4, LTE4); neutrophil
aggregation, degranulation and chemotaxis (LTB4); vascular permeability (LTC4, LTD4,
LTE4); and on lymphocytes (LTB4). In recent years, a large number of drugs have been de-
veloped that act either as lipoxygenase inhibitors or as LT receptor antagonists. Studies so far
have shown only limited toxicity of these drugs [139].

Several other agents are under study that are designed to produce combined blockade of
COX and lipoxygenase. One such example is tenidap sodium, a novel antiarthritic agent,
which also appears to block IL-1 formation and action [140].

Another drug that has been found to have anticytokine activity is pentoxifylline. It was ini-
tially characterized as a haemorheologic agent for the treatment of peripheral vascular dis-
eases [141]. In addition, it was also found to be capable of inhibiting the pro-inflammatory ac-
tions of IL-1 and TNFα on neutrophil function and cytokine production by monocytic cells
[142]. Its mechanism of action is the inhibition of phosphodiesterases, leading to increased in-
tracellular levels of cyclic adenosine monophosphate [143]. Besides its effects on the cytokine
network, pentoxifylline also exerted an anti-fibrogenic action in cultures of fibroblasts and in
animal models of fibrosis [144] and could therefore be an attractive candidate for targeting
hepatic inflammation.

4.7 Anti-fibrotic Drugs

HSCs are the major contributors to the deposition of extracellular matrix in fibrotic livers
and should therefore be the target for anti-fibrotic therapy. With the recent development of
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carriers for this cell type [117,118] targeting of anti-fibrotic drugs has become a realistic op-
tion. Using the carriers that are internalized by activated HSCs, potential anti-fibrotic drugs
include collagen synthesis inhibitors, e.g. the prolyl hydroxylase inhibitors [81,145], inhibitors
of HSC activation, e.g. NFκB inhibitors or histone deacetylase inhibitors (trichostatin A)
[146], and inhibitors of portal hypertension, the endothelin antagonists [87,88]. With the car-
riers that stay at the outer surface of activated HSCs it is possible to deliver anti-fibrotic
drugs to the extracellular microenvironment of HSCs. Interesting candidates would be met-
alloproteinase activators [145], TGFβ-neutralizing compounds, and PDGF-binding mole-
cules.

4.8 Testing Liver Targeting Preparations

We have developed albumin-conjugates of dexamethasone and naproxen for targeting to
SECs and KCs.These conjugates have been extensively tested in vitro and in vivo in rats with
bile duct ligation-induced liver fibrosis [93,147–150].

4.8.1 Distribution

Biodistribution is one of the first things that should be tested after construction of a drug tar-
geting preparation for the liver. Is the drug delivered to the intended site within the liver and
is the drug released from the carrier? In our opinion only in vivo studies can give a correct
answer to the first question. Once the success of targeting is established, in vitro studies can
be used to provide insights into the cellular handling of the preparations.

There are several ways to investigate the biodistribution of drug targeting preparations.
Uptake in the target organ as compared to other organs in the body can be studied by radio-
labelling the drug targeting preparation and measuring radioactivity in the organs either by
organ harvesting or with positron emission tomography or gamma camera studies. Ideally,
the labelling should not influence the distribution of the carrier, but this cannot be excluded
in all cases [151]. Alternatively, a drug that is easily detectable can be measured in ho-
mogenates of the organs without prior radiolabelling. In our laboratory, we developed anti-
bodies against dexamethasone coupled to an albumin carrier allowing the detection of unla-
belled dexamethasone-containing drug targeting preparations in human and rat tissue [152].
The initial distribution of the compound can be assessed at 10 min after injection, whereas at
later time points degradation, metabolism and redistribution can be studied. The pharmaco-
kinetic behaviour of the drug targeting preparations can be investigated using ELISA meth-
ods.

Since the structure of the liver is completely changed during fibrosis, distribution of a liv-
er targeting compound has to be tested in the pathological state as well. Parts of the liver may
become inaccessible by portosystemic shunts and individual cells may be hampered in the
uptake of compounds by the excess extracellular matrix deposited around them. Uptake
processes themselves may also be impaired. The phagocytic activity of KCs has been report-
ed to be depressed in some forms of fibrosis [153,154] and some receptors, such as the
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hyaluronic acid receptor, are found to be downregulated [155], whereas others can be upreg-
ulated [156,157]. There are several animal models for liver fibrosis available. Those that are
most frequently used are fibrosis induced by bile duct ligation or occlusion (BDL or BDO)
and fibrosis induced by carbon tetrachloride [158–160].

Once specific liver uptake is established, the intrahepatic distribution needs to be ad-
dressed. The importance of this issue is exemplified by the apparently high uptake of untar-
geted Dexa by the liver. Dexa itself was taken up exclusively by the hepatocytes, whereas tar-
geted Dexa was taken up by SECs and KCs [152], the target cells for anti-inflammatory ther-
apy.

Qualitative analysis of intrahepatic distribution is possible with immunohistochemistry.
With antibodies against the carrier or the carrier-bound drug this compound can be localized
in liver sections [152].To identify the cell type(s) involved in the uptake, the sections can sub-
sequently be double stained with markers for the different cell types. In the rat liver, the mon-
oclonal antibodies HIS52 (anti-rat endothelial cell antigen-1 or anti-RECA-1), ED2, the
combination of anti-desmin and anti-glial fibrillary acidic protein, and anti-αSMA are gen-
erally used to identify SECs, KCs, quiescent HSCs, and activated HSCs, respectively.

To determine the uptake by the different cell types quantitatively, the cells can be isolated
from the liver after injection of the drug targeting preparation. The amount of targeting con-
jugate can be detected in the subsequent cell fractions by determining the amount of drug
present or counting the amount of radioactivity when the compound is labelled. Rat and hu-
man liver cells can be isolated after perfusion of the liver with collagenase and/or pronase
[161,162]. Separation of the different cell types is performed by centrifugal elutriation, by
density gradients (using Percoll, Nycodenz, stractan, or sucrose), or by magnetic retention of
the cells with specific antibodies attached to insoluble magnetic beads [163].There are sever-
al drawbacks to using these methods: the cell fractions obtained are usually not 100% pure,
which makes interpretation of the results problematic [162]; selection of normal or diseased
cells from fibrotic livers cannot be excluded; and isolation of cells from fibrotic livers is very
difficult with respect to viability and purity of the fractions; pronase, which is needed for the
isolation of HSCs, affects the viability of hepatocytes [164]. Isolation of all cell types from one
liver is therefore impossible.

For obvious reasons it is impossible to determine the biodistribution of liver targeting
preparations in humans. It is, however, possible to determine the intrahepatic distribution in
human liver tissue using two in vitro methods. The first makes use of pieces of human liver,
both non-diseased and cirrhotic, in a perfusion set-up, the so-called human liver lobe perfu-
sion [165].These pieces of liver can be perfused with a liver targeting preparation for at least
90 min, after which time the intrahepatic distribution can be determined by subsequent cell
isolation or immunohistochemical analysis. The liver targeting compound and the cell types
involved are again identified with specific antibodies. Human SECs, KCs and HSCs can be
detected with anti-GP96, anti-CD68 and anti-α-SMA, respectively. The second method uses
slices of human liver tissue, as described in Chapter 12. After incubation of precision-cut liv-
er slices with a drug targeting compound, the latter can be localized by immunohistochemi-
cal analysis of cryostat-cut sections.
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4.8.2 Cellular Processing

To study the uptake mechanism of drug targeting preparations and the release of a drug from
the carrier several in vitro techniques are available in addition to in vivo studies. Besides liv-
er slices and isolated perfused liver tissue of both rat and human origin [166], cultured cells
derived from cell lines or from cell isolations of rat or human liver tissue may be used. The
primary cultures generally reflect the in vivo situation better than the immortalized cells of a
cell line culture. However, one should bear in mind that during the isolation procedure target
receptors may be destroyed or damaged by the enzymes collagenase and/or pronase. Liver
slices and perfused liver tissue, therefore, seem to be the most attractive alternatives for in
vitro studies. Both methods use liver tissue which is unaffected by isolation and culture pro-
cedures in which the hepatic cells still have their normal cell–cell contacts. This allows the
study of the cellular processing of liver targeting preparations within the organ, in the pres-
ence of all other resident cell types and their secreted mediators.

The receptors involved in the uptake and the route of internalization can be assessed us-
ing specific ligands and inhibitors. The binding of a targeting compound to a certain receptor
is generally studied at 4ºC when internalization is low or absent.The preparation under study
is incubated with increasing amounts of specific ligand for a potential receptor. Inhibition of
the binding of the preparation indicates that the two compounds compete for the same re-
ceptor. Ligands used for the scavenger receptor are Form-HSA, Suc-HSA, polyinosinic acid,
and acetylated LDL. For the mannose receptor mannan is mostly used.

With inhibitors affecting different levels of the endocytotic pathway, the route of internal-
ization can be clarified. The vesicles formed after internalization of receptor-bound liver tar-
geting preparation are endosomes that are subsequently acidified through an ATP-depen-
dent proton pump [167]. This acidification is necessary to dissociate the receptor and carrier.
Vesicles containing receptor molecules often recycled to the membrane, while vesicles 
containing targeting molecules are trafficked to the lysosomes [168]. This acidic organelle
contains a variety of aggressive enzymes to degrade proteins, lipids and oligosaccharides
[169]. Chloroquine and ammonium chloride neutralize the acidic pH of the endosomes and
lysomes [170]. The ligand can no longer dissociate from the receptor and a used receptor 
is recycled to the cell membrane and this subsequently blocks the uptake of new ligands.
Colchicine is a microtubule depolymerizing drug. Microtubules are important for both the
intracellular organization of vesicles and their routing between compartments. Consequent-
ly, colchicine inhibits endocytosis of the liver targeting preparation, the movement of 
endocytotic vesicles, and receptor recycling [171]. Monensin also prevents acidification of en-
dosomes and lysosomes, but additionally it inhibits the release of the receptor–ligand-con-
taining vesicles from the microtubules [172].Although all of these compounds block endocy-
tosis, none of them inhibit the initial binding of the targeting preparation to its specific 
receptor.

4.8.3 Efficacy and Toxicity

Initially, testing whether drug targeting conjugates have pharmacological or toxic effects can
best be done in vitro. A large variety of drug targeting preparations can be tested under sev-
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eral experimental conditions, using only few experimental animals.The most promising com-
pounds can then be studied in vivo. In addition to using individual cell cultures, the method
of precision-cut liver slices seems to be an excellent procedure for the rapid testing of liver
targeting preparations.The effect of anti-inflammatory targeting preparations can be studied
in liver slices by the inhibition of mediator release after activation of resident cells with LPS.
Dexa10-HSA, for instance, was shown to inhibit LPS-induced TNFα release more effectively
than an equimolar quantity of free dexamethasone [152]. Another method is to study the ef-
fects on LPS-induced cell activation in a liver perfusion set-up system. Isolated perfused liv-
ers of rats pretreated with Corynebacterium parvum and subsequently challenged with LPS
are a well-established model for hepatic inflammation. LPS-induced cholestasis and hepatic
damage in this model were successfully prevented by the administration of Nap23-HSA,
whereas an equimolar dose of uncoupled naproxen did not have any effect on these parame-
ters [173]. Currently, we are also investigating whether LPS-induced cellular activation in the
human liver lobe perfusion set-up can be exploited for efficacy studies in human tissue [165].
With the information gathered from experiments concerning uptake mechanisms, cellular
processing and in vitro efficacy, combined with in vivo pharmacokinetic data of the targeting
conjugate and the free drug, it may be possible to make estimations about treatment effica-
cy. The liver targeting compounds can then be studied in models of acute hepatic inflamma-
tion and chronic hepatic inflammation or fibrosis. Acute inflammation is usually induced by
i.v. LPS injection, after which plasma levels of relevant cytokines such as TNFα and IL-1β can
be measured. This acute hepatic inflammatory response can be induced in either normal or
fibrotic rats [147,152]. Livers of these rats may be analysed (immuno)histochemically for KC
activation, infiltration of inflammatory cells and other signs of inflammation. This model of
acute inflammation was used to study the effects of Dexa10-HSA or Nap23-HSA. Fibrotic rats
receiving LPS after Dexa10-HSA or Nap23-HSA administration showed less signs of toxicity
and a prolonged survival as compared to vehicle-treated controls [147,152].

Chronic inflammatory processes like fibrosis can be induced physically or chemically. As
stated before, bile duct ligation (BDL)/bile duct occlusion (BDO) and tetrachloride-induced
models of fibrosis are the most frequently used models. BDL/BDO-induced fibrosis is char-
acterized by portal proliferation of bile ducts with collagen deposition and neutrophil infil-
tration, and periportal hepatocellular necrosis [158,174,175]. The combination of increasing
intrabiliary pressure, anoxia, release of inflammatory mediators, and the cytotoxic effect of
bile acids induce inflammatory processes leading to HSC proliferation and transformation to
myofibroblasts. These cells produce large quantities of extracellular matrix molecules which
are characteristic of hepatic fibrosis. In the experimental model of carbon tetrachloride-in-
duced fibrosis on the other hand, hepatotoxicity is mediated by free radicals.The ensuing ox-
idative stress leads to lipid peroxidation and mitochondrial dysfunction which perpetuate
cell damage leading to micronodular fibrosis [176].

Unfortunately, there are few serum parameters available to determine the degree of fi-
brosis [177]. Those that best show the correlation with the degree of fibrosis are serum
laminin, hyaluronic acid, and procollagen type III peptide levels. However, these parameters
are not sensitive enough to detect small differences in the fibrotic process. Therefore, the ef-
fect of targeted anti-inflammatory treatment has to be examined invasively, either by taking
a liver biopsy or examining the whole liver. Again, (immuno)histochemical methods can be
used to examine collagen deposition, KC/SEC activation, HSC proliferation and transforma-
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tion, and infiltration of inflammatory cells. In addition to these methods, deposition of colla-
gen and other matrix molecules can be measured quantitatively after careful tissue extrac-
tion [178,179].

4.9 Targeting of Anti-inflammatory Drugs for the Treatment of
Liver Fibrosis

As described above there are several carriers available for targeting the key cells in the he-
patic inflammatory process. The method of loading a carrier with anti-inflammatory drugs
largely depends on the proposed entry mechanism of the carrier into the cell. Most drugs are
not active when coupled to albumin or incorporated in liposomes and have to be released
from the carrier first. Ideally, the carrier should be stable enough in the bloodstream for the
drug to be released only within the target cell. In the case of drug-filled liposomes and drug
molecules covalently linked to albumin this means the carrier must be degraded in the target
cell for the drug to be released. Most of the receptors described above which are responsible
for the uptake of carriers are linked to a lysosomal degradation route. After receptor-medi-
ated uptake most of the carrier is thus lysosomally degraded and a pharmacologically active
drug can be released. For covalently attached drugs this means enzymatic (lysosomal hydro-
lases or reductases) or hydrolytic (acid environment) degradation of the chemical bond be-
tween the drug and the carrier.

The advantage of using liposomal carriers is that drugs can be easily incorporated by dis-
solving them in the aqueous phase of the liposome core or in the lipid phase. The drawback
of chronic treatment with a particle-based carrier system for KC or SEC targeting, however,
is the possible blockade of cell functions if the carrier is slowly degraded and accumulates in
the cells [180,181]. Moreover, because of their size liposomes might be impeded in reaching
their target cells during fibrosis when extensive ECM deposition is present in the liver. In
contrast, the soluble macromolecular carriers are readily able to penetrate fibrotic tissue and
reach their target cells without hinderance [152,174]. Other complications with the use of li-
posomes are related to the adsorption of plasma proteins to the surface of the liposomes.This
may lead to the loss of cell-selectivity due to opsonization by the RES and the activation of
the complement system (see Section 4.5.1.2).

In the case of soluble macromolecular carriers, like the albumins, drugs have to be cova-
lently attached to the carrier protein. Drugs can be coupled directly to the carrier or via an
acid-labile or enzymatically-sensitive spacer (see also Chapter 11) [182]. The free amino
groups of the lysine residues in the protein are attractive candidates for coupling drugs and
homing devices. In HSA up to 60 lysine molecules can be derivatized. The carrier Man-HSA
has fewer lysine residues available, because some of the lysine amino groups have been used
to attach the mannose molecules [183]. However, the higher the loading the more deviations
from the normal charge distribution of the protein will occur. This may lead to immuno-
genicity and loss of cell specificity. Therefore, the number of drugs and homing devices cou-
pled to the carrier protein should not exceed a threshold beyond which the surface charge
and tertiary structure of the protein are likely to be significantly affected.
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4.9.1 Targeting of NSAIDs

For targeting with a soluble macromolecular carrier, the NSAID naproxen (Nap) was cou-
pled via its carboxyl groups to the free amino groups of the lysine residues in the (Man-)HSA
molecule, resulting in a direct amide linkage (Figure 4.3). This type of bond is not very sensi-
tive to proteolytic degradation and incubation with lysosomal lysates showed release of a ly-
sine conjugate of Nap [184]. This Nap-lysine, however, was equipotent to Nap itself with re-
spect to inhibition of PGE2 synthesis in sensitized guinea-pig trachea challenged with antigen
[185].

Distribution, pharmacokinetics and efficay of a conjugate consisting of approximately 20
molecules of Nap coupled to one molecule of HSA were studied in detail. As compared to
free Nap, Nap coupled to HSA was preferentially taken up by the liver, mainly by SECs, but
to a lesser extent also by KCs. Scavenger receptors were responsible for this uptake
[148,184]. Liver fibrosis induced significant alterations in the pharmacokinetic behaviour of
Nap20-HSA. The initial plasma concentration of Nap20-HSA was markedly lower in fibrotic
rats and was accompanied by an increase in the volume of distribution during the terminal
elimination phase [149]. LPS-induced acute inflammation did not significantly change the
pharmacokinetics of Nap20-HSA. Positive effects of treatment with Nap20-HSA were ob-
served in two separate models of hepatic inflammation. In isolated perfused livers of rats pre-
treated with Corynebacterium parvum and subsequently challenged with LPS, Nap20-HSA
treatment was protective in a dose-dependent manner at concentrations 30 times lower than
conventional doses [173].As well as inhibiting alanine aminotransferase release, Nap20-HSA
also prevented cholestasis and increased vascular resistance in this experimental set-up.
Treatment of endotoxaemic fibrotic rats with Nap20-HSA was found to significantly increase
survival and markedly reduce toxic effects to the kidneys [147].
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A pronounced alteration in the intrahepatic distribution of Nap was observed when Nap
was coupled to mannosylated HSA as compared to Nap coupled to HSA. Coupling to Man10-
HSA resulted in a major shift in intrahepatic distribution from mainly SECs to mainly KCs
[184].

One study has described the use of NSAID-loaded liposomes for the targeting of inflam-
matory lesion sites for the treatment of postoperative pain and pain related to various types
of cancer [186]. In this study they showed strong and immediate analgesic effects in relieving
pain with NSAID-loaded liposomes, but did not compare this with the analgesic effects of
free NSAID.

4.9.2 Targeting of Glucocorticosteroids

The glucocorticosteroid dexamethasone (Dexa) was coupled to HSA and Man10-HSA for
targeting to SECs and KCs. Dexa itself could not be coupled directly to the protein, and
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therefore had to be derivatized to create a reactive compound. As described by Fiume et al.
[187] succinic acid was coupled to the alcohol group on C21 yielding Dexa hemisuccinate.
The introduced carboxyl group could then easily be coupled to the free amino groups of the
lysine residues in the HSA molecule yielding Dexa10-HSA and Dexa5-Man10-HSA (Fig-
ure 4.4) [152]. The ester bond between native Dexa and the succinate spacer proved to be
more sensitive to proteolytic enzymes than the amide bond between the succinate spacer and
the protein. Lysosomal degradation of the Dexa-HSA conjugate, therefore, yielded the na-
tive Dexa.
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Figure 4.5. Tissue and intrahepatic distribution of 125I-Dexa5-Man10-HSA 10 min after injection in
normal (n = 4) and cirrhotic rats (n = 5). NPC, non-parenchymal cells; PC, parenchymal cells.

In rats, both Dexa10-HSA and Dexa5-Man10-HSA were mostly taken up by the liver, in
healthy as well as fibrotic livers (Figure 4.5). Intrahepatic distribution studies showed that
Dexa10-HSA was taken up by SECs and KCs, whereas Dexa5-Man10-HSA was taken up by
KCs [93,152]. Interestingly, in human livers Dexa10-HSA was found to be taken up by SECs
and KCs of healthy livers, but in cirrhotic livers only by KCs [165]. In liver slices, these two
conjugates showed superior inhibition of LPS-induced release of TNFα as compared to un-
targeted Dexa, indicating specific inhibition of KC and SEC function.

The efficacy of Dexa10-HSA in vivo was shown in a model of acute inflammation. Fibrotic
rats pretreated with conjugated and non-conjugated Dexa showed increased survival after
LPS injection. Although the anti-inflammatory effects of Dexa10-HSA could be demonstrat-
ed, superiority of conjugated Dexa as compared to free Dexa could not be established in this
model.

When Dexa5-Man10-HSA was administered chronically to rats with BDL, reduced infil-
tration of ROS-producing cells and an increased glycogen content in hepatocytes was found,
suggesting more efficient liver function, this was not the case for non-conjugated Dexa [93].
The specific inhibition of KC function in this model, however, also accelerated the develop-
ment of fibrosis. The mechanism causing this acceleration is currently under investigation,



but is not related to the immunogenicity of the conjugate [93]. These studies may indicate
that in addition to the pro-fibrotic actions of KCs, these cells are also endowed with anti-fi-
brotic capacities that are downregulated by dexamethasone.

Dexa has also been incorporated into several particle-type carriers, although most of them
were not designed for the specific targeting of KCs or SECs. Yokoyama and Watanabe in-
corporated Dexa-21-palmitate into lipid microspheres for targeting inflammatory cells and
macrophages in the treatment of rheumatoid arthritis [188]. They demonstrated high uptake
of lipid-incorporated Dexa by macrophages, up to five times higher anti-inflammatory activ-
ity of lipid-incorporated Dexa as opposed to free Dexa and a significantly higher rate of im-
provement in patients with rheumatoid arthritis treated with encapsulated Dexa. Magnani
et al. used Dexa-21-phosphate encapsulated in human erythrocytes for this same purpose
[189]. They also showed high concentrations of corticosteroids in macrophages and effective
inhibition of the respiratory burst of stimulated macrophages by encapsulated Dexa , which
was not found for free Dexa. Recently, we incorporated Dexa disodium phosphate into lipo-
somes especially designed for KC targeting [190]. These liposomes are currently used to
study their effects on the development of fibrosis in rats subjected to bile duct ligation.

4.10 Selective Drug Delivery for the Treatment of Other
Hepatic Disorders

Drug targeting preparations have been given to patients with various infectious diseases. For
the treatment of Leishmaniasis, liposomes as well as mannosylated HSA have been used to
deliver antiparasitic drugs, such as methotrexate, amphotericin B, doxorubicin and muramyl
dipeptide to KCs [97,98,191–193]. These conjugates all inhibited the growth of Leishmania
parasites in Kupffer cells as well as in splenic macrophages in mice infected with this parasite.
Liposomal amphotericin B was also tested in immunocompetent patients with visceral Leish-
maniasis and was proven to be an effective treatment. Side-effects typical for amphotericin B
(hypokalaemia, nephrotoxicity) occurred significantly less frequently after treatment with
the liposomal formulation as compared to the convential formulation of the drug [98].

Drug targeting preparations based on lactosylated HSA have been used for the treatment
of chronic viral hepatitis, because these viruses reside in hepatocytes. Fiume et al. coupled
several anti-viral nucleoside analogues to this carrier for the treatment of hepatitis [194,195].
The conjugate of adenine arabinoside monophosphate and lactosylated HSA (araAMP-
lacHSA) has been studied in animals as well as in humans [1,196]. From the clinical trials it
was concluded that use of this conjugate allowed more prolonged treatment of chronic he-
patitis B than free araAMP, because of the lack of side-effects after chronic application of the
conjugate, which enhanced its chemotherapeutical index. To date, however, no follow-up has
been published.

The treatment of tumours in the liver with drug targeting preparations is hampered by the
lack of tumour specifity of most preparations. Liposomes incorporating the immunomodula-
tor muramyl tripeptide phosphatidylethanolamine have been used as an ‘aspecific’ approach
to increasing the number of tumouricidal macrophages in the liver in order to prevent the de-
velopment of metastases [99]. To date, the greatest tumour cell specificity has been obtained
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with monoclonal and bispecific antibody carriers [197]. In addition to these tumour-directed
strategies, targeting is also aimed at the tumour vasculature. This is extensively reviewed in
Chapter 9.

4.11 Conclusions

Hepatic inflammation and fibrosis of the liver are multifactorial processes that cannot be
treated successfully with drugs currently on the market. These drugs either lack suitable effi-
cacy or cause too many side-effects. New directions for therapy include the targeting of anti-
inflammatory drugs to the key players in the chronic inflammatory process: the Kupffer cells
and liver endothelial cells. Several studies have shown that targeting of, for instance, the anti-
inflammatory drugs dexamethasone and naproxen to these cell types is feasible, but few in
vivo studies have been conducted to investigate the effects of targeted therapeutic interven-
tion. Initial studies in our laboratory with dexamethasone targeted to KCs revealed that
these cells may have important anti-fibrotic abilities and that KC-delivered dexamethasone
yields not only anti-inflammatory, but also pro-fibrotic effects. These results show that in
drug targeting research more emphasis should be placed on studying therapeutic interven-
tions in pathological models. However, it should be noted that therapeutic intervention
aimed at one cell type may not be sufficient to treat the disease, since all hepatic cell types
contribute to the development of liver fibrosis. It may therefore be necessary to target sever-
al drugs to different cell types simultaneously.

It should also be emphasized that results obtained from studies with experimental animals
can not be directly translated to the human situation. We have shown that the characteristic
intercellular distribution of the drug targeting preparation Dexa10-HSA is different in hu-
man and rat cirrhotic liver tissue [165]. Careful evaluation of animal experimental data
should therefore be combined with studies in human test models. Cell culture systems are a
valuable technique, but for drug targeting purposes a more integrated system is preferred. In
the case of the liver these could include precision-cut liver slices or a liver lobe perfusion of
human liver tissue. In contrast to liver cell cultures, liver slices and liver lobes contain all the
different liver cell types, and the complex cell–cell contacts and interactions that exist in vivo
are maintained. The major challenge in the near future will be to establish the relevance of
the concept of drug targeting in experimental models of disease, in human tissue in vitro, and
finally in patients with liver diseases.
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5 Delivery of Drugs and Antisense
Oligonucleotides to the Proximal Tubular
Cell of the Kidney Using Macromolecular
and Pro-drug Approaches

Marijke Haas, Yukio Kato, R. Folgert G. Haverdings, Frits Moolenaar, Kokichi Suzuki,
Dick de Zeeuw, Yuichi Sugiyama, Dirk K.F. Meijer

5.1 Introduction

The need for specific delivery of drugs to their site(s) of action is evident in the case of ex-
tremely toxic agents that have to be administered in high doses such as anti-tumour drugs.
But what would be the rational for specific drug targeting to the kidney? Clearly, the kidney
is one of the organs with the highest exposure to drugs circulating in the body. Around 25%
of the cardiac output flows through the two kidneys. In addition, many compounds are con-
centrated in the proximal tubule by active transport processes while often high luminal con-
centrations of drugs are reached due to water reabsorption. So, at first glance, one may argue
that little extra would be gained by renal selective targeting. However, we believe that there
can be several good reasons for renal-specific drug delivery. First, although many drugs used
in the treatment of renal diseases do reach the kidney in sufficient quantities, they may cause
undesirable extra-renal effects. Second, the intra-renal transport of a drug may not be opti-
mal in relation to the target cell within the organ. Third, some drugs are largely inactivated
before they reach the site of action in the kidneys. Finally, pathological conditions such as ab-
normalities in glomerular filtration, tubular secretion, or the occurrence of proteinuria can
affect the normal renal distribution of a drug. Renal-specific drug targeting therefore can be
an attractive option to overcome such problems and to improve the therapeutic index of a
drug. Furthermore, cell-specific drug targeting within the kidney may provide an interesting
tool in understanding the mechanisms of drug action and to manipulate renal physiology.

5.1.1 Kidneys and their Functions

The major function of kidneys is to filter the redundant nutrients and metabolites out of the
blood, including those that come from the natural breakdown of tissues as well as those that
we ingest with food intake. In this way, the kidneys maintain the homeostatic balance with re-
spect to water and electrolytes as well as nutrients and metabolites. In addition, the actions of
the kidneys also regulate blood pressure and erythropoiesis.

To do this, the kidney is equipped with nephrons, the basic units of the kidney.The nephron
consists of a glomerulus and a tubule (Figure 5.1).The tubule is subdivided into the proximal
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Figure 5.1. The functional nephron with representative blood supply. Reprinted with permission from
reference [154].
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convoluted tubule, proximal straight tubule, Henle’s loop, the distal tubule and the collecting
duct. In the tubule, a monolayer of epithelial cells separates the tubular lumen from the
blood. A close network of arterial and venous capillaries provides close contact between the
blood circulation and the tubular cells.

The blood first reaches the glomerulus, the filter unit of the nephron. The glomerular fil-
trate, i.e. blood deprived of macromolecules and blood cells, passes through the tubular lu-
men. The blood which is not filtered, flows through the efferent arteriole into the network of
capillaries around the tubules supplying the proximal and distal tubules with blood.

5.1.2 Proximal Tubular Cells and their Functions

The proximal tubular cell plays a major role in the elimination of both inorganic and organ-
ic substrates. The cells have two distinct membrane domains. The basolateral membrane is in
contact with the blood, and the apical brush-border membrane lines the tubular lumen.

Methods of traversing the basolateral membrane include uptake systems for organic
cations and anions via facilitated diffusion and/or active transport [1]. Organic anions and
cations cross the basolateral membrane via ATP-driven or secondary active processes (H+-
antiport) [2]. Basolateral uptake processes include the gamma-glutamyl transport system [3]
and those for glycoproteins [4]. Certain proteins (insulin, epidermal growth factor (EGF))
are transcytosed across the tubular cells from the blood to the tubular lumen via receptor-
mediated uptake [5].

In healthy individuals, useful endogenous compounds that are freely filtered by the
glomerulus, only appear in the urine in small quantities. These compounds are ‘rescued’ by
tubular reabsorption. These ‘rescue mechanisms’ consist of a variety of, mostly, carrier-medi-
ated processes at the luminal site of the tubular cell. Substances transported by reabsorptive
systems include sugars [6], amino acids [7], dipeptides [8], urate [9], folate [10], nucleosides
[11] and proteins [12].

Apart from the elimination function, the kidney disposes of many endogenous and exoge-
nous substances through metabolic conversion. Many compounds are highly concentrated in
the proximal tubular lumen before being eliminated in the urine [13]. Therefore the driving
force for metabolic conversion can be high. For instance metabolic clearance of in-
domethacin occurs predominantly by renal glucuronidation due to efficient enterohepatic
recycling/deconjugation processes followed by carrier-mediated accumulation in the tubular
cells [14].

For exogenous compounds such as drugs, various enzymes involved in both phase I and
phase II metabolic routes are present, e.g. various isoforms of cytochrome p450, cytochrome
b5, glucuronyl transferase and sulfotransferase [15].

In addition, renal tubular cells contain various proteases for the degradation of proteins
and oligopeptides. These enzymes are located predominantly in the lysosomes and micro-
somes of these cells, but some have been reported on the brush-border membranes [16].
Degradative enzymes include various endopeptidases, exopeptidases and esterases [17].

In principle, the above-mentioned transport and metabolic functions of the tubule can be
used for renal delivery and (re-)activation of (pro-)drugs and macromolecular drug targeting
preparations.



5.1.3 Cellular Targets for Drug Delivery in the Kidney

The renal glomerulus consists of endothelial cells, glomerular epithelial cells and mesangial
cells.

The mesangial cells of the glomerulus and the proximal tubular cells are the first choice
targets for renal drug delivery. Both cell types play a central role in many disease processes
in the kidney.

The mesangium is a specialized pericapillary tissue. It contains predominantly mesangial
cells constituting contractile endocytic capillary pericytes embedded in the extracellular ma-
trix. There is a continuous flow of blood plasma into the mesangium through mesangial fen-
estrations including the sieving of even relatively large particles. The mesangial cells are par-
ticularly highly reactive to foreign substances and pathogenic agents. As a consequence of
such noxious triggers, mesangial cells respond with the synthesis of a host of inflammatory
factors [18]. Consequently this cell type is an interesting target for renal drug delivery in the
case of acute and chronic inflammatory conditions.

Several factors have been identified that trigger activity of the proximal tubular cell.
Glomerular and systemically-derived cytokines and growth factors reach the tubular cells by
filtration, peritubular secretion or diffusion through the interstitium [19]. Hypoxia, is-
chaemia, nephron loss and luminal obstruction cause tubular cell activation in an adaptive
response to compensate for loss of function. Furthermore, tubular protein overload as a re-
sult of glomerular proteinuria and high tubular delivery of glucose in the diabetic state are
considered to be important factors causing tubular activation (Figure 5.2).

As a consequence of such noxious triggers, proximal tubular cells respond with the syn-
thesis of a host of inflammatory mediators [20]. Because of this, the proximal tubular cell is a
central target for drug delivery.

To date, only a limited number of studies have focused on drug delivery to the mesangium
cell and only a modest degree of selectivity has been obtained in this respect [21,22]. More
extensive studies have been performed on targeting drugs to the proximal tubular cell.
Therefore, in this chapter, only targeting to the proximal tubular cell will be addressed.

5.1.4 Renal Pathology and the Proximal Tubular Cell for Therapeutic
Intervention

Targeting of anti-inflammatory and anti-fibrotic drugs to the proximal tubular cell may pre-
vent tubulointerstitial inflammation and scarring secondary to systemic and glomerular in-
fection and proteinuria. Furthermore, tubular drug delivery may be beneficial during shock,
renal transplantation, ureter obstruction, diabetes, proteinuria, renal carcinoma and some
tubular defect diseases such as Fanconi and Bartter’s syndrome.

An argument against the concept of cell-specific drug delivery to the kidney is that, in most
cases, the aforementioned diseases are not associated with only one cell-type in the kidney.
However, after being released into the proximal tubular cell, the targeted drug may be redis-
tributed locally through diffusion out of the cell, after which it becomes active in interstitium
and downstream cells. Furthermore, cell-specific drug delivery will allow more aggressive
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treatment of the targeted cell and because of that, may improve the therapy when given in
combination with the conventional treatment.

5.1.5 Targeting to the Proximal Tubular Cell

In this chapter, three aspects of drug targeting to the proximal tubular cell will be discussed
in the light of recent advances in this field. First, various pro-drug concepts designed for se-
lective renal delivery with emphasis on the use of alkylglycoside vectors, will be described.
Subsequently, the use of low-molecular weight proteins as potential drug carriers will be dis-
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Figure 5.2. Pathogenic mechanisms that are potentially involved in tubulointerstitial fibrogenesis in
glomerular kidney disorders. Reprinted with permission from reference [19].



cussed and finally, the delivery of antisense oligonucleotides to the proximal tubules is re-
viewed.

5.2 Renal Delivery Using Pro-Drugs

5.2.1 The Alkylglycoside Approach

5.2.1.1 Introduction

The alkylglycoside vector is a kidney-specific delivery system that has recently been estab-
lished [23–25]. This vector is efficiently taken up from the basal side of the renal epithelium
in a blood flow-limited manner and it can be used with several types of therapeutic mole-
cules. The following sections summarize and discuss, first, how the novel kidney-specific
alkylglycoside vector was identified, second, its structural and size requirements and third,
the potential limitations of delivery to the kidney and the characterization of its binding sites
on kidney cell membranes.

5.2.1.2 Concept of the Alkylglycoside Approach

To identify a novel target for tissue-specific drug delivery, Suzuki et al. [23–25] focused on
sugars as probes. The reason for this was that sugar-recognition has been reported to play a
key role in cell–cell, cell–matrix, and cell–molecule interactions including receptor-mediated
endocytosis [26]. For instance, it has been established that the galactose moiety in carbohy-
drate chains determines the systemic clearance of glycoproteins [27]. Most of the carbohy-
drate receptors, such as the galactose- and mannose-specific receptors, are located in specif-
ic cell types in the liver (see Chapter 4 for more details on this subject). Some studies have
described sugar moieties as sites for drug delivery in organs other than the liver [28]. In the
tubular cells of the kidney various carrier-mediated processes for basolateral and apical
membrane transport have been described, including sugar transport. Until recently, mem-
brane transporters for sugars and glycoprotein receptors have not been studied as targets for
drug delivery to the kidney.Therefore, studies were undertaken in which several types of sug-
ars were introduced into a model peptide drug (arginine vasopressin, AVP) via different
lengths of alkyl-chain spacer (Figure 5.3a). Subsequently, their tissue distribution character-
istics were examined [23,24].

5.2.1.3 Distribution of Alkylglycoside-derivatized AVP In Vivo

Because tissue-specific vectors are aimed at increasing the influx of a drug into the target, as-
sessment of unidirectional transport from the circulating plasma into the target organ is es-
sential. In this context, integration plot analysis is a convenient in vivo method in which a
tracer amount of vector is injected intravenously and the plasma (Cp) and tissue (CT) con-
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centration profiles are monitored (Figure 5.4a) [29]. Figure 5.3b shows the CLuptake for sev-
eral sugar-modified AVPs. It shows that the tissue-distribution profile largely depends on the
sugar moiety, and that glucose- (Glc), mannose- (Man) and 2dGlc-O-C8-AVP exhibit kid-
ney-specific distribution [23].

In the kidney, the CLuptake includes glomerular filtration as well as renal binding and
or uptake from the basal site. Hence, such CLuptake should give the apparent value 
(CLuptake,app):

CLuptake,app = fpGFR + CLuptake,kidney (5.1)

where fp, GFR, and CLuptake,kidney represent respectively, the unbound plasma fraction, the
glomerular filtration rate, and the CLuptake value representing the unidirectional drug associ-
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Figure 5.3. (a) Structure and (b) tissue uptake clearance of alkylglycoside-derivatized AVP. *Position
of 3H-label. Adapted from reference [23].
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ation from the basal site of the kidney (Figure 5.4b). Based on this equation, the targeting ef-
ficiency from the basal site can be estimated as CLuptake,kidney.A similar analysis for p-amino-
hippurate and inulin enabled us to estimate the renal plasma flow rate (Qr) and GFR, re-
spectively. The CLuptake,app for Glc-O-C8-AVP was close to Qr (~2.4 ml min–1 g–1) and much
higher than fpGFR (~0.13 ml min–1 g–1), suggesting that renal accumulation of Glc-O-C8-
AVP occurs mainly from the blood (fpGFR << CLuptake,kidney) [23]. Semimicro- and microau-
toradiography revealed that this renal uptake occurs in the cortex, and Glc-O-C8-AVP is dis-
tributed in the proximal convoluted tubules rather than in the glomeruli [23].
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Figure 5.4. Schematic diagram for (a) the integration plot analysis and (b) renal processing of
alkylglycoside.
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5.2.1.4 Specific Binding of Alkylglycoside-derivatized AVP in Kidney
Plasma Membranes

Possible explanations for a blood flow-limited uptake in kidney include the existence of spe-
cific uptake mechanisms, such as receptor-mediated endocytosis and carrier-mediated trans-
port. Since the former mechanism is initiated by binding of the ligand to the cell-surface re-
ceptor, the specific binding of alkylglycoside compounds to isolated tubular plasma mem-
branes was examined [23,24].

Scatchard analysis revealed specific binding of Glc-, Man- and 2dGlc-O-C8-AVP exhibit-
ing kidney-specific distribution in vivo (Figure 5.3b), with a dissociation constant (Kd) of
10–60 nM.This did not occur with Gal- and Man(α)-O-C8-AVP. Saturation of the CLuptake of
Glc-O-C8-AVP in the kidney in vivo occurred at a similar concentration (40–80 nM) of un-
bound ligand in the renal capillary space [23]. These results suggest that specific binding
site(s) are involved in the renal distribution of alkylglycoside conjugates of AVP.

5.2.1.5 Structure–Kinetic Relationship Studies

To develop alkylglycoside moieties as drug delivery vectors, a systematic analysis was per-
formed to identify the structural requirements for both vectors and drugs. This allowed us to
understand the spectrum and limitations of compounds that can be delivered by this system.
A binding study using isolated tubular membranes enabled the investigation of such struc-

5.2 Renal Delivery Using Pro-Drugs 129

Figure 5.5. Inhibition of specific binding of Glc-O-C8-AVP to rat kidney membrane fraction. Adapted
from reference [24].



tural requirements. When the drug moiety (AVP) was removed from Glc-O-C8-AVP, its
affinity constant was two orders of magnitude lower than the original (IC50 of Glc-O-C7-
Me ~ 3 µM) [24]. In addition, removal of the alkyl-chain almost abolished binding (IC50 of
Glc-O-Me > 1 mM) [24]. Thus, sugar, alkyl, and drug moieties seem to be essential for renal
targeting. However, S-glycoside alone exhibited a much higher affinity, the IC50 of Glc-S-C7-
Me (~ 70 nM) being almost comparable with that of Glc-O-C8-AVP (Figure 5.5) [24]. The
CLuptake of Glc-S-C7-Me in the kidney was close to the renal plasma flow rate and much
higher than the CLuptake in other organs. Scatchard analysis of Glc-S-C7-Me and Glc-S-C8-
AVP revealed a Kd of 10–20 nM [24]. These results imply that Glc-S-C7-Me (octyl β-D-
thioglucoside) may be a suitable delivery vector for the kidney. It is noteworthy that this moi-
ety has been widely used as a detergent, but the specific binding observed occurs at a much
lower concentration than that at which it exerts a detergent effect (~ mM range) [30].

To optimize the alkyl-chain length, the effect of different numbers of methylene groups on
the CLuptake in vivo and specific binding to kidney membranes was examined. Glc-S-C5-AVP
showed a much lower CLuptake whereas Glc-S-C11-AVP had a higher CLuptake and specific
binding than Glc-S-C8-AVP [24]. By screening the inhibition potential of various types of
sugars and/or alkyl moieties, it was found that an equatorial OH group in the 4 position is es-
sential, while the inhibitory properties were not affected by the orientation of the OH group
at the 2 position or by its absence (Figure 5.6) [25]. The length, branching and charge in the
region of the glycoside bond within the methylene group also appeared to be important for
specific binding [25]. Thus, the alkylglycoside moiety appears to be essential for kidney tar-
geting.

The types of therapeutic compounds that, in principle, can be delivered by conjugation
with this vector remains to be studied in detail. Until now, a marked increase in renal 
CLuptake has been found only for low-molecular-weight compounds such as alkylglycoside-
derivatized AVP, oxytocin, tryptamine, and 4-nitrobenz-2-oxa-1,3- diazole (NBD) [23–25].To
elucidate the size limitation of compounds to be delivered, acylated polylysines (APL) with
a range of molecular weights (Mw) were conjugated to the Glc-S-C8 moiety. The CLuptake
in kidney of Glc-S-C8-APL with a mean Mw of 17 kDa was much larger than that in other
organs, half the renal clearance being accounted for by fpGFR. Thus, molecular weight limi-
tation seems to be critical for the renal targeting.
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Figure 5.6. Structural requirements for a renal targeting vector.



5.2.1.6 Identification of Target Molecules for Alkylglycosides

So far, the target molecule that binds alkylglycosides in the kidney has not been conclusively
identified. It is known that several types of transporters are localized on the proximal
tubules. These include organic anion transporters, organic cation transporters, and oligopep-
tide transporters [31,32]. However, since the renal distribution of the alkylglycoside vector is
highly dependent on the structure of the sugar moieties, and both basic and neutral peptides
(AVP and oxytocin, respectively) are recognized, the involvement of these transporters
seems to be minor. Sugar transporters are classified as facilitated sugar transporters and
Na+/glucose co-transporters [33,34]. The facilitated transporters do not concentrate the lig-
and inside the cells whereas the secondary active Na+/glucose co-transporter that is located
on the brush-border membrane can transport molecules through the existing Na+-gradient
[34]. Since the degree of inhibition of alkylglycoside binding to the kidney membrane by glu-
cose (10–100 mM) is minor [25], involvement of this transporter is also unlikely. In addition,
kidney lectin [35] which recognizes acidic sugars, does not seem to be a potential transporter.
Further studies are therefore needed to clarify the major transport system.

Downregulation of CLuptake is one of the methods used to discriminate between carrier-
mediated transport and receptor-mediated endocytosis [29,36]. This concept is based on the
general finding that an excess concentration of a ligand can induce internalization and sub-
sequent degradation of cell-surface receptors, resulting in a reduction of the cell-surface re-
ceptor density. After intravenous administration of excess unlabelled Glc-O-C8-AVP, the
CLuptake of tracer Glc-O-C8-AVP initially declined followed by a gradual recovery, suggest-
ing that Glc-O-C8-AVP is taken up predominantly via receptor-mediated endocytosis [23].
However, it is possible that the temporary reduction of CLuptake can also be explained by
competitive inhibition by the unlabelled ligand instead of a downregulation of the receptor
[23]. Recently, cross-linking 125I-labelled alkylglycoside to the renal plasma membrane re-
vealed the presence of a binding protein with a Mw of 62 kDa. This band disappeared in the
presence of excess unlabelled ligand and was clearly located at the basolateral membranes,
and not in the brush-border membranes [37].

5.2.1.7 Perspectives of Renal Delivery with Alkylglycoside Vectors

The most notable feature of the alkylglycoside vector system is the highly efficient uptake via
the basal site of the renal plasma membranes. This may provide a higher rate of target deliv-
ery compared to the targeting methods that exploit glomerular filtration with subsequent re-
absorption from the apical position, such as the low-molecular weight protein method de-
scribed below in this chapter [38,39].The CLuptake in the latter case cannot exceed the fpGFR
based on Eq. 5.1 (Figure 5.4b). Furthermore, delivery via the basal site will not be negatively
affected by proteinuria.

Concentration as a result of uptake and subsequent retention of the ligand in the proximal
tubules may be suitable for certain types of therapeutic agents. The plasma concentration of
Glc-S-C8-NBD fell rapidly while the kidney concentration of the intact ligand remained al-
most constant, the kidney-to-plasma concentration ratio being ~ 200 at 30 min after injection
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[24]. Uptake which has the effect of concentrating the therapeutic agent is one of the advan-
tages of using receptor- and/or transporter-mediated drug delivery.

The critical factors that need to be addressed include the limited range of drugs that can be
delivered by this system. The present findings suggest that the system cannot be applied to macro-
molecules such as genes and proteins. For application to low-molecular-weight compounds,
the therapeutic activity of the drug needs to be regained after release from its vector in the
kidney. The pharmacological activity of AVP was affected by derivatization [40,41] and our
recent findings suggest that the kidney-targeting potential is low for certain types of anionic drugs.

It should be noted also that distribution may occur to organs other than the kidney. For ex-
ample, oxytocin derivatives also exhibited CLuptake in the small intestine. A similar phenom-
enon was observed for Glc-S-C8-tryptamine where the CLuptake in small intestine and liver
also increased by derivatization [24]. These findings cannot be explained simply by the exis-
tence of a single binding site for alkylglycoside vectors in the different organs. The presence
of multiple binding sites is supported by the finding that inhibition of the specific binding of
Glc-S-C8-tyrosine by Glc-S-C8-AVP cannot be fitted to a single site kinetic model [37]. To
clarify the renal and extra-renal transport mechanisms, kinetic analysis performed by chang-
ing the structure of the ligand may not be sufficient and molecular biological analysis may be
helpful, for example by characterizing the target binding protein. This should reveal the
scope and limitations of this alkylglycoside strategy in clinical and pathological situations.

5.2.2 The Amino Acid Pro-drug Approach

5.2.2.1 Introduction

Most research on tubular cell-specific drug delivery has been focused on the development of
pro-drugs that should be activated by more or less kidney-selective enzymes.The relevant lit-
erature will be reviewed briefly and discussed with regard to the benefits and limitations
compared to the alkylglycoside and macromolecular approaches of renal drug targeting.The
‘soft drug’ concept will be discussed as a potential method by which targeted drugs are inac-
tivated efficiently after reentering the circulation.

5.2.2.2 The Concept of the Amino Acid Pro-drug

In the design of drugs, the usefulness of renal-specific enzymes which enable the site-specif-
ic release of the active drug, should be taken into account.The design of kidney-selective pro-
drugs is based upon the relatively higher amounts of certain enzymes in the proximal tubu-
lar cells than elsewhere in the body.

These strategies are aimed at either cytosolic enzymes, such as L-amino acid decarboxy-
lase, β-lyase and N-acetyl transferase, or enzymes that are expressed at the brush border of
the proximal tubule and to a lesser extent on the basolateral membrane, such as γ-glutamyl
transpeptidase (GGT).

The technology involves one or more chemical modifications of the parent compound us-
ing chemical moieties that, with regard to size, are comparable to or even smaller than the
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parent drug. This type of pro-drug may be degraded intracellularly into the active drug, re-
sulting in its release and subsequent secretion into the tubular lumen or via the interstitium
back into the circulation.

Alternatively, the pro-drug may be a substrate for brush-border enzymes of the proximal
tubular cell, resulting in release of the active drug in the tubular lumen and subsequent reab-
sorption at distal sites or elimination in the urine.

5.2.2.3 Renal Specificity of Amino Acid Pro-drugs and their Effects

Several drugs have been coupled to gamma-glutamyl transferase, γ-glutamyl. The γ-glutamyl
pro-drug of l-dopa (gludopa) showed a higher renal specificity [42–44] than the pro-drug of
dopamine [45]. Gludopa induced renal-specific effects such as increases in renal blood flow
and salt excretion while systemic blood pressure remained unaffected [42,43].

Another example is the pro-drug γ-glutamyl-sulphamethoxazole. This pro-drug did not
show renal selectivity, either because of its rapid removal from the kidney, or due to cleavage
in non-target tissues containing a low concentration of the enzyme. On the other hand the N-
acetyl-γ-glutamyl derivative showed pronounced renal specificity [46,47]. In this respect, pro-
drug accumulation in the kidney was due to carrier-mediated transport at the basolateral
membrane site, which is sensitive to buthionine sulfoximine and probenecid. Other N-acetyl-
γ-glutamyl pro-drugs have been developed and tested on the basis of the same principle. Of
the derivatives tested, N-chloroacetyl-γ-glutamyl-sulfamethoxazole appeared to have the
highest renal selectivity [46]. N-acetyl-γ-glutamyl-aminowarfarin was not a successful pro-
drug since it was not rapidly secreted via the tubule and therefore did not reach the enzyme
site [48]. In fact, this pro-drug was selectively excreted in the bile.

The N-acetyl-γ-glutamyl pro-drug of the hydralazine-like vasodilator CGP 18137 showed
a higher renal-selective activity than the parent compound, CGP 18137. In contrast to the
parent drug, the pro-drug caused a decrease in renal resistance without any effect on blood
pressure [49].

Because of the high phosphatase activity in the kidney, dopamine-phosphate ester pro-
drugs have been synthesized, e.g. SIM 2055 (N-methyl-dopamine-4-O-phosphate) [50]. Al-
though the mechanism of renal selectivity of this compound is not yet understood in detail, it
is thought to be due to the high renal blood flow and the high renal phosphatase activity to-
gether with the high affinity of the kidney for the released drug.

Cysteine-S-conjugates have also been proposed as kidney-selective pro-drugs. Renal me-
tabolism of S-6-(purinyl)-L-cysteine resulted in the formation of 6-mercaptopurine by the ac-
tion of β-lyase [51]. However, besides formation of the intended parent compound, other S-
conjugates may be formed by various radical reactions, which may induce renal toxicity.

5.2.2.4 Benefits and Limitations of the Amino Acid Pro-drug

A potential benefit of the pro-drug approach is that the compounds can, in principle, be de-
signed for oral administration. Furthermore, immunogenicity which results from using pro-
tein conjugates as drug carriers, will not be a problem. However, in contrast to the LMWP ap-
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proach, in which the kinetics of the protein carrier overrule the intrinsic kinetics of the drug
to be targeted by accumulation after the absorptive process, conjugation with amino acids or
small peptides does not necessarily lead to higher specificity for renal uptake. Therefore, for
each drug, different derivatives should be synthesized and tested for the desired kinetic pro-
file.

5.2.2.5 The Soft Drug Concept

When drugs that are activated in the kidney are transported back into the circulation they
may be deposited elsewhere in the body. This undesirable consequence may be overcome 
by using the so-called soft drug approach [52]. After administration of N-acetyl-γ-glutamyl-
CGP 18137, active CGP 18137 is specifically generated within the kidney but partly diffuses
back into the circulation. However, in the circulation, this vasodilating agent is rapidly inac-
tivated by a chemical reaction [49]. For reasons unknown to us, this innovative product was
not developed further. However, this example illustrates the potential of soft drugs in the
field of drug targeting. Irrespective of the fact that the drug is generated from a pro-drug or
released from a carrier, inactivation of the active compound after being released from the
kidney into the blood circulation, could evidently add to the renal selectivity and therapeutic
safety.

5.2.3 The Folate Pro-drug Approach

5.2.3.1 Introduction

The kidney has an important role in conserving folate to counteract a potential deficiency of
this essential vitamin. Circulating folate, in the form of 5-methyltetrahydrofolate, is filtered
through the glomeruli and extensively reabsorbed within the nephron into the renal vascular
circulation. The kidney contains a high affinity folate-binding protein (FBP) that is concen-
trated in the proximal tubule cells [53,54]. Immunocytochemical studies have located FBP to
the brush-border membrane, endocytic vacuoles and dense apical tubules, indicating a reab-
sorption of folate through endocytosis of the FBP–folate complex followed by dissociation
and recycling of FBP [55]. In this study no significant labelling was found in lysosomes at any
time, implying that there is no transport of FBP to lysosomes for degradation.

Recently it was shown that folate transport from the basolateral site occurs as readily as
that from the luminal site, indicating that changes in secretion can mediate excess urinary fo-
late excretion [56].

5.2.3.2 Potential Renal Selectivity of Folate Constructs

It has been hypothesized that folate receptor-mediated endocytosis can be exploited for the
selective delivery of drugs by covalent attachment to folate via its γ-carboxyl group.This con-
cept was primarily designed for the targeting of various biomolecules to solid tumours. For a

134 5 Delivery of Drugs and Antisense Oligonunucleotides to the Proximal Tubular Cell



number of human tumours, having a high over-expression of a membrane-associated folate
receptor, in-vitro studies have shown that folic acid derivatization allowed selective delivery
to cancer cells in the presence of normal cells.Thus high tumour selectivity was achieved with
folate-targeted imaging agents [57], antineoplastic drugs [58,59], protein toxins [60], lipo-
somes [61] and antisense oligonucleotides [62].

Interestingly, after intravenous administration of a radiolabelled folate conjugate (111-In-
dium-diethylenetriaminepenta acid (DTPA)-folate) in the rat, the conjugate was rapidly ex-
creted in the urine. Moreover, after intravenous administration to athymic mice with a hu-
man tumour cell implant, the radiotracer was not only taken up by the subcutaneous tumour
but was also taken up by the kidneys in significant quantities [63], indicating substantial re-
nal selectivity of the folate conjugate. In addition to the kidney, the liver also has a high con-
centration of the folate-receptor [64].

5.2.3.3 Benefits and Limitations of Folate

To date, the possibility of using folate binding for the purpose of renal drug targeting has not
been studied. Since the kidney is not the only organ containing folate-receptors, the physico-
chemical properties of the conjugate may be important determinants of the success of tar-
geting.

5.3 Renal Delivery Using Macromolecular Carriers:
The Low Molecular Weight Protein Approach

5.3.1 Introduction

Low molecular weight proteins (LMWP) are freely filtered proteins with a molecular weight
of less than 30 000 Dalton and are considered to be suitable as renal-specific drug carriers.
The concept is based on four principles:

• The carrier has functional groups allowing drug attachment.
• The LMWP accumulates specifically in the kidney, in particular in the tubular cells

through a reabsorption mechanism.
• The physicochemical properties of the LMWP overrule those of the linked drug.
• The drug–LMWP conjugate is stable in the circulation but after arrival in the kidney, the

active drug is released in the catabolically-active lysosomes of the proximal tubular cells
(Figure 5.7).

As reviewed by Franssen et al. [65], drugs can be directly coupled to LMWPs via the lysine
amino group of the protein to form an amide bond.Alternatively, the drug can be coupled to
the protein via different spacers such oligopeptides (amide bond), (poly)-alpha-hydroxy
acids (ester bond), pH-sensitive cis-aconityl spacers (acid-sensitive amide bond) and SPDP
spacers (disulfide bond) (see Chapter 11).The ability of the kidney to release the parent drug
from such drug-spacer derivatives and drug–LMWP conjugates by enzymatic or chemical hy-
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drolysis of the bond, have been tested in renal cortex homogenates and lysosomal lysates as
well as in in vivo studies. It was found that lysosmal proteases can cleave the peptide bond be-
tween the carboxylic acid group of a drug and an α-amino group of an amino acid. However,
the bond between the carboxylic acid group of the drug and the ε-amino group of lysine
could not be cleaved. Since the conjugation of drugs to amino groups of a protein will pre-
dominantly occur at the ε-lysine residues and only to a small extent at the N-terminal 
α-amino group, direct conjugation of a drug via its carboxylic acid group will not result in the
quantitative regeneration of the parent compound [66]. Drugs with a terminal carboxyl
group, such as naproxen [67], can be released as the parent drug from LMWP conjugates us-
ing ester spacers such as L-lactic acid. Increasing spacer length by intercalating a tetra (L-lac-
tic acid) moiety between the drug and the protein further increases the rate of drug release,
indicating increased accessibility of the bond to the enzymes.

Drugs that have primary amino groups available for conjugation, for instance dopamine
and doxorubicin, can in principle be coupled to LMWPs via oligopeptides. In contrast to the
carboxypeptidases, the aminopeptidases appear to possess a broader specificity. To allow the
release of terminal amino group-containing drugs in the acid environment of the lysosomes
without the requirement of enzymes, an acid-sensitive spacer can be used.

Drugs coupled via a disulfide bond like, captopril, are rapidly released from the protein-
spacer moiety of the conjugate, enzymatically by β-lyase and/or non-enzymatically by thiol-
disulfide exchange with endogenous thiols [68].

The different aspects of drug targeting using LMWPs that have been studied to date are
discussed below. As an example, we use the data of two conjugates, naproxen–lysozyme and
captopril–lysozyme.
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5.3.2 Renal uptake of LMWP Conjugates

5.3.2.1 Renal Uptake of Native LMWPs

Comparison of the kinetic features of different LMWPs revealed that all LMWPs tested so
far (such as lysozyme, cytochrome-c and aprotinin) are quickly cleared from the circulation
and accumulate rapidly in the kidney [38]. The fractions of the injected LMWP that are re-
ported to be taken up by the kidney vary between 40–80 % of the injected dose. In our stud-
ies, using external counting of radioactivity, at least 80 % of the intravenously injected LMW-
Ps was finally taken up by the kidneys, which is in agreement with renal extraction studies
[69,70]. However, studies in which the actual amount of LMWP in the kidney was measured
directly in the tissue, indicated a lower, but still substantial accumulation of 40% of the in-
jected dose [71,72]. Apart from the kidney, LMWPs do not seem to accumulate elsewhere in
the body (Figure 5.8).

From this we concluded that LMWPs are potentially suitable to serve as renal-specific
drug carriers: a drug–LMWP conjugate will be rapidly removed from the circulation and the
drug can be intra-renally released. Consequently, major distribution to extra-renal tissue and
related unwanted effects elsewhere in the body can, in principle, be avoided. It is assumed
that secondary redistribution of the generated drug from the kidney is relatively slow so that
systemic concentrations remain below the therapeutic window for extra-renal effects.
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5.3.2.2 Renal Delivery of Naproxen–Lysozyme

Targeting of nonsteroidal anti-inflammatory drugs (NSAIDs) such as naproxen could be of
interest for the treatment of proteinuria and tubular defects such as Fanconi syndrome and
Bartter’s syndrome [73,74]. Although a conjugate with an ester spacer is preferred to a con-
jugate with a direct peptide linkage [66,67], we continued our research using naproxen di-

Figure 5.8. Renal specificity of a radiolabelled LMWP. Gamma-camera imaging after an intravenous
injection of a radiolabelled low molecular weight protein (LMWP) in the rat, showing the predominant
uptake of the LMWP by the kidneys.



rectly conjugated to lysozyme. The synthesis of the conjugate with an ester spacer (naprox-
en–L-lactic acid–lysozyme) is cumbersome, but fortunately the catabolite of the conjugate
with the direct peptide linkage (naproxen–lysine) appeared to have an inhibitory effect on
prostaglandin synthesis in vitro which was equivalent to that of the parent drug [66].

The coupling of 2 moles of naproxen to 1 mole of lysozyme did not affect the renal uptake
of lysozyme in the rat: like native lysozyme, the conjugate rapidly accumulated in the kidney
[75]. Focusing on the drug moiety of the conjugate, it was shown that conjugation of naprox-
en to lysozyme distinctly altered the kinetics of the drug. Conjugation to lysozyme resulted in
a 70-fold increase in naproxen concentrations in the kidney (Figure 5.9a) [76].

138 5 Delivery of Drugs and Antisense Oligonunucleotides to the Proximal Tubular Cell

Figure 5.9. The concentration–time course of (a) naproxen and (b) captopril in the kidney after
intravenous injection of the parent drug or the drug–lysozyme (LZM) conjugate. Values are given as
means + SEM.

5.3.2.3 Renal Delivery of Captopril–Lysozyme

Angiotensin-converting enzyme (ACE) inhibitors such as captopril exert a long-term reno-
protective effect. Among other effects, they lower systemic blood pressure and renal plasma
flow and effectively reduce urinary protein excretion. Renal delivery of ACE-inhibitors may
increase this efficacy and reduce extra-renal side-effects. Renal targeting of an ACE-in-
hibitor can also be useful in clarifying the contribution of local ACE inhibition to these reno-
protective effects.

A spacer was used to link captopril via a disulfide bond to the LMWP lysozyme. Conjuga-
tion of captopril to lysozyme resulted in a 6-fold increase in captopril accumulation in the rat
kidney (Figure 5.9b) [77]. This modest enrichment, as compared to that achieved with
naproxen–lysozyme, was due to fact that, in contrast to naproxen, free captopril is cleared
very efficiently by the kidney itself. Thus, delivery via lysozyme reabsorption only leads to a
limited improvement of renal accumulation of captopril.

a) b)
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Figure 5.10. Accumulation of a radiolabelled LMWP in the lysosomes of the proximal tubular cell.
Electron microscope autoradiography of renal proximal tubular cells from a rat injected i.v. with [125I]-
tyramine-cellobiose-labelled cytochrome-c, 4 h prior to fixation through the abdominal aorta. An
intense lysosomal accumulation of the protein is observed in three dark electron-dense lysosomes . A
few grains are seen over the apical endocytic apparatus. Part of the luminal brush border is found in the
upper right hand corner. Magnification, x 25 000. Unpublished data from E. I. Christensen, Arhus,
Denmark, and M. Haas, Groningen, Netherlands.

5.3.3 Renal Catabolism of LMWP-conjugates

5.3.3.1 Renal Catabolism of Native LMWPs

Morphological (Figure 5.10) and biochemical studies have established that after endocytosis
by the proximal tubular cell, LMWPs migrate via endosomes to the proteolytically active
lysosomes [78,79]. Within the lysosomes the LMWPs are degraded into small peptides and
single amino acids.Whereas the renal uptake rate of various LMWPs appeared to be similar,
LMWPs are catabolized with distinct individual differences in their catabolic rate as indicat-
ed from the difference in the rate of decline of radioactivity in the kidney (Figure 5.11). The
rate of catabolism seemed unrelated to the size or charge of the protein alone [80,81]. Prob-
ably multiple structural factors play a role in this process. A crucial factor may be the differ-
ent endosomal migration times of LMWPs from the tubular lumen to the lysosomes. Where-
as cytochrome-c accumulated in the lysosomes within 3 min, lysozyme seemed to migrate for
20 min before the commencement of degradation [72, 82].Also the intrinsic activity of the re-
absorbed protein may play a role. For instance, the long renal half-life of aprotinin, an in-
hibitor of proteolytic enzymes, may be explained by an inhibition of its own degradation, as
suggested by Bianchi [71]. These studies suggest that the LMWP method of renal drug tar-
geting results in cell-selective delivery followed by controlled drug release which can be ma-
nipulated at various stages of the renal deposition process. The lysosomes are stacked with a
variety of proteolytic enzymes in an acidic environment. Programmed drug release from a
drug–carrier conjugate may therefore be achieved using peptide, ester or acid-labile bonds



between the drug and protein carrier. Consequently both the differences in rate of catabo-
lism between LMWPs as well as the rate of hydrolysis of the bond between the drug and car-
rier may be used to manipulate the rate of drug release in the kidney. The variable migration
times of different LMWPs and their conjugates after endocytosis may have consequences for
the intracellular concentration profiles. For instance, in order to achieve relatively constant
cellular levels of the drug, an LMWP which is only slowly degraded might be preferred as a
drug carrier. In contrast, if short-term peak levels of the drug are preferred, treatment with a
rapidly processed protein (with a short migration time) may be a more appropriate choice.
Certain drugs (e.g. peptides and nucleotides) should be released before entering lysosomes
to prevent inactivation by degradative enzymes. For such drugs, a prolonged endosomal mi-
gration time combined with simple hydrolysis of the drug–protein linkage in the acidic envi-
ronment of the endosomes, will be preferred to achieve adequate drug release and prevent
an abortive route to the lysosomes.

5.3.3.2 Renal Catabolism of Naproxen–Lysozyme

The coupling of 2 moles of naproxen to 1 mole of lysozyme did not affect the catabolism of
lysozyme in rat kidney [66,75]. After delivery to the kidney, naproxen in the form of naprox-
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Figure 5.11. Time course of clearance from the kidney of radiolabelled LMWPs after intravenous
injection. After renal uptake, the radiolabelled protein is gradually catabolized and the radioactive
breakdown products released from the kidney, as shown by the decline of renal radioactivity over time.



en–lysine was gradually released from the conjugate. This catabolite was subsequently elimi-
nated from the kidney and after a single injection, drug levels in the renal tissue gradually de-
creased with a t1/2 of 160 min (Figure 5.9a).

No detectable amounts of naproxen or its lysine conjugates were found in the plasma af-
ter administration of the conjugate and it can be inferred that excretion into the urine is the
crucial process which determines the elimination rate t1/2. The lack of diffusion into the
bloodstream is a favourable property in relation to unwanted extra-renal effects.

5.3.3.3 Renal Catabolism of Captopril–Lysozyme

After renal uptake, captopril was rapidly released from the conjugate as indicated by the
rapid decrease in renal captopril levels with time (Figure 5.9b). The difference in renal t1/2 of
naproxen and captopril after delivery with lysozyme is likely to be due to an unequal rate of
release from the lysozyme conjugates. Whereas naproxen–lysozyme requires a peptidase for
cleavage, captopril is released from the conjugate enzymatically by β-lyase and/or non-enzy-
maticaly by thiol-disulfide exchange with endogenous thiols. To reduce the rate of capto-
pril–lysozyme breakdown, two different cross-linking reagents, SPDP and SMPT, were test-
ed. Although an SMPT link between two proteins is in principle less susceptible to disulfide
reduction [83], no difference in degradation rate was found between the SPDP and the
SMPT captopril–lysozyme conjugates (Kok et al., unpublished data).

5.3.4 Effects of Targeted Drugs Using an LMWP as Carrier

5.3.4.1 Renal Effects of Naproxen–Lysozyme

Having obtained promising kinetic profiles, the potential renal effects of naproxen–lysozyme
in the rat were investigated [84]. Naproxen, as an inhibitor of cyclooxygenase, blocks
prostaglandin synthesis. Among other effects, naproxen reduced furosemide-stimulated uri-
nary excretion of prostaglandin E2 (PGE2) as well as the natriuretic and diuretic effects of
furosemide. Studies with the conjugate showed that naproxen–lysozyme treatment clearly
prevents furosemide-induced excretion of PGE2. This occurred with a dose of naproxen that
was not effective in the unconjugated form. Surprisingly, this effect occurred in the absence
of a change in natriuretic and diuretic response to furosemide. In this respect the pharmaco-
logical effect differed from treatment with a high dose of free naproxen. An explanation for
these differences remains to be found. One possibility is that there is a difference in the in-
tra-renal kinetics of the NSAID compared with the parent drug. Free naproxen is extensive-
ly reabsorbed in the distal tubule of the kidney via which route it may effectively inhibit
prostaglandin synthesis in the medullary interstitial cells. On the other hand, naproxen–ly-
sine is more hydrophilic and may be unable to reach the sites of prostaglandin synthesis in-
volved in the furosemide-induced excretion of sodium and water. These data shows that re-
nal drug targeting preparations can also be used as a tool to unravel the mechanisms of renal
therapeutic effects.
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5.3.4.2 Renal and Systemic Effects of Captopril–Lysozyme

With regard to the pharmacological effects of the captopril–lysozyme conjugate, the follow-
ing observations were made (Kok et al., unpublished data). The extent of ACE-inhibition in
the plasma and kidney tissue was measured after i.v. administration of captopril–lysozyme
and an equimolar dose of free captopril. It was shown that conjugation to lysozyme caused a
similar though more sustained inhibition of renal ACE-activity by captopril.The inhibition of
plasma ACE-activity was clearly reduced but not entirely prevented by conjugation of cap-
topril to lysozyme. Possibly, the S-S linked drug conjugate is partly degraded in the circula-
tion. It is also possible that after degradation of the conjugate in the kidney, captopril was
transported back into the bloodstream. The rapid intracellular release may provide a suffi-
cient driving force for transport across the basolateral membranes.

Captopril–lysozyme did not significantly affect systemic blood pressure whereas an
equimolar dose of captopril alone decreased blood pressure significantly. Whereas free cap-
topril (5 mg kg–1) completely prevented an angiotensin-I-induced blood pressure increase, an
equimolar amount of captopril–lysozyme did not. However, in line with the direct ACE ac-
tivity measurements in renal tissue and plasma, in captopril–lysozyme-treated rats the an-
giotensin-I-induced blood pressure increase was lower than in untreated rats, suggesting that
systemic activity was not fully prevented.

Neither free nor conjugated captopril affected glomerular filtration. Renal plasma flow in-
creased to the same degree after treatment with free or conjugated captopril (1 mg kg–1).Al-
though the complete dose–effect relationship was not studied, we can conclude that conju-
gation of captopril to lysozyme did not prevent the drug from acting on the renal plasma
flow. Whether this effect is determined by intra-renal or systemic ACE-inhibition remains to
be investigated.

At present, the synthesis of lysozyme conjugates with ACE-inhibitors other than captopril
is under investigation. Some of these ACE-inhibitors may be advantageous for renal delivery.
The amount of conjugate required for therapy can be reduced when using an ACE-inhibitor
with a higher affinity for ACE (e.g. lisinopril). Furthermore, the stability of the conjugate in
plasma may be increased by using an ACE-inhibitor which is conjugated to lysozyme via a
linkage that is highly stable in plasma (e.g. lisinopril can in principle be coupled via an acid-
sensitive spacer).

5.3.5 Renal Disease and LMWP Processing

Proteinuria is one of the most prominent abnormalities found in renal disease and is one of
the factors held responsible for the progressive loss of renal function. As a consequence of
the glomerular leakage of proteins, the proximal tubular cells are exposed to increasing
amounts of protein. This pathological condition can be anticipated to influence the deposi-
tion and metabolism of protein-linked drugs. It is likely, in such a situation, that drug–LMWP
conjugates will have to compete with the overload of protein for tubular uptake as well as for
catabolism. The effect of proteinuria on the renal processing of LMWPs has been examined
in a number of studies [85–92]. Collectively, these studies clearly indicate that the effect of
proteinuria on renal uptake and degradation of LMWPs depends on the severity and dura-
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tion of the protein leakage. However, it should be noted that tubular reabsorption of LMW-
Ps is only slightly reduced during adriamycin-induced chronic proteinuria [92]. With respect
to LMWP catabolism, the data suggest that protein overload will lead to reduced proteolyt-
ic degradation. In that case, an acid labile spacer or a disulfide bond should be chosen to
guarantee an adequate rate of drug release.

We found a difference in susceptibility to proteinuria between cationic LMWP cy-
tochrome-c and neutral LMWP myoglobulin with respect to their catabolism. This may indi-
cate that the effect of proteinuria on LMWP catabolism is determined by the proximal tubu-
lar segment in which the LMWPs and the protein overload are processed [88,89,93,94]. We
speculate that, through coupling to a specific LMWP, drugs can be delivered specifically to
those proximal tubular cells that are predominantly affected by proteinuria.This might be es-
sential for drugs chosen to protect the tubular cell from further damage by proteinuria. In ad-
dition, it may be possible to use certain LMWPs as drug carriers to circumvent the protein-
uria-affected cells. In that case, treatment of diseases unrelated to proteinuria will not be hin-
dered by the severity of proteinuria.

5.3.6 Renal Delivery of High Doses of LMWPs

The renal cell responsible for the uptake of LMWPs is the proximal tubular cell. LMWPs are
relatively freely filtered by the glomerulus and subsequently reabsorbed by the proximal
tubular cell by megalin/gp330 receptor-mediated endocytosis [95]. In healthy individuals, the
relatively moderate amounts of endogenous LMWPs are completely reabsorbed by the
proximal tubular cells. However, for drug targeting purposes, larger doses of LMWP may be
required. We compared the urinary loss of intact LMWP after intravenous administration of
different doses of LMWP by either single dose injections or by continuous infusions in
healthy rats. From these studies, we concluded that after a continuous low-dose infusion the
non-reabsorbed fraction is considerably less than that after single high-dose injections. How-
ever, infusion could not entirely prevent the loss of intact LMWP into the urine (the loss was
8% of the dose after 100 mg lysozyme kg–1 over 6 h and rose to 33% following
1000 mg lysozyme kg–1 over 6 h).

Cojocel et al. demonstrated clear adverse effects after relatively high doses of lysozyme
[96]. We studied these aspects in more detail and concluded that lysozyme should be given 
in a dose of less than 100 mg–1 kg–1 over 6 h to minimize the negative effects on systemic
blood pressure, glomerular filtration and renal blood flow. From these data, it emerged that
LMWPs are suitable to serve as drug carriers to the proximal tubular cell of the kidney. How-
ever, the conjugate should preferably be administered in low-dose by constant infusion to
limit the systemic and renal toxicity and to reduce the urinary loss of the intact conjugate
(unpublished data).

5.3.7 Limitations of the LMWP Strategy of Drug Delivery to the Kidney

Among the disadvantages of the LMWP strategy for the treatment of chronic renal disease
are the requirement for parenteral administration and the possible immunogenicity of the
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drug conjugate. With respect to the administration route, the conjugate could possibly be ad-
ministered subcutaneously or intramuscularly. This is a common administration route for
polypeptide drugs such as insulin. If immunogenicity appears to be a serious limitation for
chronic treatment, a synthetic polymer may be used as the ‘reabsorptive’ carrier instead
[97,98].

For short-term clinical interventions with the aim of protecting the kidney during acute
reperfusion or preventing allograft rejection after transplantation, the prerequisite of par-
enteral administration does not constitute a serious limitation.

5.4 Renal Delivery of Antisense Oligodeoxynucleotides

5.4.1 Introduction

Various macromolecular and pro-drug technologies designed to achieve selective renal drug
accumulation and action have been discussed in the previous sections of this chapter. In these
approaches, traditional drugs have been modified through coupling to carrier molecules. It is
generally accepted that, at least in theory, antisense oligodeoxynucleotides (AS-ODN) offer
a new approach for selective treatment [99,100].

In view of the preferential distribution of some AS-ODNs to the kidney the oligonu-
cleotide backbone could even be employed for renal-specific drug delivery because of both
their intrinsic activity and the potential of coupling of other agents to them.

Antisense refers to the use of single-stranded synthetic oligonucleotides to inhibit gene ex-
pression [99,100].The striking advantage of the antisense approach in comparison to tradi-
tional drugs is its potential for specificity. The binding affinity between the oligonucleotide
and its target receptor is many orders of magnitude higher compared to that at other binding
sites, as a result of the multiple interaction sites that exist on the target receptors [101]. Since
affinity is proportional to the number of interactions between a drug and its receptor, the
specificity of an AS-ODN depends on its length. The base pairing specificity of an AS-ODN
of about 15-17 nucleotides in length appeared to be sufficient to inhibit only one target gene
within the entire human genome [99]. For successful inhibition in vivo, the plasma and intra-
cellular stability and the pharmacokinetic profile of the antisense molecule along with the
turnover time of the inhibited gene are important determinants.

First, we will briefly review the different aspects that are of importance in the use of anti-
sense for in vivo therapy. Second, we will describe the effects of antisense targeting to the
proximal tubule of the kidney that have been obtained so far.

5.4.2 Mechanism of Action of Antisense Oligodeoxynucleotides

AS-ODN are designed to be complementary to the coding (sense) sequence of the mRNA in
the cell. After hybridization to target sequences, translational arrest occurs via one of sever-
al putative mechanisms. The first mechanism is inhibition of transcription. Secondly, AS-
ODN can prevent the synthesis of fully mature mRNA in the cytosol at the level of splicing,
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processing and transport across the nuclear membrane. The third mechanism is inhibition of
translation by hybridization of the AS-ODN to the sense sequence and thereby preventing
the ribosome from reading the mRNA code.Translation can be inhibited by AS-ODN which
bind to important sites for translation such as translation initiation sites, poly(A) signals, and
protein-binding regulatory sites. Finally, AS-ODN hybridization to the mRNA initiates spe-
cific cleavage of the RNA strand by activated RNase H and this cleavage results in destruc-
tion of the coding sequence and inhibition of mRNA translation [101].

5.4.3 Stabilization of Antisense Oligodeoxynucleotides

Phosphodiester AS-ODN are poor candidates for use as therapeutic agents in vivo due to
their sensitivity to 3′- and 5′- exo/endonucleases. Because of this, various chemical modifica-
tions to the oligonucleotide backbone have been introduced to improve enzymatic stability
while preserving their ability to hybridize cognate targets. Most common examples include
the phosphorothioated and methylphosphonated analogues which have a sulfur atom and a
methyl group, respectively, substituted for a non-bridging oxygen atom (Figure 5.12).

Phosphorothioated AS-ODN retain their negatively charged groups in the phosphodiester
backbone and have the ability to induce mRNA degradation via RNase H. However, these
compounds have a somewhat lower binding affinity to the target sequence. Moreover, non-
sequence-specific activity has been reported for phosphorothioated AS-ODN, probably due
to their stronger protein binding capacity [102,103].

Unlike phosphorothioates, methylphosphonated AS-ODN are uncharged compounds
with a higher cellular uptake than unmodified AS-ODN. Unfortunately, these compounds
appeared to be ineffective in some cell lines. This might be explained by the formation of 
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Figure 5.12. Chemical structure of antisense oligodeoxynucleotides (AS-ODN). Phosphorothioate and
methylphosphonate AS-ODN have a sulfur atom and a methyl group respectively, substituted for a non-
bridging oxygen atom to increase stability to nucleases.



diastereomers or the inability of methylphosphonates to induce mRNA degradation via
RNase H [104].

To avoid the problem of chirality and to improve the potency and limit the non-specific ac-
tions of AS-ODN, new compounds are required. Synthesis of new AS-ODNs has further im-
proved their nuclease stability, enhanced of cellular uptake and affinity through modification
of the base, sugar and phosphate moieties of the oligonucleotides [105–108].

5.4.4 Pharmacokinetic Aspects of Antisense Oligodeoxynucleotides and
Renal Distribution

The tissue distribution of AS-ODN after a single intravenous injection has been studied ex-
tensively in many species including mouse [109], rat [110], monkey [111] and man [112]. The
majority of pharmacokinetic studies have been performed using phosphorothioated AS-
ODNs. In general, the pharmacokinetic profiles of AS-ODNs of varying lengths (up to
20mer) and base compositions are remarkably similar in all species.

In plasma, most of the phosphorothioated AS-ODNs are protein bound [113,114]. Cossum
and co-workers revealed that albumin and α2-macroglobulin are responsible for this binding
[114]. The protein binding capacity in rat was elevated after administration of doses higher
than 15–20 mg kg–1 resulting in a dose-dependent increase in distribution volume and an in-
crease in plasma clearance [115–117].

The rapid elimination from plasma following intravenous administration of phosphoro-
thioated AS-ODN can be explained by a two compartment model in all species, i.e. an initial
plasma half-life of less than 1 h [111,113,114] and a slower elimination half-life ranging be-
tween 20 and 50 h [111,113].

The kidneys and the liver primarily take up phosphorothioated AS-ODN after parenteral
administration, accumulating more than 10% each, while the rest of the organs all accumu-
late less than 1% of the injected dose [110,111,114,116]. It is noteworthy that renal AS-ODN
tissue levels exceed that of any other organ [110,113,114], as confirmed by the tissue to plas-
ma ratios of approximately 85 and 20 for kidney and liver, respectively [113,118].

Autoradiographic studies of the kidney have shown the accumulation of AS-ODN to oc-
cur almost exclusively in the proximal tubular cells [110,119]. Oberbauer et al. reported that
intravenously injected AS-ODN accumulated in proximal tubular cells, and electron mi-
croscopy revealed that AS-ODN did accumulate only in the brush border or lysosomal com-
partment. This implies that the AS-ODNs were not completely degraded after being taken
up by the proximal tubule [110].

In the last 2 years, several AS-ODNs with modified backbone structures and sugar moi-
eties have been developed and these are characterized by a significanty increased stability in
plasma [107,108]. Chimeric AS-ODNs, consisting of a mixture of phosphorothioate and
methylphosphonate nucleotides, also exhibited increased stability in plasma [106]. It is worth
noting that these AS-ODNs also appeared to be more stable in various tissues including the
kidney [106,107]. Agrawal et al. [105] and Crooke et al. [108] have shown that changes in the
sugar moieties can further improve the tissue distribution of AS-ODNs in favour of the kid-
ney.
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5.4.5 Cellular Uptake of Antisense Oligonucleotides

Cellular uptake of AS-ODNs is restricted because of their large molecular mass as well as
their polyanionic character. When added directly to cells in culture, only 1–2% of the AS-
ODNs will be cell-associated. Therefore, enhanced AS-ODN uptake is a critical considera-
tion in developing these agents for therapeutic applications.

The cellular uptake of AS-ODN is an energy-dependent process and takes place in a sa-
turable and sequence-independent manner [120,121]. The exact mechanism of uptake re-
mains controversial. From in vitro experiments, some authors have proposed that the uptake
is endocytic and mediated by membrane receptor proteins. The receptor responsible for the
cellular uptake of AS-ODNs was reported to consist of both a 30-kDa protein [122] and an
80-kDa membrane protein [121]. However, other workers have argued that AS-ODN bind-
ing to membrane proteins is relatively non-specific and is mostly charge associated, consis-
tent with adsorptive endocytosis or fluid-phase pinocytosis [101]. As a result of these con-
flicting reports, it is unlikely that in vitro data can be safely extrapolated to what occurs in the
intact organism.

In the kidney, AS-ODNs are filtered and subsequently reabsorbed by the proximal tubu-
lar cells. The AS-ODNs most likely accumulate in the proximal tubular cells via a receptor-
dependent mechanism [110,123]. This hypothesis supports the apparent saturation of AS-
ODN uptake in the kidney as reflected by a reduction of degree of renal uptake with in-
creasing AS-ODN dose [110,116,117]. Moreover, Rappaport et al. described the existence of
40 and 97-kDa binding proteins for 18mer phosphorothioates in the renal brush border
membrane [123]. In another study, a protein with a molecular weight of approximately
50 kDa which may serve as a transmembrane channel transporting AS-ODN into the tubu-
lar cell was described [124]. These channels have previously been reported for the uptake of
proteins and phage DNA. The presence of such channels might explain why uptake in the
proximal tubular cells is dependent on the nucleotide length as was demonstrated by Loke
and co-workers [121]. It is noteworthy that scavenger receptors located at the basolateral site
may also be responsible for additional tubular accumulation of AS-ODN [125].

5.4.6 Metabolism and Elimination of Antisense Oligodeoxynucleotides

A prerequisite to acquire an antisense effect is the maintenance of AS-ODN within the tar-
get cells. Several studies have reported that the majority of phosphorothioated AS-ODNs
taken up by the kidney remains intact for several hours [110,113]. In fact, 4 days after ad-
ministration, 3% of the infused dose was still present in the kidney intactly [110]. Although
several studies have confirmed the presence of intact AS-ODN in the kidney, concomitant
metabolism in the kidney of 20% after 6 h [113], 50% after 48 h [118,126] and 50% after
4 days [114] has also been reported.

In spite of the improved stability to nucleases, achieved through chemical modification,
AS-ODN degradation in plasma still occurs, predominantly from the 3′-terminus. In the li-
ver and kidney, the major sites of metabolism, AS-ODNs are degraded from the 5′-terminus
as well [127,128].
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Elimination of phosphorothioated AS-ODN takes place primarily via the urine. Approxi-
mately 30% of the injected dose is found in the urine within 24 h [110,113].Althought in most
cases only metabolites of AS-ODN could be demonstrated in the urine [110,118], Agrawal
and co-workers described the excretion of intact AS-ODN in the urine after a dose of
30 mg kg–1 [126]. The saturation of plasma protein binding and proximal tubular uptake
could explain this observation [114,116].

Excretion via faeces is a minor route of elimination, accounting for less than 10% of the
administered dose [113, 126].

5.4.7 Effects of Antisense Targeting to the Proximal Tubule

Noiri et al. used AS-ODN to inhibit production of inducible nitric oxide synthase (iNOS) in
an attempt to prevent NO production in an ischaemic kidney. A single intravenous injection
of iNOS AS-ODN attenuated acute renal failure and reduced the morphological abnormali-
ties [129].

Oberbauer et al. reported inhibition of a sodium/phosphate (Na/Pi-2) co-transporter by
phosphorothioated AS-ODN. A single intravenous injection of the AS-ODN inhibited both
the mRNA and the protein for the Na/Pi-2 co-transporter, and consequently suppressed lu-
minal uptake of phosphate by the proximal tubules [130].

Wang et al. injected a Texas-red-labelled phosphorothioated AS-ODN into the dopamine
1A receptor in the rat renal interstitium. Fluorescence was detected after 24 h in both tubu-
lar epithelium and intra-renal vasculature. Treatment resulted in a 35% decrease in the
dopamine 1A receptor protein, causing a reduction in urinary sodium excretion and urine
output [131].

Rat kidneys were perfused ex situ with phosphorothioate intercellular adhesion molecule
(ICAM)-1 AS-ODN and exposed to 30 min cold or warm ischaemia. After this time the kid-
neys were transplanted to syngeneic nephrectomized rats.Treatment with 10 mg antisense re-
duced the harmful effect of transplantation on renal function [132]

Cheng et al. showed that intravenous infusion of intracellular adhesion molecule (ICAM)
AS-ODN markedly reduced ICAM-1 expression, alleviated infiltration of inflammatory cells
and accumulation of extracellular matrix in the obstructed kidney of mice with unilateral ob-
struction of the ureter [133].

Repeated intravenous injection of osteopontin AS-ODN to Goodpasture syndrome rats
blocked tubular osteopontin expression, attenuated monocyte infiltration and preserved re-
nal plasma flow. No changes were found in osteopontin mRNA level, glomerular histology or
proteinuria. The data suggest that interstitial inflammation as a consequence of glomerular
disease can be prevented through a selective inhibition of tubular osteopontin expression u-
sing osteopontin AS-ODN [134].

Continuous infusion of transforming growth factor-β (TGF-β) AS-ODN in diabetic mice,
decreased kidney TGF-β levels and attenuated the increase in kidney weight, and decreased
levels of α1(IV)collagen and fibronectin mRNAs.

The above described studies show that the renal proximal tubular cell is a good target for
antisense therapy [135].
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5.4.8 Benefits and Limitations of Antisense Oligodeoxynucleotides

The introduction of therapy through the delivery of antisense oligodeoxynucleotides holds
promise for the treatment of several diseases. It is more specific than conventional drugs
while, in contrast with gene targeting, the effect is temporary so that therapy can be termi-
nated when desired. Pharmacokinetic studies have revealed that the proximal tubular cell of
the kidney is a suitable target for antisense therapy. Although recent studies have shown an-
tisense oligodeoxynucleotides to be effective in the treatment of renal diseases, antisense tar-
geting is however, a new approach to therapy and all the risks associated with it are not yet
known.

5.5 Drugs for Renal Targeting

For the treatment of kidney diseases, several kinds of drugs are currently used. At present,
angiotensin-converting enzyme inhibitors are the first choice drugs for the treatment of
chronic kidney diseases that are characterized by loss of renal function and proteinuria [136].
These drugs exhibit only moderate side-effects. However, renal targeting of an ACE-in-
hibitor may improve the therapy in certain cases. For example, when proteinuria is accompa-
nied by normal blood pressure, hypotension due to ACE-inhibition limits the amount of drug
that can be given. Renal inflammation such as glomerulonephritis and tubulointerstitial in-
flammation are treated with corticosteroids [137]. These drugs have serious side-effects. Re-
nal targeting of these drugs may allow a more aggressive treatment of the inflammation.
Also, local suppression of the immune system may be useful to prevent transplant rejection.
However, it is as yet unknown whether suppression of the local immune system is sufficient
or whether the systemic system should also be suppressed to prevent rejection [138]. Renal
tumours are characterized by insensitivity to the common anti-tumour drugs [139]. This is
probably due to the unfavourable kinetic profile of these drugs. By renal targeting, an anti-
tumour drug may reach the renal tumour while the extra-renal side-effects will be reduced.

5.6 In-Vitro and In-Vivo Models for Renal Targeting

5.6.1 In-vitro Models

In the isolated perfused kidney model, the artery of the kidney is perfused and urinary sam-
ples as well as venous blood samples can be collected to determine the drug concentration.A
serious drawback of the model is that isolation and artificial perfusion greatly affect the func-
tion of the organ as shown by a dramatic drop in the glomerular filtration rate. Another in-
vitro model is the isolated tubule in which samples can be taken from both the luminal and
basolateral sites of the tubule [140,141]. The disadvantage of this technique as well as of the
isolated kidney model, is that they require specific equipment and expertise and therefore
can only be performed in rather specialized laboratories. Experiments using freshly isolated
or cultured cells are more simple to carry out [142,143]. Tubular cells can be grown in a po-
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larized fashion enabling the addition of drugs and removal of samples from both the luminal
and basolateral sites of the cell.

5.6.2 In vivo Models

Obviously, none of the existing animal models of renal diseases are perfect reflections of the
human situation. The natural model of progressive loss of renal function is the 5/6 nephrec-
tomy. Drawbacks of this model are the large wound in the remaining kidney and the limited
amount of tissue available for analysis. The two-kidney, one-clip Goldblatt model is a good
model of renal vascular hypertension. Progressive loss of renal function due to essential hy-
pertension can be studied using the spontaneously hypertensive rat (SHR). Several animal
models for diabetic nephropathy exist [144]. Streptozotocin induces diabetes, resulting in a
mild proteinuria and tubular dysfunction during the progression of the disease [145]. Also,
animal models of spontaneous diabetes have been described [146].The diabetic nephropathy
that develops in these models is likely to be a good reflection of the human situation since it
is a consequence of the same initial disease.

Several models of toxic nephritis have been developed. After an intravenous injection of
adriamycin or puromycin, a chronic nephropathy develops which is characterized by severe
proteinuria and glomerular sclerosis [147,148]. The severity of the proteinuria is much high-
er compared to human proteinuria, while the reduction in the glomerular filtration rate is
limited. The progression of proteinuria after puromycin injection occurs in two phases, while
adriamycin causes a gradual continuous increase in proteinuria. Overload proteinuria is a
model in which bovine albumin is repeatedly injected into rats in large quantities [149]. The
proteinuria is less aggressive than in the adriamycin and puromycin models and the model
seems to be a better reflection of the human situation. However, this model is more difficult
to set up. Several toxic agents, like cyclosporin and cadmium, accumulate in the proximal
tubular cell, causing severe tubular damage. These models are a good reflection of tubular
damage by toxic agents in humans.

For glomerulonephritis, several immunological models are available [150]. For example,
injection of an antibody against thymocytes (anti-Thy 1.1 nephritis) causes a rapid mesangi-
olysis followed by proliferation [151,152].

In addition to other models [153], tubulointerstitial inflammation and fibrosis can be ob-
tained by ureter obstruction. The inflammation develops very rapidly and is severe. The 
model is a good reflection of ureter obstruction in humans. However, a serious drawback 
in using this model for tubular drug delivery studies is the fact that glomerular filtration is 
absent.

5.7 Concluding Remarks

In this chapter, macromolecular and pro-drug approaches for cell-selective therapeutic in-
tervention in the proximal tubular cell have been described. Using a low-molecular weight
protein as a drug carrier, the drug is delivered to the lysosomes of the proximal tubular cell
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via reabsorption from the luminal site. Lysosomal delivery allows drug attachment via an
acid-sensitive spacer or via biodegradable peptide or ester moieties. Using the alkylglycoside
vector as a drug carrier, the drug is taken up via the basolateral site into the proximal tubu-
lar cell. It is as yet unknown to which compartment of the proximal tubular cell the drug is
delivered using this carrier, and the subsequent stages such as drug release as well as the ki-
netics and dynamics during renal diseases remain to be studied. Yet, a basolateral delivery
may be advantageous during severe reduction of glomerular filtration and presence of pro-
teinuria. On the other hand, with low-molecular weight proteins a broader range of drugs
(with respect to their physicochemical properties) can be delivered to the proximal tubular
cells.

Oligonucleotide targeting to the kidney is more feasible than to many other tissues as a re-
sult of the glomerular filtration and tubular reabsorption of these poly-anionic agents.The ef-
fect is temporary allowing the therapy to be terminated when desired. Up until now, data has
only been available on the kinetics and some renal and extra-renal effects of oligonucleotides
in healthy animals.

The most relevant studies examining the effects of drug targeting in experimental disease,
are yet to come.These studies may provide clues to the role of the proximal tubular cell in the
various renal diseases and may determine whether treatment of renal disease can be accom-
plished by drug targeting to the proximal tubular cell. A further goal of renal targeting is the
specific delivery of drugs to the filtration unit of the kidney, the glomerulus, which is also be-
lieved to play an important role in the progression of renal disease. Until recently only limit-
ed research has been focused on this target in the kidney [76].
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6 A Practical Approach in the Design of
Colon-specific Drug Delivery Systems

Claudia S. Leopold

6.1 Introduction

Drug delivery to the large intestine has become attractive to researchers whose main inter-
est is the treatment of colonic disorders and the delivery of peptide drugs to the colon. In
contrast to colon-specific drug delivery, drug delivery to the small intestine can be easily
achieved by using enteric coating polymers that are soluble in the neutral environment of the
small intestine. The development and the design of colon-specific drug formulations repre-
sents a technological challenge as these dosage forms must pass through the upper gastroin-
testinal (GI) tract in intact form before delivering the drug to the colon.

Colon-specific drug delivery does not appear to make much sense at first because of the
small area of absorption and the strong barrier properties of the colonic epithelium. Howev-
er, the colon has some unique features, which make this organ attractive for site-specific drug
delivery. On the one hand, the peptidase activity in the large intestine is significantly lower
than that in the stomach and the small intestine and the colonic transit time is much longer
than that of the upper GI tract. This allows the delivery of unstable peptide drugs and drugs
with a low permeability to this lower intestinal region. On the other hand, the topical treat-
ment of colonic disorders may lead to the reduction of both drug dose and side effects.

There are currently four strategies that are pursued to achieve colon specificity: first, by re-
lying on the pH difference between the small and the large intestine (pH-controlled drug re-
lease); second, by exploiting the enzymatic activity of the colonic microflora (enzyme-con-
trolled drug release); third, by relying on the relatively constant small intestinal transit time
(time-controlled drug release) and fourth, by taking advantage of the increase in the luminal
pressure in the colon due to strong peristaltic waves (pressure-controlled drug release). This
chapter gives an overview of the delivery concepts in colon-specific drug delivery which are
currently employed (see also Table 6.1).

6.2 Physiological Characteristics of the Colon

Drug delivery to the colon has become attractive to researchers interested in the delivery of
peptide drugs to the large intestine and the topical treatment of colonic disorders. Because of
the unique physiological characteristics of the large intestine, drug delivery to the colon can
be achieved in different ways. One such feature is the colonic microflora (bacterial count:
1011–1012 cfu ml–1), which consist mainly of anaerobic or facultative anaerobic microorgan-
isms [1] (Figure 6.1) that produce a variety of enzymes [2].The ability of the colon to support
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anaerobic bacterial flora is shown by its redox potential in the range of – 250 and – 480 mV
[3,4]. Further characteristics are the slightly acidic environment in the proximal colon (pH
6.0–6.4), which results from the degradation of poly- and oligosaccharides to short-chain fat-
ty acids, and a neutral or slightly alkaline environment in the distal colon (pH 7.0–7.4) [5]
(Figure 6.2). Moreover, as a result of the strong and prolonged propulsive motility in the dis-
tal colon that occurs once or twice a day, the luminal pressure and thus the potentially de-
structive forces increase temporarily in this lower part of the large intestine, where solid fae-
ces are formed [6]. Drug absorption from the colon is affected by the small effective surface
area available for absorption and the tightly packed colon epithelium; however, colonic tran-
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Table 6.1. Overview of potential possibilities for achieving drug delivery to the colon.

Delivery method Principle Achieved with Examples

pH-controlled Difference in pH between pH-dependent dissolution Enteric coatings, basic 
drug release the small and large of polymeric coatings polymers

intestine

pH-dependent Acrylic polymers
polymer swelling
of hydrogels

pH-dependent drug Insulin + gelatin B
release from drug/ion Olsalazine + anion
exchange resin complexes exchange resin

Enzyme-controlled Degradation of dosage Degradable pro-drugs Mono-, oligo- or polymers 
drug release form components by the with degradable drug–

enzymes of the colonic carrier bonds
microflora

Coating materials with de- Azo polymers, polymers 
gradable bonds including with glycosidic bonds
capsule shells

Hydrogels and matrices Cross-linked guar, pectin, 
consisting of cross-linked, dextran, inulin, azo 
degradable polymers polymers

Sustained release coating Ethylcellulose or Eudra-
materials with degradable git® RS with galactoman-
domains (pore formers) nans, β-cyclodextrin, 

glassy amylose, inulin

Time-controlled Relatively constant transit Time-dependent Cellulose ethers, 
drug release time in the small intestine swellable polymers Eudragit® sustained-

of about 3 h release coatings

Slow build-up of an COER-24TM

osmotic pressure in the
dosage form

Polymer layers with time- Cellulose ethers; 
dependent erosion or Eudragit® E, chitosan (in 
dissolution combination with an acid

in the dosage form)

Pressure-controlled Disintegration of the Thick coating consisting Hard gelatin capsule with 
drug release dosage form in the colon of water-insoluble, non- inner ethylcellulose 

by intra-luminal pressure swellable polymers coating
resulting from strong 
peristaltic waves



sit time can last for up to 78 h, thereby allowing the absorption of drugs of even low perme-
ability such as peptides.

6.3 Pathological Processes in the Colon

Ulcerative or inflammatory lesions may affect the physiology of the small and large intestine.
Ulcer formation entails a circumscribed loss of tissue from the surface of an organ, which re-
sults from necrosis following cell destruction by chemicals and the like, or by restriction of
the blood supply. Ulcers are among the most common and important lesions. Those that do
not penetrate the muscularis mucosa are called erosions. Ulcerative conditions in humans
must be differentiated from malignant ulcers, which are associated with neoplasia. Among
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Figure 6.1. Bacterial flora of the human GI tract. Modified from reference [4].

Figure 6.2. pH profile in the GI tract of a healthy subject, measured with a radiotelemetry capsule.
Modified from reference [5].
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the inflammatory bowel diseases of humans are regional enteritis, or Crohn’s disease, and
chronic ulcerative colitis [7]. These diseases are primarily treated with mesalazine, various
corticosteroids and immunosuppressants.

Crohn’s disease is granulomatous and in most cases it is a simultaneous disease of the
ileum and colon.The primarily inflamed region is the distal ileum, and all intestinal layers are
thickened.The mucosal surface is reddened, nodular, and cobblestone-like, with multiple lin-
ear ulcerations.The mucosal layer is thickened by inflammatory infiltrate, the submucosa and
serosa by fibrosis, and the serosa by hypertrophy. Chronic ulcerative colitis is a systemic dis-
ease that starts at the rectum or the sigmoid colon and progresses proximally to involve the
entire left side of the colon.The colonic crypts are the first sites of cell damage and death, and
the disease primarily involves the mucosal layer of the intestine.

The aetiopathogenesis of inflammatory bowel disease is not yet known. Most authors
agree that immunologic abnormalities in the local mucosa-associated immune system are of
major importance. Under normal conditions this gut-associated immune system has to pro-
tect the host against invasion of potential pathogens or an inappropriate immune response to
luminal antigens. Lymphocytes within the mucosal immune system differ in many respects
from lymphocytes in other areas of the body.There are indications that the tissue-specific dif-
ferentiation of mucosal T cells is disturbed in inflammatory bowel disease. An imbalance be-
tween helper and suppressor mechanisms in the intestinal mucosa could result in a sustained
and overshooting inflammatory and immune reaction against antigens normally occurring in
the intestinal lumen [8] (see Chapter 7 for a more detailed discussion on the pathophysio-
logical processes in inflammatory bowel diseases). Further disease states of the large intes-
tine that might be treated with colon-specific dosage forms in the future are diarrhoea, trop-
ical sprue, coeliac disease, irritable bowel syndrome, and different types of cancer [7].

In those instances where a disease of the colon is to be treated locally through the use of a
delivery system, testing in the appropriate animal model is extremely important. For exam-
ple, the delivery of anti-inflammatory agents to the colon for treatment of inflammatory
bowel disease must be evaluated in suitable animal models. A number of animal models for
intestinal inflammation are available for the testing of colonic delivery systems.The methods
employed include lymphatic obstruction, vascular changes, and neurogenic manipulation
[9–11]. Intestinal inflammation in animals such as rodents may be produced by topical appli-
cation or administration of irritant chemicals such as acetic acid, trinitrobenzenesulfonic
acid, difluoromethyl ornithine, pepsin inhibitors, or degraded carrageenan [9,11]. Colon can-
cer may be induced by administration of carcinogens such as chanthrenes, aromatic amines,
hydrazine derivatives, alkylnitrosamides, and aflatoxin [12]. In the future, transgenic animals
will play an important role as models for various disease states.

6.4 Approaches to Colon-specific Drug Delivery

Four strategies are currently being pursued to achieve drug release specifically in the colon.

• The fact that the luminal pH of the healthy distal colon is slightly higher than that of the
proximal small intestine has led to the development of oral dosage forms that are intend-
ed to release the drug at the colonic pH (pH-controlled drug release).
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• Colonic microflora produce a variety of enzymes that are not present in the stomach or the
small intestine and can therefore be used to deliver drugs to the colon after enzymatic
cleavage of degradable formulation components or drug carrier bonds (enzyme-con-
trolled drug release). It should be taken into consideration that because of the negative re-
dox potential in the colon, enzymatic or chemical reduction reactions are favoured.

• The relatively constant transit time in the small intestine of approximately 3–4 h is anoth-
er physiological characteristic which can be exploited to achieve colon specificity (time-
controlled drug release). After gastric emptying, a time-controlled drug delivery system is
intended to release the drug after a predetermined lag phase.

• Another strategy relies on the strong peristaltic waves in the colon that lead to a tem-
porarily increased luminal pressure (pressure-controlled drug release). Pressure-sensitive
drug formulations release the drug as soon as a certain pressure limit is attained, i.e. de-
struction force is exceeded.

Using mostly anti-inflammatory model drugs or drugs that are absorbable in the colon,
many colon-specific dosage forms have been developed in the past, including pro-drugs,
cross-linked hydrogels, matrices and coated dosage forms. However, whereas the synthesis of
pro-drugs is possible only if the drug has suitable functional groups that can be bound to a
carrier molecule, biodegradable hydrogels and matrices are problematic insofar as polymer
degradation rates and thus drug release are often too slow. Most colon-specific drug delivery
systems belong to the group of coated dosage forms because of the flexibility in the design of
the latter and the improved coating procedures that have been developed in the past.
With regard to peptide and protein absorption poor membrane permeability, enzymatic in-
stability, and large molecular size are three factors that have remained major hurdles for pep-
tide formulations. Absorption-enhancing agents that have been effective, at least in research
environments with smaller drug candidates, have also shown some limited efficacy in small
animal models with certain peptides. In most cases, however, effective formulations have
only achieved fairly low peptide absorption (< 10%) and have also resulted in significant al-
terations in the normal cellular morphology of the gastrointestinal tract, at least on a tran-
sient basis [13]. Current data suggest that the successful development of oral peptide formu-
lations remains a significant challenge.

6.4.1 pH-Controlled Drug Release

Many of the marketed dosage forms developed for colon-specific drug delivery, such as the
enteric coated formulations Asacolitin®, Azulfidine®, Claversal®, Salofalk®, Colo-Pleon®,
Entocort® and Budenofalk® rely on the physiological pH difference between the small and
the distal large intestine. In healthy subjects this pH difference amounts to about 0.5 pH units
[4,5] (Figure 6.2). However, it has been shown that this difference in pH between the small
and the large intestine is too small to guarantee reliable drug release in the colonic region
[14–16]. Moreover, in patients with inflammatory bowel disease the luminal colonic pH drops
to values between 2.5 and 4.7 [17–19], a fact that has been attributed to a failure of bicarbon-
ate secretion rather than excessive bacterial fermentation [18].

Enteric coating materials not only protect a dosage form from the acidic environment in
the stomach and allow drug delivery to the small intestine, they may also pass through the
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small intestine and dissolve only in the colon, depending on their dissolution pH and the
thickness of the coating applied. Many of the oral drug preparations for the treatment of in-
flammatory bowel disease available on the market (e.g. Asacolitin®, Claversal®, Salofalk®)
are coated with enteric polymers such as Eudragit® L or S, i.e. methacrylic acid copolymers
with different degrees of substitution, which show pH-dependent dissolution behaviour.
These polymers are supposed to induce drug release as soon as the luminal pH in the GI tract
exceeds values of 6 or 7. However, studies with Eudragit® S-coated tablets in healthy subjects
have shown, that drug release in the colon is not sufficiently reproducible [14,15]. Other stud-
ies verify the reliability of this delivery method. One reason for these inconsistent results is
the decrease in the luminal pH after passage through the ileocaecal valve as a result of bac-
terial fermentation of non-absorbable oligo- and polysaccharides to short chain fatty acids.
Only in the distal colon is a luminal pH of 7 attained, which differs only slightly from the av-
erage pH of the small intestine (6.5–6.8).

The OROS-CT™ delivery system (Oral Osmotic System for Colon Targeting) is an en-
teric formulation consisting of one drug compartment containing osmotically active excipi-
ents and a second compartment containing a swelling polymer (Figure 6.3). Both compart-
ments are coated with a semi-permeable membrane and an outer enteric coating. After dis-
solution of the enteric coating the swelling polymer slowly pushes the liquid content of the
osmotic compartment out of the micropore as a result of water penetration. This leads to
combined pH-controlled and sustained drug release.

During an acute attack of inflammatory bowel disease the luminal pH of the large intes-
tine which is normally 6.4–7.0, drops to values between 2.3 and 4.7 [17–19], which means that
enteric coatings are unsuitable coating materials in this particular case. Coating materials
that dissolve at a low pH or are degradable in an acidic environment may be used in such a
case.Therefore, the basic polymers Eudragit® E, an aminoalkyl methacrylate copolymer, and
polyvinylacetal diethylaminoacetate (AEA™) have been investigated in vitro as coating ma-
terials for oral dosage forms designed for the treatment of inflammatory bowel disease with
dexamethasone as the model corticosteroid [20,21]. An in vivo study is planned.
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Figure 6.3. OROS-CTTM (Oral Osmotic System for Colon Targeting) and COER-24TM (Controlled
Onset Extended Release) delivery systems.



pH-sensitive ion exchange systems represent another approach to how to achieve pH-con-
trolled drug release in the colon. Drug ions, bound to an ion exchange resin, may be released
pH-dependently into the large intestine, as in the case of insulin [22] or mesalazine [23]. In
the latter case the drug is used in the form of its ionized pro-drug (olsalazine) and drug re-
lease occurs after microbial cleavage of the drug–carrier bonds. The ion exchange resin
serves as polymer to prevent premature absorption of the pro-drug in the small intestine.

6.4.2 Enzyme-controlled Drug Release

Enzyme-controlled drug release takes advantage of the existence of enzyme-producing mi-
croorganisms in the colon (Figure 6.1). The colonic microflora produce a variety of enzymes,
the activity of which may be exploited for colon-specific drug delivery.Among these enzymes
are the azoreductase, various glycosidases, esterases and peptidases. Because of this physio-
logical characteristic of the colon, biodegradable pro-drugs, coating materials, hydrogels and
matrices have been developed (see below).

Pro-drugs are conjugates of drugs with carrier molecules mostly of inert nature. The mi-
crobial enzymes in the colon are responsible for the cleavage of the drug–carrier bond.A va-
riety of pro-drugs have been synthesized, mainly azo compounds, glycosides, esters and
amides [24].

Pro-drugs must not be cleaved by digestive enzymes of the upper GI tract and should not
be susceptible to chemical hydrolysis. Moreover, pro-drug absorption in the small intestine
should be negligible. Because of these requirements, the hydrophilicity, the molecular weight
and the charge of the carrier molecules have to be regarded as critical parameters.

The azo pro-drug sulfasalazine (Azulfidine®, Colo-Pleon®), consisting of the drug
mesalazine and the carrier molecule sulfapyridine, was the first pro-drug available for the
treatment of inflammatory bowel disease. Because of side-effects caused by the pharmaco-
logically active sulfapyridine carrier, other carrier molecules such as sulfanilic acid, p-
aminobenzoic acid and its amino acid derivatives (benzalazine; ipsalazide; balsalazide, Co-
lazide®) and mesalazine itself (olsalazine, Dipentum®) have been used in its place. In the case
of glycoside pro-drugs, which were developed primarily for use with corticosteroids, mono-
saccharides have been intensively investigated as inert carrier molecules [25,26]. In addition,
a variety of inert hydrophilic carriers of oligomeric as well as polymeric nature, some of them
being enzymatically degradable themselves, have been used to prevent premature pro-drug
absorption in the small intestine. Examples are β-cyclodextrin [27,28], dextran [29–34] and
the polyanionic poly(L-aspartic acid) [35,36].

The Drug Delivery Index (DDI) allows a quantification of the reduction in the drug dose
and the systemic exposure observed after drug release specifically to the colon [37]. It may be
calculated using AUC (Area Under the plasma drug concentration–time Curve) data or drug
concentrations in blood and colonic tissues under steady-state conditions:

AUC Tissue (Pro-drug)

AUC Tissue (Drug)

AUC Blood (Pro-drug)

AUC Blood (Drug)
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Css Tissue (Pro-drug)

Css Tissue (Drug)

Css Blood (Pro-drug)

Css Blood (Drug)

where Css is the steady-state drug concentration

The numerator of Eq. 6.1a describes to what extent drug concentrations are increased in
the target tissue (colonic mucosa or muscle tissue) after pro-drug administration as opposed
to drug administration. It may be regarded as the factor by which the pro-drug dose could be
reduced in comparison to the drug dose. The denominator of Eq. 6.1a, which corresponds to
the relative bioavailability of the drug released from the pro-drug, provides a measure of the
reduction in the systemic exposure and thus the decrease of the systemic toxicity. In Eq. 6.1b
the DDI is defined as the quotient of the tissue to blood concentration ratios after pro-drug
and drug administration. With glucoside, glucuronide and dextran pro-drugs DDI values up
to 9.7 have been reported in rats [25,38,39].

A disadvantage of the use of pro-drugs is the need for suitable functional groups such as
amino-, hydroxy- or carboxy groups in both drug and carrier molecules (see Chapter 11 for
more details on chemical synthesis routes applied in drug targeting/delivery strategies).
Sometimes spacer molecules are necessary to link the drug to the carrier molecule, which of-
ten leads to complicated drug release kinetics. Another disadvantage of the pro-drug ap-
proach is the fact that for the approval of any newly synthesized pro-drug a toxicity study is
required by regulatory agencies.

The group of enzymatically degradable coating materials comprises film-forming azo poly-
mers and polymers with glycosidic bonds as well as conventional sustained release coating
materials based on acrylates or ethylcellulose with biodegradable pore formers. The films
must not be soluble or degradable in the upper GI tract. They should only be degradable in
the colon and their degradation products need to be toxicologically harmless.

Cross-linked azo polymers were the first coating materials that were investigated with re-
gard to their enzymatic degradability in the colon using insulin as the model drug [40,41]. A
problem observed with these polymers was the rather slow degradation rate, probably a re-
sult of the lipophilicity of these compounds. Sufficiently hydrophilic linear azo polymers and
pH-sensitive terpolymers based on acrylates were found to be more suitable coating materi-
als [42–45].

In general, several problems have to be considered if azo polymers are used as an 
enzymatically degradable component of a colon-specific dosage form [46]. As a result of 
the enzymatic reduction to primary aromatic amines in the colon, the toxicity of these 
polymers is a critical issue. Moreover, the rate of microbial reduction of the polymeric azo
compounds is often too slow. The reduction reaction may stop at the level of the hydrazo
compounds instead of leading to the amines, which may influence the drug release 
mechanism and rate. In addition, the reduction reaction does not necessarily depend on the
presence of the azoreductase, but may be induced by the negative redox potential in the
colon. The latter also applies to the degradation of pro-drugs or polymers with disulfide
bonds, which is the result of a chemical reduction step with no enzymatic reaction involved
[47].
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Biodegradable polymer coatings with glycosidic bonds, that have been developed in the
past, are mainly based on galactomannans [48–50], chitosan [51] or the high molecular weight
dextran fatty acid ester lauroyl dextran [52]. A special enzyme-controlled delivery system
with pH-induced drug release has been developed by Watanabe et al. [53]. Drug release from
this enteric tablet formulation begins after microbial degradation of an outer disaccharide
layer (lactulose) to short-chain fatty acids in the colon and subsequent dissolution of the un-
derlying basic Eudragit® E film.The colon-specific dosage form is available on the market as
Codes™ and can incorporate any drug suitable for colonic drug delivery.

Degradable matrix films, consisting of a sustained release coating material and a poorly
water-soluble but degradable pore former, are used if the pore former itself does not form an
homogeneous coating film. These pore formers guarantee drug release in the colon after mi-
crobial degradation and the formation of pores in the film. As pore formers several oligo-
and polysaccharides were investigated such as β-cyclodextrin [54], galactomannans [55],
glassy amylose [56,57], pectin [58–60] and inulin [61].A coated dosage form for colon-specif-
ic drug delivery with a matrix film consisting of ethylcellulose and the pore former glassy
amylose is available on the market as Colal™.

If a biodegradable polymer does not exhibit satisfactory film-forming properties, it may
also be used as a compression coat requiring a compaction process onto a drug-containing
core [62–64].

Further examples of enzymatically degradable ‘drug formulation wrappings’ are capsule
shells made of the polysaccharides chitosan [65,66] or cross-linked dextran [67].

Biodegradable polymers that cannot be used as coating materials for colon-specific drug
delivery because they are readily water soluble and/or do not form films, may be used in the
form of hydrogels and matrices. Hydrogels, consisting of cross-linked polymers, have been de-
veloped based on acrylates, polyether-esters and polysaccharides. In the case of acrylate- and
polyether-ester-copolymers, azo-aromatic compounds have been used for cross-linking pur-
poses and to guarantee degradability in the colon [68–70]. The higher the cross-linking den-
sity of these polymers, the lower their tendency to swell and the slower the degradation rate
by azoreductase, ultimately resulting in slower drug release. Long chain azo-aromatic cross-
linking compounds lead to faster polymer degradation and thus higher drug release rates. In
general, the azo-aromatic cross-linking compounds that are used should have a rather small
negative redox potential in order to ensure rapid degradation [71].

In the design of coatings, hydrogels and matrices based on azo polymers, the number of azo
bonds in the polymers should not be too high, as this could lead to enzyme-saturated condi-
tions slowing down the degradation process and thus drug release [72].

Polymer cross-linking leads to a decrease in the water solubility of many readily soluble
polysaccharides, low water solubility being a requirement for colon-specific drug delivery.
Dextrans [73,74], the mucopolysaccharide chondroitin sulfate [75,76], guar gum [77,78],
pectin [79–82] and inulin [83–85] have all been investigated in cross-linked forms.Again, with
a higher degree of cross-linking, the swelling properties of these polymers tend to be lower
and this leads to a slower degradation rate and thus slower release of the drug. Poorly water-
soluble drugs are usually released by an erosion-type mechanism.
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6.4.3 Time-controlled Drug Release

Time-controlled drug release mechanisms rely on the fairly constant small intestinal transit
time during which no measurable drug release occurs. Only after arrival of the dosage form
in the colon may drug delivery begin. Such a delayed release mechanism can be achieved us-
ing compounds with swelling properties or osmotically active excipients, which leads to an in-
crease in volume by water uptake resulting in a build-up of pressure inside the dosage form.
After a predetermined lag phase the drug is released in a more or less pulsatile fashion, often
accompanied by rupture of the outer coating layer. Such a lag phase may also be achieved
with slowly eroding or dissolving coating layers [21]. In general, drug release from time-con-
trolled delivery systems may be pH-induced, induced by swelling, pressure-induced or ero-
sion-induced.

Time-controlled drug release with pH-induced drug delivery is a delivery method that does
not depend on changes in the luminal pH of the GI tract but on a pH change within the
dosage form itself.

Colon-specific drug formulations relying on the time-dependent dissolution of basic poly-
mer layers such as Eudragit® E and chitosan under acidic conditions have been developed by
Ishibashi et al. (CTDC: Colon-Targeted Delivery Capsule) [86–88] and Yamada et al. [89]. A
solid organic acid incorporated in the dosage forms which dissolves as soon as it comes into
contact with the penetrating intestinal fluid generates an acidic environment and induces the
dissolution of the basic polymer layers and thus drug release. The onset of drug release de-
pends on the thickness of the basic polymer layer or shell.

The organic acid-induced sigmoidal release system developed by Narisawa et al. consists 
of a drug core containing a solid organic acid which is coated with an ammonio metha-
crylate copolymer sustained-release coating (Eudragit® RS) [90,91]. During a lag phase,
the drug permeability of the Eudragit® RS film increases drastically as a result of diffusion of
the organic acid into the film thereby facilitating polymer hydration and inducing drug 
release.

Drug delivery induced by swelling may be achieved with swellable polymer layers based on
cellulose ethers or acrylates, where with the latter pH-dependent swelling behaviour is feasi-
ble [92]. Examples are the oral Chronotopic® delivery system [93], the Time-controlled Ex-
plosion System (TES) [94,95] and the TIME-CLOCK™-System [96–98] (Figure 6.4).

Swelling polymers may also be used as plugs, i.e. stoppers, to seal water-insoluble capsule
bodies, as in the case of Pulsincap® [99,100]. The delayed drug release observed after plug
ejection at the end of the lag phase, depends on the swelling properties of the polymer plug
as well as on the geometry and chemical structure of the plug.

Swelling sustained-release coating polymers such as Eudragit® NE 30 D, i.e. poly(ethyl-
acrylate-methylmethacrylate) [101,102] or Eudragit® RS [90], lead to a delay in drug release
which is dependent on the thickness of the coating since these films have slow rates of
swelling.

One dosage form available on the market which relies on pressure-induced delivery is the
COER-24TM delivery system (Controlled Onset Extended Release).This formulation, devel-
oped for drugs that can be absorbed in the colon, is similar to the OROS-CTTM system (Fig-
ure 6.3). Here, a polymeric delay coat is responsible for the delayed drug release. During the
lag phase the osmotic compartment swells resulting in pressure being applied to the drug
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compartment. Micropores in the outer semi-permeable film allow a sustained drug release
after dissolution and extrusion of the underlying delay coat.

For an erosion-induced drug delivery system compactable cellulose ethers are suitable
polymers [103]. Drug release, which is controlled by the erosion/dissolution of these poly-
meric layers, may be pH-dependent if an acid or basic polymer is used.

In summary, the lag time of drug release may be controlled by the rate at which water pen-
etrates through the coating or shell, the rate of fluid absorption of the polymer layer, the os-
motic activity of salts and osmopolymers, the erosion and dissolution rate of the polymer lay-
ers and the thickness of the layers or coatings.

6.4.4 Pressure-controlled Drug Release

Pressure-controlled delivery systems take advantage of the temporary increase in intra-lu-
minal pressure in the colon in the event of a peristaltic wave.A drug formulation relying on the
resulting destructive force has been developed and consists of a conventional hard gelatin
capsule with a thick inner layer of ethylcellulose [104,105]. The rupture of the ethylcellulose
shell with subsequent drug release is induced by an increase in the intra-luminal pressure and
subsequent destructive force. Drug absorption from this formulation has been investigated in
vivo in dogs and humans with mesalazine, carbamazepine [105,106] and caffeine [104] as the
model drugs. The capsule contains the drug in solution because otherwise there may be in-
sufficient fluid available in the distal portion of the colon for the drug to dissolve in.
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6.5 Concluding Remarks

All the methods for colon-specific drug delivery presented in this overview are more or less
susceptible to changes in the physiological environment (diet, disease state, medication, etc.).
This may affect reliability and reproducibility of the delivery systems. However, most of the
systems described have already been investigated in vivo with regard to colon specificity.
Methods such as planar γ-scintigraphy [86,97,107] and three-dimensional magnetic marker
monitoring [108,109] appear to be the methods of choice for dynamic visualization of the
dosage form in the GI tract and the determination of the location and time of onset of drug
release. In animal models, the measurement of blood and intestinal tissue concentrations of
the perorally administered drug in order to quantify the reduction in the systemic exposure,
is an additional approach [110]. However, most formulations are tested in healthy humans or
animals in spite of the fact, that pathological conditions such as inflammatory bowel disease
may have a significant influence on gut physiology.As yet, little is known regarding the effect
of disease states on the intestinal transit time, GI tract motility, luminal pH, intra-luminal
colonic pressure and composition of colonic microflora. It appears that time-controlled drug
release systems, which rely on a constant transit time through the small intestine, are the most
promising colon-specific delivery systems, as this transit time is only marginally influenced by
pathological events in the GI tract. pH-controlled systems are reliable only if there is a sig-
nificant difference in the luminal pH between the small and the large intestine. Under phys-
iological conditions this pH difference is often too small. In certain pathological conditions
such as inflammatory bowel disease however, a significant decrease in pH in the affected GI
tract regions may be observed, and this has led to the development of novel pH-controlled
delivery systems. Enzyme-controlled delivery systems are dependent on the activity of the
microbial enzymes in the large intestine, which are susceptible to many environmental fac-
tors, particularly diet and medication. The reliability of pressure-controlled delivery systems
is expected to be highly dependent on variations in intestinal peristalsis despite promising in
vivo data.
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7 Vascular Endothelium in Inflamed Tissue
as a Target for Site Selective Delivery 
of Drugs

Maaike Everts, Astrid J. Schraa, Lou F. M. H. de Leij, Dirk K. F. Meijer, Grietje Molema

7.1 Introduction

Chronic inflammatory disorders are characterized by an abundant leucocyte infiltration in
the affected tissue due to the continuous recruitment of these inflammatory cells. Although
these events are part of the body’s defence mechanisms, excessive responses occur in the vi-
cious circle of cell activation and cell destruction, leading to acute and chronic inflammatory
disorders. Many current therapeutic approaches are based on attempts to control leucocyte
activation. Recently there has been a growing interest in the role of the endothelial cells in
leucocyte recruitment and the possibility of manipulating endothelial cell activation as a
therapeutic approach [1,2]. The endothelium plays an important role in the inflammatory
cascade, and has the advantage of being easily accessible for drug targeting preparations due
to direct contact with the blood as well as the presence of endocytotic processes [3]. There-
fore endothelial cells are attractive targets for cell-selective pharmacological intervention
employing drug targeting strategies.

The aim of this chapter is to describe potential target epitopes on endothelial cells in
chronic inflammation, the design of targeting devices on the basis of this knowledge and the
use of these targeting devices in the intervention of endothelial cell activation. Several in 
vitro and in vivo test models for studying endothelial cell responses in inflammation are cur-
rently available and will be briefly described. Since drug targeting to the inflamed endotheli-
um is a relatively new approach, the number of research reports dedicated to this topic is, at
present, relatively small. Therefore, this chapter will include some general considerations re-
garding drug targeting to the activated endothelial cell. Adequate cell-selective delivery of
potent anti-inflammatory agents may provide an important tool for increasing the efficacy
and reducing the side-effects of such agents in the treatment of chronic inflammatory diseases.

7.2 Regulation of Immune Responses in (Chronic)
Inflammation

7.2.1 Induction of an Immune Response

After an antigen (a ‘non-self’ molecular entity) has entered the body, it is recognized by the
cells of the immune system.An important step in eliciting an efficient immune response to an
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antigen is the recruitment of leucocyte subsets to the site of antigen presence or entry. The
immune system is subsequently capable of efficiently eliminating the antigen.

The recruitment and migration of leucocytes into inflamed tissues is a carefully orches-
trated process (Figure 7.1). It consists of sequential steps mediated by different families of
adhesion molecules expressed by both the leucocytes and the endothelial cells at the site of
inflammation [4]. Of these adhesion molecules, the selectin family mediates the initial con-
tact and subsequent rolling of the leucocyte on the endothelium. It consists of three mem-
bers, i.e. E- (endothelial), P- (platelet) and L- (leucocyte) selectin.Activated endothelial cells
express E- and P-selectin. P-selectin is also expressed on platelets, whereas L-selectin is only
expressed on subsets of leucocytes [5].

If during the rolling process the leucocyte is correctly activated, the affinity of the mem-
bers of the integrin family of adhesion molecules on the leucocyte membrane increases. Ex-
amples of activating factors are cytokines such as interleukin (IL)-6 and IL-8, which can be
produced by the activated endothelial cells, and chemokines such as monocyte chemotactic
proteins (MCPs), growth related proteins (GROs) and interferon γ-inducible protein 10 (IP-
10) [6]. The so-called counter receptors for integrins on the endothelium are members of the
immunoglobulin superfamily (IgSF) and encompass Intercellular Adhesion Molecule-1
(ICAM-1) and Vascular Cell Adhesion Molecule-1 (VCAM-1). These molecules are highly
expressed by activated endothelial cells in inflammatory sites.The interaction of integrins on
the leucocyte with the immunoglobulin superfamily members on the endothelium mediates
the firm attachment of the leucocyte, followed by transmigration into the tissue. In this latter
process Platelet Endothelial Cell Adhesion Molecule-1 (PECAM-1, CD31) and a variety of
matrix metalloproteases (MMPs) exert important functions. Although initially identified as
an IgSF member with a main function in cell–cell contact, PECAM-1 was recently shown to
be a modulator of vascular cell activation as well [7]. MMPs play a role in the degradation of
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Figure 7.1. Leucocyte recruitment to sites of inflammation takes place via strictly regulated expression
of adhesion molecules by the leucocytes (peripheral blood mononuclear cells, PBMC) and endothelial
cells (EC). (1) Tethering of the leucocytes is mediated by interactions between members of the selectin
family and their sialyl Lewis X (sLex) counterparts. Subsequent chemokine-mediated cellular activation
leads to strong adhesion (2) and trans-endothelial migration (3) of the leucocytes into the underlying
tissue. These processes are mediated by members of the integrin and immunoglobulin superfamily
(IgSF) and homotypic interactions of the IgSF member CD31, among others. Cellular movement
through the extracellular matrix (4) is facilitated by interactions between integrins and their
extracellular matrix ligands, and a variety of chemokines and their respective receptors.



the basal membrane and the migration of the leucocyte through the tissue in the direction of
the antigen [8–11].

7.2.2 The Resolution of Inflammation

In normal, non-pathological inflammation, the resolution of an inflammatory reaction is
strictly controlled. Elimination of the antigen by the immune system leads to the shutdown
of the inflammatory reaction. Without the inciting stimulus being present, infiltrated leuco-
cytes die by apoptosis as was demonstrated in a delayed-type hypersensitivity (DTH) re-
sponse in healthy volunteers.This increase in apoptotic T cells which preceded the resolution
of the reaction was probably due to an increased CD95 ligand (FasL) expression on the cells
of the perivascular infiltrate and the deprivation of stimulatory cytokines such as IL-2 an IL-
15.This process is furthermore associated with a decreased ratio of anti-apoptotic (e.g. Bcl-2)
and pro-apoptotic (e.g. Bax) protein expression by the infiltrated leucocytes [12]. Collective-
ly this indicates that the expression of pro- and anti-apoptotic proteins in leucocytes plays an
important role in controlling inflammation. Similarly, these processes exert central regulato-
ry functions in endothelial cell activation (see Section 7.3.3). In contrast to the above-de-
scribed role in the resolution of inflammation, programmed cell death can also initiate in-
flammation. In an ischaemia–reperfusion model in mice, inhibition of apoptosis effectively
prevented subsequent inflammation and tissue injury. Inhibition of early apoptosis of tissue
parenchymal cells is most likely the mechanism behind this effect [13].
The events described above demonstrate the complexity and fine balance between various
processes resulting in either resolution or enhancement of inflammation. Failure to control
one or more of these, and possibly other presently unknown, regulatory mechanisms may
lead to chronic activation of the immune system resulting in chronic inflammatory diseases.

7.3 Chronic Inflammatory Disorders

7.3.1 Pathophysiology of Chronic Inflammatory Disorders

In chronic inflammatory disorders there is a general over-activation of the immune system,
the cause of which is often unknown. In all of these diseases, an increased number of infil-
trated immune cells can be found in the inflamed tissues. Furthermore, increased expression
of adhesion molecules on the endothelium can often be observed, although the adhesion
molecules are expressed differentially in the various diseases.

7.3.1.1 Rheumatoid Arthritis

Rheumatoid arthritis (RA) is an inflammatory disease of the synovium which results in ero-
sion, deformity and finally the destruction of joints. Inflammation of the joints is associated
with a villous hypertrophy of the synovial membrane, which on microscopy shows prolifera-
tion of the lining layer with an inflammatory infiltrate.There is extensive expression of HLA-
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DR on T cells, B cells and synovial lining cells, indicating strong immunological activity. RA
is thought to be an autoimmune reaction, caused by an interaction between constitutional
and environmental factors [14].

In human biopsies of patients with RA, an increased expression of the adhesion molecules
E-selectin, VCAM-1, ICAM-1 and the CD11c integrin has been demonstrated [15,16]. Also,
soluble mediators produced by perivascular cells (e.g. the chemokines Macrophage Inflam-
matory Protein (MIP)-1α and MIP-1β) or by endothelial cells themselves (e.g. IL-8 and IL-
15) are important in the regulation of leucocyte infiltration in RA [17].Tumour Necrosis Fac-
tor α (TNFα) is thought to be a particularly important inflammatory mediator contributing
to the pathology of arthritis, as demonstrated by the beneficial effects of the TNFα-neutral-
izing therapies that are currently being explored [18]. However, present therapies for RA
mainly aim at the inhibition of cyclooxygenase enzymes which are responsible for the over-
production of inflammatory mediators like prostaglandin E2 in arthritis-affected joints [19].

7.3.1.2 Atherosclerosis

Atherosclerosis is a generalized degenerative disease that affects large and medium-sized ar-
teries. The atherosclerotic plaque contains increased numbers of smooth muscle cells (which
are morphologically abnormal), increased connective tissue and lipid, mostly cholesterol.
Monocyte-derived macrophages and lymphocytes are also found in the plaques. Endothelial
damage is believed to be the essential trigger for the development of atherosclerosis. Once
injury of the endothelium has occurred, platelets and smooth muscle cells will adhere and ag-
gregate. Subsequently smooth muscle cells will proliferate, collagen and elastin production
will increase, and lipid is allowed to accumulate in the vessel wall through enhanced perme-
ability at the site of injury [14].

Two important molecular participants in the atherosclerotic process are the transcription
factor nuclear factor κB (NFκB) and the adhesion molecule CD40. Using immunohisto-
chemical techniques the activated form of NFκB has been shown to be present in human ath-
erosclerotic lesions in smooth muscle cells, macrophages and endothelial cells. In contrast, in
vessels lacking atherosclerotic processes little or no activated NFκB was present [20]. Re-
cently, there has been an increasing interest in the role of CD40 and CD40L (CD154), mem-
bers of the TNF receptor and TNF family respectively, in chronic inflammation. Ligation of
CD40 on vascular wall cells promotes upregulation of endothelial adhesion molecules such
as E-selectin, ICAM-1 and VCAM-1 [21]. Furthermore, it stimulates mononuclear cell re-
cruitment, participates in the weakening of the plaque and sets the stage for thrombosis by
inducing tissue factor expression [22]. Additionally, CD40 ligation signals pro-angiogenic
processes which are also prominent in atherosclerosis [23].

7.3.1.3 Inflammatory Bowel Disease

Inflammatory Bowel Disease (IBD) comprises several diseases, including ulcerative colitis
and Crohn’s disease. Ulcerative colitis is a disease of the colon, originating in the rectum and
extending proximally to a variable extent. It frequently affects the entire colon but never
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causes significant involvement of the small intestine. Crohn’s disease may affect any part of
the gastrointestinal tract, although an ileocolitis is the most common localization. The aetiol-
ogy of both diseases is unknown. Many humoral and immune phenomena are reputed to be
involved, and it seems likely that immunological effector mechanisms are mainly responsible
for causing chronic disease [14,24]. For instance, abnormal T cell responses to components of
normal gut flora have been described [25], and it has been suggested that deficiencies in sup-
pressive regulatory T cells are involved in the pathogenesis of IBD [26].

An important mechanism for the observed tissue accumulation of polymorphonuclear
cells (PMNs) in IBD might be the high production of granulocyte colony-stimulating factor,
resulting in a delay of neutrophil apoptosis [27]. In addition, PMNs of IBD patients have an
increased capacity to produce cytokines TNFα and IL-1β, which is also reflected by the pres-
ence of TNFα in the affected tissues and in stool of IBD patients [28–30]. Furthermore, an in-
creased expression of the chemokines IP-10, IL-8, MCP-1 and MCP-3 in infiltrated cells in
the lamina propria in colitis patients was detected [31]. All these inflammatory mediators
contribute to activation of endothelial cells, as shown by an increased expression of E- and P-
selectin and ICAM-1 in biopsies of IBD patients, particularly at the base of ulcers in actively
inflamed tissue [32]. The high expression of these adhesion molecules mediates the ongoing
recruitment of inflammatory cells, resulting in a vicious circle of leucocyte infiltration and tis-
sue damage (Figure 7.2).

7.3.1.4 Other Diseases

In a variety of other diseases inflammation is a pathological hallmark.These diseases include
asthma, psoriasis and organ transplant rejection episodes [13]. Even Alzheimer’s disease ex-
hibits an inflammatory component [33]. Although the aetiology of these diseases differs to a
large extent, they are all characterized by ongoing leucocyte recruitment and cytokine pro-
duction. Therefore, they represent potential target diseases for treatment with endothelium-
directed drug targeting constructs. Due to space limitations, these diseases will not however
be discussed further.

7.3.2 Angiogenesis in Chronic Inflammation

A process that was more recently identified as being important in chronic inflammatory dis-
eases is angiogenesis, the formation of new blood vessels from pre-existing capillaries or
post-capillary venules. Angiogenesis is important in normal physiological conditions such as
embryogenesis, wound healing and in the female reproductive cycle. It also plays a role in
pathological conditions such as cancer, diabetic retinopathy and chronic inflammatory dis-
eases [34].

The switch to the angiogenic phenotype involves a change in the local equilibrium be-
tween pro- and anti-angiogenic factors. The most extensively studied pro-angiogenic factors
are vascular endothelial growth factor (VEGF) and basic fibroblast growth factor (bFGF).
Following a pro-angiogenic stimulus, endothelial cells become activated and start to express
proteolytic enzymes to break down the basement membrane and extracellular matrix. Sub-
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Figure 7.2. (a) Schematic representation of the different layers of the gut wall. From reference [153]
(b–c) Haematoxylin/eosin staining of biopsies of a Crohn’s disease lesion in the human colon. Biopsy
orientation: intestinal lumen at the upper side of the photographs; (b) excessive leucocyte infiltration
through the disintegrated muscle layer (muscularis mucosae; arrowhead); (c) active Crohn’s disease is
accompanied by blood coagulation within the blood vessels (asterisk) throughout the lesion; (d) the
integrity of the epithelial layer of the intestinal tissue is lost (arrowhead) and excessive
neovascularization can be observed (asterisks). Figure 7.2 (b to d) by courtesy of Dr G. Dijkstra,
Department of Gastroenterology, University Hospital Groningen, The Netherlands.



sequently, they proliferate and migrate towards the tumour or inflammatory site. Finally they
form a capillary lumen, after which vessel maturation takes place (for a more detailed de-
scription of the molecular regulation of angiogenesis, see Chapter 9) [34].

The putative role of angiogenesis in chronic inflammatory diseases is the maintenance of
the inflammatory state by allowing ongoing recruitment of inflammatory cells and by sup-
plying nutrients and oxygen to proliferating inflamed tissue. The increased endothelial sur-
face creates an enormous capacity for the production of cytokines, adhesion molecules, and
other inflammatory stimuli [35].

In many chronic inflammatory diseases, angiogenesis can be identified in the inflamed le-
sions. For example, in rheumatoid arthritis extensive neovascularization is present in the in-
flamed synovium where it is one of the earliest histopathological findings [36]. Since in RA
synoviocytes exhibit characteristics of tumour cells, including somatic mutations in key regu-
latory genes such as H-ras and the p53 tumour suppressor, RA can be viewed as a multicen-
tric tumour-like mass that invades and destroys its local environment [37]. Concurrent in-
creased endothelial cell turnover may contribute to microvascular dysfunction and thereby
facilitate persistent synovitis.

Although the identity of the factors that promote angiogenesis in RA specifically still re-
main unclear, both synovial tissue and fluid are enriched in angiogenesis-promoting factors.
These include cytokines such as bFGF,VEGF, and IL-8, and soluble VCAM-1 and E-selectin
[38].

In other chronic inflammatory diseases elevated levels of angiogenic factors were also
found. In patients with psoriasis, skin lesions over-expressed IL-8 while the expression of one
of the inhibitors of angiogenesis, thrombospondin-1, was downregulated [39].

Neovascularization in artherosclerotic lesions may be regulated by VEGF, as this factor is
over-expressed by different cells in the plaque tissue [40–42]. The increased serum levels of
VEGF that correlate with disease activity in patients with Crohn’s disease and ulcerative col-
itis, indicate a role for this cytokine in promoting inflammation. Most likely, increased vascu-
lar permeability and/or wound healing via its pro-angiogenic activity are the basis for this ef-
fect [43].

There is at present no consensus on whether inflammation and angiogenesis can exist in-
dependently from each other. This is due to the lack of suitable marker-epitopes that cover
all stages of angiogenesis, resulting in an underestimation or misinterpretation of the occur-
rence of angiogenesis.As cells of the immune system contribute significantly to the local pro-
duction of pro-inflammatory and pro-angiogenic factors, it is likely though, that inflamma-
tion and angiogenesis affect each other to a considerable extent.

7.3.3 Activation Pathways of Endothelial Cells in Chronic Inflammation

Activation of endothelial cells leads to changes in endothelial cell properties such as loss of
vascular integrity, expression of adhesion molecules, antithrombotic to prothrombotic phe-
notype changes, cytokine production and the upregulation of HLA molecules. All these di-
verse effects can be attributed to the activation of transcription factors [44]. Of the presently
known transcription factors, NFκB is believed to be one of the most important in the regula-
tion of endothelial cell activation. After a stimulus at the cell surface which is caused by e.g.
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interaction between a cytokine (IL-1, TNFα) and its receptor, UV radiation, lipopolysaccha-
ride (LPS) or oxidized low density lipoproteins (oxLDL), NFκB-inducible kinase (NIK) is
activated, which in turn phosphorylates IκB-kinase-1 (IKK-1), and perhaps IKK-2. The IKK
molecules phosphorylate the inhibitor of κB (IκB) at serine-residues, resulting in ubiquitina-
tion and degradation of IκB by the proteasome machinery in the cell cytoplasm. The nuclear
localization sequence (NLS) of the NFκB dimer then becomes exposed, after which the tran-
scription factor travels to the nucleus and induces transcription of many pro-inflammatory
genes (Figure 7.3) [45]. Since NFκB is a key component in the inflammation process, this im-
portant transcription factor is controlled by several autoregulatory loops. The expression of
the inhibitory protein IκBα to which NFκB is bound in the cytoplasm, becomes upregulated
when NFκB is activated, thereby repressing the transcription of VCAM-1 and E-selectin for
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instance [46]. Large quantities of NO produced by the inducible NO-synthase enzyme
(iNOS) prevent further NFκB activation either by S-nitrosylation of cysteine 62 of the p50
subunit of NFκB or by stabilization of the inhibitory IκB-α protein [47,48]. As described
above, the anti-apoptotic proteins Bcl-2,A20 and Bcl-xL play an important role in controlling
inflammation, as well as in endothelial cell activation. This is partly due to their ability to in-
hibit NFκB activation in endothelial cells. In vitro, these proteins block the induction of pro-
inflammatory genes such as cytokines, pro-coagulant and adhesion molecules, and hence
serve as a regulatory mechanism to restrain activation and injury [49,50].

Class I and II cytokine receptors that do not have direct tyrosine kinase activity mediate
signal transduction in cells via JAK (janus kinase) and STAT (signal transduction and acti-
vator of transcription) molecules. Among these are receptors for IL-15 and GM-CSF, cy-
tokines involved in T cell recruitment to rheumatoid arthritis lesions and pro-angiogenic re-
sponses of endothelium, respectively [17]. Each cytokine activates a pre-defined set of JAKs
through interaction between one of the receptor subunits and a JAK molecule. The JAKs
then become activated by reciprocal transphosphorylation and in turn phosphorylate sub-
strates such as receptor subunits (Figure 7.3). This creates a docking site for signalling mole-
cules leading to subsequent signal transduction cascades. Downstream of JAK activation lies
a variety of targets, including the low molecular weight G protein Ras and its targets PI3-ki-
nase and the serine/threonine kinase Akt or protein kinase B. In parallel, members of a fam-
ily of STAT transcription factors sharing a central DNA-binding domain, can become phos-
phorylated. Their subsequent dimerization leads to nuclear localization and DNA-binding,
although this is not sufficient for their transactivation. Through physical and functional in-
teractions between STATs and other transcription factors gene transcription can take place
to modulate cellular functions [51]. It has been reported that the c-Jun N-terminal kinase
group of MAP kinases plays a role in endothelial cell signal transduction and activation upon
exposure to inflammatory cytokines, in a manner similar to that described above. Due to
space limitations, this will not be discussed further: a detailed description of the role of this
regulatory pathway in various inflammatory conditions can be found in reference [52].

7.4 Targeting Drugs to the Endothelial Cell

In most, if not all, chronic inflammatory diseases endothelial cells are prominently involved
in the disease process. This is demonstrated by an increased expression of adhesion mole-
cules and production of cytokines, and their pro-angiogenic behaviour.This leads to continu-
ous recruitment of leucocytes into the inflamed area, without (detectable) antigen present in
the affected tissue, resulting in a vicious circle of tissue damage and leucocyte recruitment.
Targeting inhibitory agents (in)to the endothelial cell may interrupt in this process by con-
trolling the activation status of this cell type.

The advantage of endothelial cell targeting is the localization of the endothelial cells. Since
they are in direct contact with the blood, the ‘homing’ devices do not have to cross the en-
dothelial barrier to find their targets [53].The expression of adhesion molecules and epitopes
involved in angiogenesis are, at least in theory, suitable target epitopes for drug targeting pur-
poses. In this respect it is important to distinguish between potential carriers that only bind
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to the target cells at the external surface, and carrier molecules that after binding are inter-
nalized and intracellularly processed. This will be discussed further in Section 7.7.

7.4.1 Target Epitopes on Inflammatory Endothelium

A rational approach in the development of drug targeting carriers for endothelial cells in in-
flamed tissue is to identify disease-induced target epitopes in these cells [54,55].As discussed
in Sections 7.2.1 and 7.3, in this respect E- and P-selectin, VCAM-1 and ICAM-1 are consid-
ered candidate target epitopes.

Over the past decade, many target epitopes have been described to be upregulated on an-
giogenenic blood vessels. Recently, several targets that are under investigation for the clini-
cal development of anti-tumour agents, have also been studied under conditions of chronic
inflammation. One of them is the αvβ3 integrin receptor, which is upregulated on synovial
blood vessels in antigen-induced arthritis (AIA) in rabbits and in human RA [36]. Further-
more, the VEGF-receptors VEGF-R1 (Flt-1/flt-1) and VEGF-R2 (KDR/flk-1) are strongly
expressed by microvascular endothelial cells in RA, psoriatic epidermis and atherosclerotic
lesions [42,56,57].

In addition to the above-mentioned target epitopes, other endothelial molecules can be
considered as targets. For instance, chemokine receptors have been identified to be present
on activated endothelial cells [58]. A chemokine that may be useful in endothelial cell tar-
geting is Fractalkine, a chemokine with a CX3C motif on a membrane-bound mucin-like
stalk.This molecule has chemoattractant activity and promotes strong adhesion of T cells and
monocytes through the Fractalkine receptor CX3CR1. It can, however, also exist in a soluble
form and thereby provide an undesirable sink for Fractalkine-targeted compounds. Further-
more, it is also expressed to various extents by monocytes and microglial cells [59–61]. Be-
sides the specificity of cellular expression of the target epitopes, other important considera-
tions should be taken into account when selecting a target epitope. These considerations will
be discussed in more detail in Section 7.7.

At present, many questions regarding the use of the target epitopes for endothelium-di-
rected drug targeting strategies still remain to be answered. The efforts that are being put
into the development of drug targeting strategies directed at these epitopes should, in the
near future, eventually lead to a better understanding of the potential of this area of drug de-
velopment.

7.4.2 Targeting Devices

7.4.2.1 Monoclonal Antibodies

Various antibody-based targeting moieties have been described, either as directly acting
compounds or as targeting devices. Antibodies against adhesion molecules have been widely
used as blocking agents, presumably because of their high specificity and their relative ease
of production. For instance, an anti-α4 integrin monoclonal antibody significantly attenuated
colitis in the cotton-top tamarin by intervention in leucocyte adhesion and possibly in other
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integrin-mediated events such as T cell aggregation, T cell-stromal interactions and lympho-
cyte homing [62]. Furthermore, Jamar et al. reported the use of an anti-E-selectin antibody
for imaging rheumatoid arthritis in humans. This antibody was 111In-labelled and its localiza-
tion was compared with a non-specific 99Tcm-labelled immunoglobulin. The anti-E-selectin
antibody was found to have a more specific distribution and higher sensitivity of detection
than the control antibody. As the 99Tcm-label is preferred for its physical properties, further
investigations now comprise the production of a 99Tcm-labelled F(ab′)2-fragment of the anti-
E-selectin antibody [63].

In studies of tumour-induced angiogenesis, the monoclonal antibody LM609 against the
αvβ3 integrin receptor was used for imaging purposes [64]. Its humanized counterpart Vitax-
in, which has now entered clinical anti-cancer trials, could in theory also be used for targeting
to endothelium in chronically inflamed sites where αvβ3 is upregulated.

There are a few examples of the use of antibodies as targeting devices to vascular en-
dothelium. Kiely et al. used the monoclonal antibody H18/7 to target hirudin, an anti-throm-
bin agent, to the surface of activated human vascular endothelial cells in vitro [65]. The same
antibody was also incorporated in liposomes to target doxorubucin to activated endothelium
[66]. A bispecific antibody recognizing both E-selectin and an adenovirus (AdZ.FLAG) was
used to specifically transduce activated endothelium with a gene encoding β-galactosidase,
resulting in the production of this protein [67]. However, all of these studies were carried out
in vitro only and at present, no definite conclusions on their pharmacological potential in
vivo can be drawn.

In another approach, antibodies directed against ICAM-1, angiotensin converting enzyme
(ACE) or CD31 conjugated to catalase were successfully used to protect perfused rat lungs
against oxidative stress [68,69].The lungs receive the entire cardiac blood output and contain
30% of the endothelial cell population in the body. In addition, ICAM-1 and ACE are con-
stitutively expressed on the pulmonary vasculature. Therefore, this approach may result in
significant accumulation in the lungs of ICAM-1- or ACE-directed conjugates, even when in-
flammatory processes in other organs are the desired target. Consequently, these conjugates
are likely to be useful only for the treatment of lung disorders.

7.4.2.2 Peptides

Peptides, like antibodies, have until now mostly been exploited as direct-acting moieties in
imaging or inhibition studies. An E-selectin binding peptide has been used for imaging in
arthritis models.This peptide has the advantage of recognizing and binding to murine, rat and
human E-selectin, in contrast to antibodies which lack cross reactivity with E-selectins from
other species [70,71]. Peptides recognizing and blocking the function of other selectins,
ICAM-1, VCAM-1 and chemokines have also been documented [1,72].

Peptides containing an RGD motif can be used to target the αvβ3 integrin receptor on an-
giogenic blood vessels. Specifically the dicyclic peptide RGD-4C, an 11mer with two disulfide
bridges, exhibits a high affinity for the αvβ3 integrin receptor due to its constrained confor-
mation. Arap et al. showed that this peptide can selectively deliver chemotherapeutics at the
αvβ3 integrin receptor on angiogenic blood vessels in solid tumours [73]. Furthermore, an
apoptosis-inducing peptide was specifically delivered to angiogenic endothelium by a chem-
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ically derived peptide dimer [74]. Recently, Storgard and colleagues demonstrated that
monocyclic RGDfV peptides target the synovial blood vessels in antigen-induced arthritis in
rabbits [36]. A general consideration concerning peptides is the relatively short half-life of
these molecules compared to larger proteins [75]. Whether this is an advantage or disadvan-
tage depends on the application. For nuclear imaging purposes a short half-life is favourable,
whereas a longer circulation time would be useful for therapeutic purposes.

Peptides as well as oligosaccharides (discussed below) that specifically bind to molecules
on the endothelium may be used as homing ligands in larger constructs. Covalent attachment
to e.g. a protein backbone or liposomes may lead to carriers with multivalent binding sites.
Furthermore, drug loading of the peptide/oligosaccharide-modified carrier can be increased,
in contrast to the 1 : 1 ratio in the case of direct coupling of the drug to the peptide or
oligosaccharide.

7.4.2.3 Oligosaccharides

Selectins mediate contact by binding to carbohydrate-containing receptors on leucocytes
through their N-terminal lectin domain. Sialyl-Lewis X (Neu5Acα2-3-Galβ1-4(Fucα1-3)Glc-
NAc) and derivatives thereof were shown to bind to the selectins and subsequently inhibit is-
chaemia-induced leucocyte infiltration in the liver [76–78]. A similar compound prevented
antigen-induced late bronchial responses and airway hyper-responsiveness in allergic sheep
[79].

The binding potency of the native sialyl-Lewis X can be increased with three orders of
magnitudes by conjugating this saccharide to BSA. This is probably due to the clustering of
saccharides that may favour binding to E-selectin [80].

It should be borne in mind, that targeting the selectins with Sialyl-Lewis X-derived hom-
ing devices will not result in selective targeting to the endothelium. As well as the activated
endothelium, naïve T-lymphocytes bearing L-selectin will also be a target for such a prepara-
tion.Whether this poses a problem by creating a site of non-target cell binding and hence loss
of the drug targeting preparation, or whether it is beneficial from a therapeutic point of view
because it may inhibit T cell activation, remains to be investigated.

7.4.3 Drugs Inhibiting Endothelial Activation

7.4.3.1 Inhibitors of NFκB and Other Intracellular Signalling Pathways

Based on its central role in pro-inflammatory reactions, the transcription factor NFκB has at-
tracted much of attention as a target for therapeutic intervention. Drugs like pyrrolidine
dithiocarbamate (PDTC), N-acetylcysteine or α-tocopheryl succinate prevent IκB degrada-
tion, thereby stabilizing the NFκB complex and inhibiting cytokine production, adhesion
molecule expression and preventing vascular injury both in vitro and in vivo [81–86]. How-
ever, these drugs work in a rather non-specific fashion since they influence general cellular
mechanisms such as the redox state and proteasome function.
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A more selective inhibition of NFκB can be achieved by transfecting cells with DNA cod-
ing for the natural inhibitor IκBα or a mutant IκB protein that lacks 36 N-terminal amino
acids, and consequently becomes proteolysis resistant. In this way expression of adhesion
molecules and monocyte adhesion and transmigration can be inhibited [87,88]. The poten-
tials and limitations of these latter types of therapy are however not fully understood as yet.
Different transfection systems (adenoviral, retroviral, non-viral) are available for gene deliv-
ery purposes, all with their own potentials and restrictions.

Inhibitors of IκBα phosphorylation have been described which irreversibly inhibit cy-
tokine-induced phosphorylation without affecting constitutive phosphorylation. One such
compound (Bay 11-7083 ((E)3-[4-t-butylphenyl)-sulfonyl]-2-propenenitrile)) was found to
be effective in two animal models of inflammation after intraperitoneal administration [89].
In addition to the effect it has on the expression of adhesion molecules in pro-inflammatory
responses, inhibition of the transcription factor NFκB will also have an effect on angiogene-
sis. Endothelial cells can produce growth factors and cytokines which have pro-angiogenic ef-
fects. Some of these factors, e.g. IL-8,TNFα and MCP-1 are known to be produced via NFκB-
mediated endothelial cell activation [90,91].The importance of NFκB-mediated responses in
pro-angiogenic endothelium was reflected in studies in which the NFκB inhibitor PDTC de-
creased retinal neovascularization in the eye of mice [92].

Taking their central role in cytokine signalling into account, it seems evident that mole-
cules that inhibit JAK/STAT signalling are also interesting candidates for targeting to en-
dothelial cells in chronic inflammatory lesions. Endogenous factors such as suppressors of cy-
tokine signalling (SOCS), IL-4, STAT-induced STAT-inhibitor-1 (SSI-1) and JAK binding
protein (JAB), have been reported to intervene effectively at this level of cytokine signalling
in a variety of cell types [93–95]. In addition, a number of new chemical entities are under de-
velopment to fulfil this function [96–99]. Although at present most of these compounds have
been tested in oncology research, it seems likely that they can also affect JAK/STAT sig-
nalling in other cells such as pro-inflammatory endothelium.

It is anticipated that elucidation of the fine tuning of the regulatory processes in endothe-
lial cells under pro-inflammatory conditions, will lead to the identification of additional nov-
el pharmacological targets in the near future.

7.4.3.2 Glucocorticoids, NSAIDs and Others

Glucocorticoids are commonly used in inflammatory disorders owing to their broad anti-in-
flammatory and immune suppressive effects in a wide variety of diseases. A major drawback
of these compounds is the serious side-effects associated with their use. They have at least a
partial inhibitory effect on the expression of adhesion molecules by the endothelium and 
inhibit cytokine production [2]. For instance, the glucocorticoid dexamethasone impaired 
the increase of E-selectin and ICAM-1 expression on HUVEC, at least partially by an in-
hibitory effect on NFκB (Figure 7.4) [100–102]. In IBD patients, prednisolone, another glu-
cocorticoid, blocked NFκB activation thereby inducing healing of colonic inflammation
[103]. Barnes and Karin also underlined the beneficial effect of glucocorticoids in chronic 
inflammatory diseases via NFκB-mediated mechanisms [90]. The anti-angiogenic effects 
of glucocorticoids were demonstrated by the ability of dexamethasone to inhibit capillary
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tube formation in vitro and to decrease the vascular density of brain tumours in vivo
[104,105].

Non-steroidal anti-inflammatory drugs (NSAIDs) exert their effect by inhibiting the en-
zymes cyclooxygenase-1 and -2 (COX-1 and -2), which are instrumental in the synthesis of
prostaglandins. COX-2 is thought to be responsible for the enhanced production of
prostaglandins in inflammation, whereas COX-1 is associated with the production of protec-
tive prostaglandins in e.g. the gastrointestinal tract. The well-known gastrointestinal side-ef-
fects of NSAIDs are likely to be mediated by the non-selective inhibition of both COX en-
zymes, resulting in e.g. a decreased protection of the gut by COX-1-related prostaglandins.
NSAIDs are thought to predominantly mediate downregulation of leucocyte adhesion mol-
ecules such as L-selectin [106]. Furthermore, they inhibit expression of endothelial cell adhe-
sion molecules. For example, diclofenac inhibited the adhesion of HL60 cells to HUVEC, in
vitro [107]. NSAIDs such as ibuprofen and acetylsalicylic acid did not exert such an effect in
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this experimental set-up. In a study by Hofbauer et al., ibuprofen was able to inhibit leucocyte
migration through endothelial monolayers [108]. Sodium salicylate decreased E-selectin,
ICAM-1 and VCAM-1 expression, probably via inhibition of IκB-phosphorylation [109], and
P-selectin expression in an NFκB-independent fashion [110]. COX enzymes are unlikely to
be involved in these effects, since indomethacin, a non-salicylate COX-inhibitor had no effect
on surface expression of adhesion molecules. Recently, it was demonstrated that both COX
selective and non-selective NSAIDs inhibited angiogenesis through a direct interaction with
molecular processes such as inhibition of MAP kinase (ERK2) activity and intervention in
ERK nuclear translocation in endothelial cells [111].

Finally there has been a growing interest in the development of selective leukotriene 
inhibitors. Bay Y 1015 (R-(-)-2-cycloheptyl-N-methylsulfonyl-(4-(2-quinolinyl-methoxy)
phenyl)-acetamide) is a quinoline-type 5-lipoxygenase-activating protein inhibitor which
was effective in inhibiting inflammation in a dextran sulfate model of mouse colitis [112].
Whether these compounds can also exert their anti-inflammatory action through inhibition
of endothelial cell activation needs to be established.

7.4.3.3 Antisense Oligonucleotides

A selective method of preventing the expression of adhesion molecules or cytokines is the
use of antisense oligonucleotides.These oligonucleotides are short sequences of nucleic acids
complementary to mRNA sequences of specific proteins of interest. If delivered to the cyto-
plasmic compartment of cells these oligonucleotides are able to form a complex with their
target mRNA. In this way the translation of mRNA into protein by ribosomes is inhibited.
The subsequent mRNA degradation by RNAse H results in reduced expression of the pro-
tein (see also Chapter 5 for a description of antisense oligonucleotides as therapeutic modal-
ities).

ICAM-1, VCAM-1 and E-selectin synthesis was successfully blocked in vitro using these
types of molecules [113]. In vivo, the systemic administration of ICAM-1 antisense oligonu-
cleotide prevented and reversed murine colitis without serious side-effects [114]. In a place-
bo-controlled trial of the human analogue, the antisense oligonucleotide was effective and
well tolerated [115].

Local and systemic administration of an NFκB p65 subunit antisense phophorothioate
oligonucleotide effectively inhibited experimental colitis in mice [116].

It is important to realize however that these antisense molecules were not specifically tar-
geted to the endothelium. Consequently, the contribution of the endothelial cells to the ef-
fects observed is unknown. Furthermore, in these studies adequate control experiments with
mismatched oligonucleotides are essential, since polyanionic agents such as antisense
oligonucleotides can exert a broad range of non-specific antisense effects due to non-specif-
ic binding to proteins [117].

This non-antisense-based feature of oligonucleotides is used in Systematic Evolution of
Ligands by Exponential Enrichment (SELEX) technology, a process based on oligonu-
cleotide combinatorial chemistry. SELEX can lead to the development of high affinity bind-
ing antagonists for various molecules, including adhesion molecules, growth factors, nucleic
acid binding proteins, enzymes, and peptides. This is exemplified by the development of so-
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called aptamers that bind to P-selectin with subnanomolar affinities, and, in theory, may serve
as candidates for homing devices in drug targeting preparations [118].

7.4.3.4 Drugs that Inhibit Angiogenesis-associated Events

Inhibition of angiogenesis is a relatively new approach in the treatment of chronic inflam-
matory diseases. Angiogenesis is a complex, multi-step process that can be inhibited at many
levels. For example, antibodies or soluble receptors can block the action of angiogenic factors
such as VEGF and bFGF. Matrix degradation can be inhibited by MMP inhibitors such as
Marimastat or by plasminogen activator inhibitors, whereas endothelial cell proliferation
and migration can be affected by the fumagillin analogue AGM-1470 or by an anti-αvβ3
monoclonal antibody (see Chapter 9 for a more detailed description of the application of
these anti-angiogenic drugs in cancer therapy).

That angiogenesis inhibition positively affects chronic inflammatory disorders was demon-
strated in several animal studies. The fumagillin analogue AGM-1470 (also called TNP-470)
prevented pannus formation in rat arthritis models [119,120] and also reduced artheroscle-
rosis in aortas of apoE –/– mice [121]. Intra-articular administration of cyclic RGD peptides
in bFGF-augmented antigen-induced arthritis (AIA) in rabbits resulted in increased vascu-
lar apoptosis leading to inhibition of synovial angiogenesis. This therapy also reduced the
symptoms of arthritis such as joint swelling, synovial infiltrate, and pannus formation [36].
Thalidomide, a drug with many pharmacological activities, may also be a suitable drug for use
in anti-angiogenic strategies in inflammatory disorders [122,123]. Besides having an im-
munomodulatory effect, it is believed to inhibit the upregulation of endothelial integrin ex-
pression [124].

It should be noted, however, that mechanisms of action of most anti-angiogenic com-
pounds are not well understood at present. For example, trombospondin-1 (TSP-1) is able to
inhibit tumour-associated angiogenesis, but when TSP-1 pellets were implanted into the an-
kles of AIA rats, it enhanced joint swelling and body weight loss in a dose- and time-depen-
dent manner. These, possibly indirect, effects may be due to the involvement of TSP-1 in cell
adhesion, as well as to its interactions with other adhesion molecules and inflammatory me-
diators [125].

Although in animal studies little to no toxicity of the various angiogenesis inhibitors was
reported, the recent withdrawal of two MMP inhibitors from clinical trials indicates that
these drugs may have serious, deleterious side-effects [126]. A novel approach that is there-
fore worthwhile investigating, is the selective delivery of anti-angiogenic drugs to the pro-an-
giogenic endothelium. It can be envisioned that increased availability of these agents at the
site of the angiogenic endothelium may improve therapeutic outcome and diminish toxicity.
In general, many drugs with various mechanisms of action were shown to be potent inhibitors
of inflammatory responses in animals. Lack of effectiveness and/or severe toxicity in early
clinical testing justifies studying the added value of selective targeting of these compounds to
the endothelial compartment at the diseased site.
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7.5 In Vitro Techniques for Studying Endothelial Cell
Activation

7.5.1 Cell Cultures

Endothelial cells from various origins in the body can be used in endothelial cell research
(see also Chapter 9). The most widely used cells are human umbilical vein endothelial cells
(HUVEC), primary cells that can be isolated from the umbilical cord. Because of limited
availability of umbilical cords and the limitations associated with the number of cell passages
that can be used, several immortalized endothelial cell lines have been developed [127,128].
Although these cell lines are simple to use, most lines have lost particular characteristics. For
example, the spontaneously transformed HUVEC cell line ECV304 and the cell line
EaHy926 do not express VCAM-1 and E-selectin in response to TNFα stimulation [129].
Furthermore, chemokine receptor expression and responses to pharmacological stimuli are
differentially regulated in HUVEC and ECV304 [58]. The endothelium differs to a large ex-
tent between larger and smaller vessels with respect to responses to stimuli and their regula-
tory processes, thereby e.g. influencing the relative expression of adhesion molecules [130].
Therefore, the use of microvascular cells, for instance human dermal microvascular endothe-
lial cells (HDMEC), may be an alternative option. In this cell type E-selectin was shown to
be degraded and internalized more slowly than in HUVEC [3]. This seems to be a general
characteristic of microvasculature endothelium: human intestinal microvascular endothelial
cells also displayed prolonged expression of E-selectin after stimulation [131].

Murine endothelial cell lines can be used to more explicitly follow up on observations in in
vivo mouse models or for rapid screening purposes of murine-directed drug targeting prepa-
rations. Examples of these cell lines are H5V, 1G11 and SIEC, which, to a variable extent, ex-
press the adhesion molecules E-selectin, ICAM-1 and VCAM-1 on stimulation with e.g.
TNFα [127]. The binding and processing of carrier molecules, in addition to the pharmaco-
logical effects of intracellularly delivered drugs can in principle be studied in the cell types
mentioned.

7.5.2 Read-out Systems

As stated earlier, activation of endothelial cells by pro-inflammatory stimuli leads to the ex-
pression of cell adhesion molecules and cytokines such as IL-6 and IL-8. The expression and
hence modulation of surface expressed adhesion molecules by e.g. targeted delivery of in-
hibitors of NFκB, can be measured using flow cytometric analysis or whole cell ELISA tech-
niques. Cytokine production can be measured in the supernatant of cultured cells or in bio-
logical fluids. Furthermore, competitive or quantitative RT-PCR analysis of mRNA levels of
cell adhesion molecules or cytokines, allows the transcriptional activity of the genes of inter-
est to be estimated.

To investigate the effects of drugs on NFκB activation at the molecular level, the Electric
Mobility Shift Assay (EMSA) is a useful read-out system.With this technique the nuclear lo-
calization of this transcription factor following activation and subsequent translocation can
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be semi-quantitatively assessed. Drugs intervening in this process can thus be tested. Some
drugs, however, inhibit NFκB-mediated gene expression at levels downstream of NFκB bind-
ing to its DNA consensus sequence. For these drugs the EMSA technique is not suitable. Fur-
thermore, antibodies specifically recognizing the NFκB nuclear localization sequence can be
applied in immunohistochemical analysis to determine the activation and nuclear localiza-
tion of this transcription factor [132].

EMSA assays can also be exploited to measure STAT nuclear localization, which is, simi-
lar to NFκB localization, a measure of STAT activity. Determination of JAK phosphorylation
is carried out by immunoprecipitation of the JAK proteins from cell lysates, followed by
SDS-PAGE electrophoresis, immunoblotting with antiphosphotyrosine antibody and JAK-
specific antibody re-probing [99].

Another molecular biological approach to the measurement of (inhibition of) NFκB ac-
tivity exploits transfection of endothelial cells with artificial reporter genes.These genes con-
tain a κB-promotor region preceding a gene encoding a reporter protein such as Green Flu-
orescent Protein (GFP) or luciferase. If NFκB becomes activated it will activate the promo-
tor of the gene construct, resulting in the production of the reporter protein. The expression
level of this protein can subsequently be determined by flow cytometry or enzymatically and
is a direct measure of NFκB activity. The same principle can be applied using, for instance, a
reporter construct with a promotor containing a Glucocorticoid Responsive Element (GRE)
to study the cellular delivery of targeted glucocorticoids such dexamethasone. These trans-
fection systems can be useful tools in the investigation of the basic principles and character-
istics of drug targeting to endothelial cells.

The general aim in inhibiting endothelial cell function by the targeted delivery of anti-in-
flammatory drugs is to inhibit local leucocyte recruitment. In vitro, interactions between leu-
cocytes and endothelium, and pharmacological intervention can be analysed using quantita-
tive flow cytometry. In such an assay, endothelium is cultured on collagen gels. After incuba-
tion of leucocytes with endothelium under different experimental conditions, adherent leu-
cocytes are released by trypsin treatment. Migrated leucocytes are retrieved by digestion of
the collagen using collagenase. For quantitation purposes, known amounts of fluorescent
beads are added to the cell samples prior to flow cytometry analysis. In combination with cell
identification based on forward scatter/side scatter characteristics, accurate determination of
the numbers of leucocytes which adhered to or migrated through the endothelium can be ob-
tained [133].

The various steps of angiogenesis can be investigated in vitro in assays studying endothe-
lial cell migration, proliferation or tube formation. These types of assays will be described in
detail in Chapter 9, as most of them have been applied in cancer research. Because angio-
genesis in vivo does not occur with only one cell type present, cell co-culture models were de-
veloped. In these models endothelial cells were grown in the presence of other cells, e.g. tu-
mour cells, keratinocytes, astroglia cells or fibroblasts, which can induce angiogenesis by pro-
ducing soluble factors or by inducing cell–cell contact. Villaschi and Nicosia have examined
the communication between endothelial cells and fibroblasts in a rat aorta explant model. In
these cultures, fibroblasts stabilized microvessel sprouts and hence allowed the study of
processes such as proliferation, migration, tube formation, and later events such as pericyte
migration and extracellular matrix deposition [35,134].
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7.6 In Vivo Animal Models for Studying Inflammation

It is difficult to mimic in vitro the complex environment of the endothelium that prevails at
sites of inflammation. The extracellular matrix (ECM) is subjected to a continuous remodel-
ling during endothelial cell activation and leucocyte recruitment. Changes in blood flow ve-
locities may alter the cellular behaviour of endothelial and non-endothelial support cells.
Therefore, drug targeting strategies aimed at the endothelium need to be investigated in vivo
to establish their effects on pathological processes.

Many animal models have been described in which inflammation is induced and activation
of the endothelium occurs. Here, some disease-specific models, in addition to some general
inflammatory experimental models will be summarized.

7.6.1 Rheumatoid Arthritis

There are several spontaneous and induced animal models of arthritis available. In MRL/lpr
mice that have a defective Fas gene, arthritis develops spontaneously, but the immune mech-
anisms underlying joint disease in these mice are not known [135]. T cell-mediated arthritis
can be induced in susceptible strains of mice and rats by immunization with type II collagen,
the collagen type found in cartilage.This model has long been used to study mechanisms and
effects of anti-arthritic drugs, for instance liposome-encapsulated drugs [136]. However, in
the human situation there is no evidence for collagen-specific immunity.Arthritis can also be
induced using various bacterial antigens. However, in these models the resemblance to hu-
man disease is, at best, questionable [137].

7.6.2 Inflammatory Bowel Disease

There is a wide variety of animal models that mimic aspects of inflammatory bowel disease.
The choice of an appropriate model depends on the question being addressed in a particular
study. There are multiple factors contributing to IBD, including for example, environmental
or genetic susceptibility. Common experimental models differ largely with regard to the fac-
tors that contribute most prominently to the pathogenesis of IBD.Therefore not only should
the model be chosen carefully, but the intrinsic limitations in the interpretation of results
should also be recognized. For instance, to test new anti-inflammatory drugs a simple and re-
producible model involving non-specific inflammation might be selected. Examples are dex-
tran sodium sulphate (DSS)-induced colitis in which the cellular toxicity of DSS induces an
inflammatory reaction, or trinitrobenzene sulfonic acid (TNBS)-induced colitis, which is a
delayed-type hypersensitivity response to this contact allergen. In addition to these ‘non-spe-
cific’ models, several murine knock-out models have become available for IBD research.
These include IL-2 and IL-10 knock-out mice, as well as mice with disrupted T-cell receptor
α-chain genes, which all develop severe colitis. The intestinal lesions in these animal models
resemble at least to some extent those that can be found in the human situation, including for
instance, cellular infiltrates or ulcerations. In a detailed review Elson et al. discussed these dif-
ferent models and their most useful applications [138].
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7.6.3 Atherosclerosis

Various animal species have been exploited in experimental atherosclerosis research, but
nowadays most of the research is performed in mice [139]. This species has the advantage of
developing atherosclerotic lesions in a relatively short period of time. The emergence of a
broad variety of knock-out and transgenic mouse strains has led to a huge increase in the ath-
erosclerosis research performed in this species. Mice are resistant to atherosclerosis when fed
a normal low-fat chow diet, but they can develop atherosclerotic lesions after hypercholes-
terolaemia has been induced. The three most widely used models in research on atheroscle-
rosis are diet-induced, apoE deficiency-induced or LDL receptor deficiency-induced [139].

Rabbits are the second most used species in this type of research, in particular the LDL re-
ceptor deficient Watanabe heritable hyperlipidaemic rabbits.These animals show expression
of VCAM-1 in atherosclerotic lesions [140], but resemblance to human lesions is generally
low [139,141].

7.6.4 Angiogenesis

One of the animal models of angiogenesis that is driven by inflammatory stimuli is ocular
neovascularization. Ocular angiogenesis is induced by implantation of pellets containing pro-
angiogenic factors in the avascular cornea in mice. Angiogenic effects were observed with
pellets containing VEGF or bFGF, and also with IL-1β or TNFα. Implantation of inflamma-
tory cells such as macrophages or fibroblasts also induces angiogenesis in this model [35]. A
vast number of animal models used for angiogenesis research in general have been devel-
oped over recent years. Although it is believed that in many conditions angiogenesis and in-
flammation are directly related, the variations in inflammatory responses in the various mod-
els warrants great care in extrapolating data from one model to another.

7.6.5 General Inflammation Models

In addition to disease-specific models, several models of general inflammation, involving leu-
cocyte adherence and transmigration into inflamed sites have been developed. These can be
used to study general kinetics, homing characteristics and effects of anti-inflammatory drug
targeting conjugates. An example of a rapid method of general induction of adhesion mole-
cule expression in vivo, is the systemic administration of bacterial lipopolysaccharide (LPS).
This leads to expression of E-selectin, P-selectin, ICAM-1 and VCAM-1 within different vas-
cular beds [142]. In a similar manner, systemic IL-1 administration in pigs leads to general-
ized E-selectin expression as determined by using a radiolabelled monoclonal antibody
[143]. Intra-dermal administration of inflammatory mediators such as IL-1, LPS or TNFα
results in a local inflammatory reaction and adhesion molecule expression in the endotheli-
um of the skin [143].

Several immune-regulated models have been described, of which the delayed-type hyper-
sensitivity reaction in the skin is an example. In several species application of allergic or con-
tact-sensitizing substances results in a local inflammatory reaction involving adhesion mole-
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cules and leucocyte recruitment [144,145]. These models of pathological mechanisms and ef-
fects of anti-inflammatory drugs have been studied in mice in particular [146].

The models described herein are just a few examples of general experimental models used
to study inflammatory reactions. A wide variety of other models exist which can be used in
drug targeting research. It is however beyond the scope of this chapter to list all the models
which have been used.

7.7 General Considerations and Practical Directions for
Endothelial Cell Targeting Research

7.7.1 The Choice of a Target Epitope

Identifying an appropriate epitope for the desired drug targeting strategies is a complex
process in which several considerations have to be taken into account. First, an important
feature of a target epitope is its cellular processing, i.e. its internalization characteristics and
its route into the cell. For instance, E-selectin is directed to the lysosomes and subsequently
degraded, whereas P-selectin is re-routed through the Golgi-apparatus to the Weibel Palade
bodies in which it is stored [147–150]. In contrast, antibodies directed against ICAM-1 or
VCAM-1 are not internalized, but remain surface bound to the endothelial cell [147,148].
Second, the tissue-specific distribution pattern of constitutively expressed target epitopes
may largely determine the selectivity of accumulation of the chosen targeting device in the
diseased tissue. For instance, under normal physiological circumstances ICAM-1 and
VCAM-1 are expressed on non-inflammatory endothelium, dendritic cells and leucocytes.
Another example is the constitutive expression of P-selectin on platelets, in addition to being
expressed on activated endothelial cells. When aiming at target epitopes that are not specifi-
cally induced in diseased tissue, effective targeting to chronically activated endothelium does
not seem to be feasible. Third, the level of expression of the target epitope has to be taken
into account. Hypothetically, differences in target epitope density may allow discrimination
between diseased and non-diseased tissues, as has been reported for tumour-associated anti-
gens. In this case the mechanism of action and the therapeutic window of the drug will de-
termine whether delivery of small amounts to the non-diseased endothelium will lead to un-
desirable toxicity. Fourth, cleavage of target molecules from the target cell membrane, re-
sulting in soluble adhesion molecules, may frustrate the process of targeting to the endothe-
lial cell as a result of undesirable systemic complex formation.

Bearing these considerations in mind, of the presently identified endothelial adhesion
molecules, E-selectin in particular seems to be a suitable epitope for targeting chronic in-
flammatory endothelial cells.

7.7.2 Disease Stage

In tumour models different stages of angiogenesis are thought to prevail, leading to varying
degrees of responsiveness to anti-angiogenic treatment.Therefore anti-angiogenic drugs may
prove most efficacious when targeted at distinct stages of the angiogenic process [151].
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The same may hold true for the different stages in endothelial cell activation during flare-ups
in chronic inflammatory disorders. Therefore, the use of a combination of different drug tar-
geting preparations aimed at disease stage-specific epitopes is likely to be a prerequisite for
targeting endothelial cells at various stages of activation.

7.7.3 Drugs of Choice

Similar to drug targeting strategies aimed at multiple target epitopes, a drug that intervenes
at various stages of cell activation may be exploited for effective blockade of endothelial cell
involvement in chronic inflammation.

In angiogenic processes in cancer the induction of endothelial apoptosis is a promising
strategy in the battle against tumour growth. Not only does this approach inhibit the forma-
tion of new blood vessels, but the change in phenotype of apoptotic endothelial cells result-
ing in their becoming pro-adhesive to non-activated platelets, contributes to the anti-tumour
effects, since this leads to prothrombotic effects and coagulation [152]. Unexpectedly, the in-
duction of endothelial apoptosis by blocking the αvβ3 integrin receptor with either antibod-
ies or peptides also resulted in an improved therapeutic outcome in an experimental arthri-
tis model [36]. It needs to be established whether under inflammatory conditions the pro-ad-
hesiveness of endothelial cells contributes to the effects observed. These studies exemplify
the complexity of the immune system in inflammatory and angiogenic processes, and stress
the need for further investigation in this regard. Finally, it should be noted that information
concerning angiogenic processes in inflammatory disorders is still limited, and this is partic-
ularly true with regard to attempts to inhibit angiogenesis in the treatment of chronic in-
flammatory disorders. It is the remit of future research to further clarify the potentials and
limitations of these approaches.

Some of the new drugs described, for instance inhibitors of NFκB and JAK/STAT signal
transduction pathways, have been selected because of their potency in in vitro screening pro-
cedures. In most cases no data are available on in vivo effectiveness and toxicity, either in an-
imals or in human patients.Taking into account the high potency but lack of cell selectivity of
these compounds, considerable toxicity can be expected. In these cases, drug targeting tech-
nology should be considered as a valuable tool to improve the chances of these compounds
becoming therapeutically useful in the future.

Apart from the primary delivery process, the rate of intracellular release of the drug from
the carrier and the potential back-flux of the released agent from the target cell into the sys-
tem have to be considered. In fact, the targeting efficiency (the cellular levels obtained with
a targeted drug in comparison with the levels obtained with a non-targeted drug) will be de-
termined by the half-life of elimination from the target cell after cell selective delivery and
the half-life following parent drug administration. A slow (rate-limiting) release from the
carrier will obviously be favourable since this will determine the length of time that the drug
remains in the target cell (see also Chapter 13 on pharmacokinetic considerations in drug tar-
geting).

A large amount of clinical data is available on some of the common anti-inflammatory
drugs such as glucocorticoids and NSAIDs. Coupling of these drugs to drug carriers may
favourably affect kinetics and metabolism, thereby improving effectiveness and safety. So,
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despite the available knowledge concerning these classical drugs, new evaluation of their use
as a part of drug targeting conjugates in a clinical setting seems obligatory.

7.8 Conclusions

The importance of the endothelium in the pathology of chronic inflammatory diseases is
nowadays appreciated. Therefore, the endothelium is an attractive target for therapeutic in-
tervention. Drug targeting strategies can be helpful in the treatment of these disorders. En-
dothelial cells have the advantage of being easily accessible for drug targeting conjugates.
Preliminary results from in vitro studies demonstrated the potential of endothelium-directed
targeting strategies. This has stimulated current efforts to determine the therapeutic poten-
tial of delivery modalities in in vivo models of chronic inflammation. Future studies will elu-
cidate whether intervention in endothelial activation is able to abrogate the vicious circle of
leucocyte recruitment and tissue damage, thereby improving the diseased state.
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8 Strategies for Specific Drug Targeting 
to Tumour Cells

Jos G. W. Kosterink, Wijnand Helfrich, Lou F. M. H. de Leij

8.1 Introduction

Cancer is the second most common cause of death among adults in most Western countries.
Great progress has been made in the treatment of selected malignancies and approximately
50% of all malignancies can be cured by current treatment strategies. The majority of these
cures are achieved by surgery, that is if the disease has not spread throughout the whole body.
Radiotherapy and chemotherapy used alone or in combination have greatly improved the
management of patients with a variety of solid and haematologic malignancies. Chemother-
apy has curative potentials in patients with various haematologic malignancies, testicular
cancer and germ cell tumours. Despite improvements in the treatment of most metastatic sol-
id tumours, these remain largely incurable. Reasons for this are insufficient tumour selectiv-
ity of anti-cancer agents and poor penetration within the tumour mass [1,2]. Another prob-
lem is that after surgical removal of the solid tumour, metastatic cells that are resistant to
conventional chemotherapy often remain. The same holds for tumours with high metastatic
capacity and high proliferation rates, even though these might be sensitive initially to chemo-
or radiotherapy. Relapse may occur with therapy-resistant recurrences. New therapeutic ap-
proaches are under investigation to address these obstacles.

The purpose of this chapter is to describe briefly the pathology of cancer, the cell types in-
volved in cancer disease, the currently available therapeutics and problems/hurdles to tu-
mour-directed drug delivery/targeting.The following will be discussed in more detail: surface
epitopes for targeting, molecular targets within the cells for therapeutic intervention, suitable
targeting devices, drugs of choice for targeting and in-vitro and in-vivo techniques which are
available to study the various approaches. Finally the current clinical experience with target-
ed anti-cancer drugs will be discussed.

8.2 Cancer Pathology

8.2.1 Cell Biology of Cancer

In the cell cycle, dividing cells undergo one mitosis (M) after another, passing through G1, S
(DNA synthesis phase), and G2 phases. Some cells leave the cycle temporarily, entering a G0

state from which they can be rescued by appropriate mitogenic stimuli. Other cells leave the
cycle permanently, entering terminal differentiation.
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Any population of cells can grow in number by any one of three mechanisms: shortening
the length of the cell cycle, decreasing the rate of cell death, and moving G0 cells into the cell
cycle. All three mechanisms operate in normal and abnormal growth. In most tumours, all
three mechanisms are important in determining the growth of the tumour, which is best
characterized by its doubling time. Doubling time of tumours range from as little as 17 days
for Ewing sarcoma to more than 600 days for certain adenocarcinomas of the colon and rec-
tum. However, the fastest growing tumour is probably Burkitt’s lymphoma, with a mean dou-
bling time of less than 3 days.

Cancer is a multi-step process in which multiple genetic alterations must occur, usually
over a span of years, to have a cumulative effect on the control of cell differentiation, cell di-
vision, and growth [3].

As in cancer predisposing syndromes, these genetic alterations are sometimes carried in
the germline.Among human tumours, heritable mutations are an exception. Most alterations
are acquired in somatic life in the form of chromosomal translocations, deletions, inversions,
amplifications or point mutations. Certain oncogenic viruses play important roles in a few hu-
man tumours. Examples are human papilloma-virus in cervical cancer and skin tumours, Ep-
stein-Barr virus in nasopharyngeal carcinoma and Burkitt’s lymphoma, and human T-cell
leukaemia viruses (e.g. HTLV-I, HTLV-II) in T-cell leukaemia.

In recent past decades there has been an extraordinary progress in the understanding of
the mechanisms of oncogenesis. The application of molecular biological techniques in the
field of tumour virology, cytogenetics, and cell biology led to the discovery of the transform-
ing genes of tumour viruses, the genes activated at the breakpoints of non-random chromo-
somal translocations of lymphomas and leukaemias, the correlation between growth factors
or growth factor receptors and certain transforming genes, and the existence of transforming
genes that are activated in vivo and in vitro by direct-acting chemical carcinogens [4–6]. The
transforming genes are collectively called oncogenes. Oncogene products are positive effec-
tors of transformation.They impose their activity on the cell to elicit the transformed pheno-
type and can be considered positive regulators of growth. To the transformed cell, they rep-
resent a gain in function. Tumour suppressor gene products are negative growth regulators
and their loss of function results in expression of the transformed phenotype.

The normally functioning cellular counterparts of the oncogenes, called protooncogenes
are also important regulators of biological processes.They are localized in different cell com-
partments, are expressed at different stages of the cell cycle, and appear to be involved in the
cascade of events that maintain the ordered procession through the cell cycle.

The cell cycle is regulated by external mitogens (e.g. growth factors, peptide and steroid
hormones, lymphokines), which activate a process called signal transduction by which specif-
ic signals are transmitted within the cell to the nucleus. The process is also mediated by non-
integral-membrane-associated proteins belonging to the tyrosine kinase, RAS gene families,
and members of the MAPK family. Signals generated by mitogenic stimulation can lead to
the expression of specific genes coding for proteins localized in the nucleus. Certain members
of the nuclear oncogene protein family have been shown to be transactivators of specific
RNA transcripts.
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8.2.2 Histogenesis

The traditional principle of tumour histogenesis is that neoplasms characterized by a certain
phenotype arise from normal cells of similar phenotype. Considerable evidence has accumu-
lated in recent years which indicates that this histogenetic assumption is incorrect. Most, if
not all, neoplasms arise from immature cells, which in the course of neoplastic transformation
acquire phenotypic features equivalent to those of one or more normal cell types. Often this
differentiation develops along lines analogous to those expected under normal conditions for
that particular cell.

The characterization and genesis of neoplasms on the basis of morphological (shape-relat-
ed) features is needed for the evaluation of the common traits and differences among the
many types of neoplasms that can affect the human body. Such identification and classifica-
tion confirms that many different cell types can be involved in cancer.

The traditional classification of neoplasms on the basis of their behaviour postulates be-
nign (non-metastatic) and malignant (metastatic) types. These designations are determined
by the expected behaviour of the tumour rather than its microscopic appearance. This divi-
sion of tumours into benign and malignant represents a gross oversimplification of the wide
behavioural range exhibited by tumour cells in terms of local aggressiveness and metastatic
potential.

Determination of the microscopic type of a malignancy does not always provide all the in-
formation needed to predict the clinical course of the disease or to choose the appropriate
therapy. Microscopic grading is an attempt to determine the degree of malignancy indepen-
dently from cell type and is based on the evaluation of several parameters, which vary de-
pending on the system being studied. They include cellularity, pleomorphism, mitotic activi-
ty, type of margins, amount of matrix formation, and presence of haemorrhage, necrosis and
inflammation.

The number of grades varies from system to system, but in general the three-grade system
(well differentiated, moderately differentiated, and poorly differentiated, or undifferentiat-
ed; or grades I, II and III, respectively) has proved to be the most reproducible and the best
suited to prediction of survival.

For more detailed information about cancer pathology readers are referred to De Vita
et al. [7].

8.3 Currently Available Therapeutics

Non-surgical methods of cancer treatment, primarily radiation therapy and chemotherapy,
rely almost exclusively on procedures that kill cells.The main problem with these treatments
is that they do not provide specificity for cancer cells. In the case of radiation therapy, a de-
gree of specificity is achieved by localizing the radiation to the tumour and its immediate sur-
rounding normal tissue. For anti-cancer drugs, it is primarily the rapid proliferation of many
of the cancer cells that makes them more sensitive to cell killing than their normal counter-
parts. However, both modalities are limited by their cytotoxic effects on normal cells. In the
case of radiotherapy, normal tissue surrounding the tumour limits the radiation dose, where-
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as for anti-cancer drugs, it is usually the killing of rapidly dividing normal cells such as those
in the bone marrow, hair follicles, and epithelial cells lining the gastrointestinal tract, that lim-
its the dose that can be given.

8.4 Barriers in Tumour-directed Therapies/Strategies

The success of treating tumours, especially solid tumours, by systemic therapy depends on
various characteristics of the tumour. Besides the importance of intrinsic drug activity and
the potential targets within the tumour cells, drug pharmacokinetics and whole body distrib-
ution, site of delivery and the ability of site-specific targeting (affinity) are important fea-
tures.

In the following sections tumour cell-directed targeting and intracellular delivery of drugs
will be discussed. This includes crucial factors such as tumour structure and physiology as
well as physiological, cellular, molecular, biochemical and pharmacokinetic barriers.

8.4.1 Tumour Structure and Physiology

At the simplest level, the successful delivery of cytotoxic agents, either as small molecules or
associated with polymers or liposomes, to a solid tumour depends on the relationship be-
tween the tumour cells and the blood vessels supporting their growth. Therefore the first re-
quirement for effective delivery is a fully functional vasculature with respect to perfusion
function. For those strategies of treatment where blockade of the tumour blood flow or inhi-
bition of tumour growth is associated with angiogenesis, other considerations need to be tak-
en into account as will be discussed in Chapter 9.

In solid tumours the criterion of adequate perfusion is rarely met. Solid tumours comprise
of sheets or nests of neoplastic cells interspersed within a supporting stroma. The stromal
component of the tumour is composed of fibroblasts, inflammatory cells, and blood vessels,
and may represent as much as 90% of the mass of a tumour, depending on the tumour type
[8]. The supporting stroma plays a critical role, in particular in the formation of new blood
vessels in the growth of solid tumours [9]. It is not possible for a tumour to grow in excess of
1–2 mm in diameter without evoking a new blood supply. Neovascularization is necessary for
growth of the tumour in order to maintain the supply of nutrients and to remove the resul-
tant catabolites. This process of new vessel formation, or angiogenesis, is the result of a com-
plex programme of proteolytic and migratory events involving the endothelial cell [10] (see
also Chapter 9). There is much evidence to support the observation that this process is medi-
ated by growth factors produced by tumour cells or by immune competent effector cells in-
filtrating the tumour parenchyma, or both [11,12]. As a result of the intense local angiogenic
pressures, the vasculature of many tumours appears abnormal [13]. This abnormality occurs
at the level of the vessel wall itself which is often characterized by an interrupted endotheli-
um and/or an incomplete basement membrane.

Abnormalities of vessel architecture on a macroscopic scale are also frequently observed.
Pre-existing arterioles and venules inevitably incorporated into the growing tumour mass
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may become obstructed and compressed, while other arterioles appear to be maximally di-
lated, displaying loss of vasomotion. Similarly, the neovasculature arising from pre-existing
venules often displays a range of abnormalities, including increased blood vessel tortuosity
and elongation, as well as abnormal and heterogeneous capillary density. The overall picture
will depend on the nature and developmental stage of the tumour.

8.4.2 Physiological Barriers

Overall, the pattern of perfusion in human tumours is non-uniform, and human tumours con-
tain well-perfused, rapidly growing regions, as well as poorly-perfused, often necrotic, re-
gions. So the first obstacle to effective systemic treatments is the heterogenicity of the distri-
bution of areas of growth within the tumour.

The next barrier to appropriate delivery of cytotoxic agents is the transport of agents
across the blood vessel wall into the interstitium. In normal tissues an intact endothelium acts
as a selective barrier to all but the smallest molecules and ions. Larger molecules may pene-
trate by para- or trans-cellular pathways and in some cases by active transport. Barrier func-
tion in tumours is often inadequate due to compromised endothelial integrity. Because of this
reduced integrity, access for drugs and macromolecules such as antibodies and liposomes can
be increased. However, hydrodynamics and solute behaviour influence the movement of
such agents and the net effect of diffusive and convective forces may differ considerably from
that predicted from observations on normal tissues [14].

Diffusion, particularly of macromolecules, plays a minor role in transport across this barri-
er. Convection due to leaky blood vessels, on the other hand, should enhance delivery; yet the
movement of drugs and macromolecules into the interstitium is often surprisingly limited.
This is generally attributed to a diminished hydrostatic pressure gradient between the vascu-
lar compartment and the interstitium, which is explained by decreased vascular pressure or
increased interstitial pressure, or both.

There are several consequences of these anomalies in pressure gradients for the delivery
and distribution of drugs and macromolecules within the tumour interstitium. First, high in-
terstitial pressures mean that the central regions of the tumour, already poorly perfused,
demonstrate low or non-existent convective flow into the interstitium. Furthermore, intersti-
tial convective flow will tend to radiate outward from the centre, towards the periphery and
regions of lower interstitial pressure. Therefore, only small amounts of drugs or macromole-
cules will reach cells in the centre of the tumour. At the tumour periphery, where convective
transfer across the blood vessel wall might take place, further movement towards the centre
of the tumour will be impeded by bulk flow in the opposite direction.

In summary, in solid tumours the laws of hydrodynamics and transport of solutes mitigate
against the successful delivery of drugs and macromolecules to tumour cells.

8.4.3 Cellular and Biochemical Barriers, Multi-drug Resistance

The first barrier at the level of the single cell is the cell membrane. Although the majority of
drugs gains access into cells by passive diffusion, a number of anti-metabolites is actively
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transported.Also, there are certain membrane proteins which act as energy-dependent efflux
pumps for a number of commonly used chemotherapy drugs. Examples of these proteins are
P-glycoprotein (P-gp), first described by Juliano and Ling [15], as well as the multi-drug re-
sistance related protein (MRP), [16] and the lung resistance related protein (LRP) [17,18].
These proteins are either alone or in concert operative in the phenomenon known as multi-
drug resistance (MDR).

Frequently used cytostatic agents which are involved in MDR are the anthracyclines (dox-
orubicin, daunorubicin), vinca-alkaloids (vincristine, vinblastine), epipodohyllotoxins
(etoposide), and taxanes (paclitaxel). The most extensively studied mechanism is the over-
expression of P-gp, which is a 170-kDa transmembrane drug efflux pump encoded by the
MDR1 gene in humans. Another mechanism is the over-expression of MRP, a 190-kDa drug
efflux pump, encoded by the MRP1 gene.A third mechanism which is involved in MDR is the
heterotopic expression of LRP. This protein is extensively expressed in a variety of normal
tissues, especially in the bronchus, renal proximal tubulus, canalicular domain of the hepato-
cyte [19], macrophages and adrenal cortex. In vitro studies also suggest that LRP has a role
in the compartmentalization and transport of chemotherapeutic drugs out of the tumour
cells.

Once a drug has entered the cell, detoxification mechanisms within the cytoplasm can po-
tentially inactivate cytotoxic drugs. These include the activity of glutathione and the glu-
tathione-S-transferase enzyme. At the nuclear level there is a wide variety of proteins avail-
able to protect the cell against chemotherapy-induced damage. The topoisomerase enzymes
[20] are common targets for cytotoxic drugs. Topoisomerases are nuclear enzymes, which are
involved in DNA replication. Inhibitors of the topoisomerase-1 include agents based on the
camptothecin structure, topotecan and irinotecan. They stabilize the covalent complex be-
tween DNA and topoisomerase-1 resulting in DNA breakdown and finally cell death. In-
hibitors of topoisomerase-2 include etoposide, teniposide and doxorubicin.

The malignant cell, similar to the normal cell, has a complex array of enzymes involved in
recognizing and repairing DNA damage. Increased levels of DNA repair enzymes have been
identified in models of resistance to cytotoxic drugs, in particular to methylating agents, with
elevations in O-methyltransferase, and in resistance to platinum-based drugs. So, in addition
to the tumour structure and physiological barriers, there is a variety of ways by which an in-
dividual tumour cell can escape adequate targeting of drugs and/or their cytotoxic effects.

8.4.4 Pharmacokinetic Barriers

Before reaching the site of action (tumour cells), basic pharmacokinetic tolerance and whole
body distribution patterns of cytotoxic drugs play an important role in the final outcome of
drug treatment. As a result of unfavourable pharmacokinetics, patients are often unable to
tolerate effective doses due to unacceptable toxicity. This holds true especially for the more
conventional cytotoxic drugs. There is also a variability between patients in pharmacokinetic
tolerance of cytotoxic drugs, e.g. in parameters such as oral bio-availability of drugs, differ-
ences in excretion rate (partially P-gp mediated), and altered metabolism through variations
in cytochrome P-450 iso-enzyme activities, particularly in the elderly.The vast majority of cy-
totoxic drugs are metabolized via cytochrome P-450-dependent mechanisms, and many of
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these drugs are excreted through the kidneys and liver at least partially by the P-gp systems
[19].

The use of so-called reversal agents to block P-gp in order to decrease multi-drug resis-
tance, will therefore also affect the elimination rate of those anti-cancer agents that are sub-
strates for this transport system [19].

The pharmacokinetic processing of macromolecules used as targeting devices or drug car-
rier systems is different from that of conventional cytotoxic drugs and plays an important
role in e.g. the targeting efficiency of these cytotoxic agents coupled to the macromolecules.

8.5 Strategies to Deliver Drugs to Targets within the Tumour
(Cells)

As discussed above there are several hurdles to overcome in attempting to enhance the de-
livery of the drug to the tumour cell. In addition to the use of high dose chemotherapy with
concomitant protection of normal tissues, a number of other approaches have been devel-
oped. Local perfusion is used with significant benefit in some cancers. This technique is how-
ever limited to cancers localized to a single site, e.g. to one of the extremities. This approach
will not be discussed here.

Other approaches have been exploited in attempting to increase the therapeutic index by
improving the specificity and efficacy of the drug and reducing the toxicity. One example of
this is to target the cytotoxic agent to the tumour cells.To increase specificity and reduce tox-
icity, trigger mechanisms have been designed to activate cytotoxic agents synthesized in their
pro-drug/inactive forms, in a site selective manner.Triggering signals can be either exogenous
factors such as light or chemicals or endogenous (cellular) factors such as enzymes. The in-
herent features of cancer cells can also be used in the development of targeting agents for tu-
mour cells. Cancer cells often over-express specific (tumour) antigens, carbohydrate struc-
tures, or growth factor receptors on their cell surface. In addition to tumour cell membrane-
specific antigens, some cells also express unique proteases. Based on the above concepts, var-
ious strategies for targeting cytotoxic agents are under development and are currently being
tested in pre-clinical and/or clinical settings. These include:

(1) Monoclonal antibodies (MAb) against tumour-associated antigens or growth factors us-
ing their intrinsic activity or used as carriers to target cytotoxic drugs, radionuclides and
toxins (Section 8.5.1).

(2) Bispecific monoclonal antibodies (BsMAb) which combine the specificity of two differ-
ent antibodies within one molecule and cross-link an effector cell or a toxic molecule with
the target cell (Section 8.5.2).

(3) Pro-drugs in conjunction with enzymes or enzyme–MAb conjugates (Section 8.5.3).
(4) Synthetic copolymers as drug carriers (Section 8.5.4);
(5) Liposomes as carriers for drug delivery (Section 8.5.5).

The following sections will discuss these different approaches in more detail. Only those ap-
proaches which are of interest for potential development into clinical strategies will be dis-
cussed.
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8.5.1 Monoclonal Antibody-mediated Therapeutics

The ground-breaking development of monoclonal antibodies by Köhler and Milstein [21]
initiated the development of antibody-mediated therapeutics for cancer. Because of their
unique specificity, MAb were predicted to become the magic bullets in the battle against can-
cer. Over the last two and a half decades MAbs have moved from clone to clinic for the treat-
ment of various malignancies. Several MAbs are currently entering clinical trials and should
appear on the market in the next few years. The first MAb for cancer therapy was approved
in the US in 1997.

MAbs have been used in a natural, fragmented, chemically modified, or recombinant form
in a variety of settings (Figure 8.1a–d). They have been coupled to drugs, toxins, enzymes, ra-
dionuclides, cytokines, superantigens and drug-filled liposomes (Figure 8.1e–f).The develop-
ment of each construct, their advantages and disadvantages will be discussed as well as their
applications in animal models and patient populations. For a more detailed review readers
are also referred to Farah et al. [22].

As the specificity and availability of the target epitope expressed by the tumour cells are
important determinants for therapeutic outcome, the most interesting antigenic targets will
be discussed below.

8.5.1.1 Antigenic Targets

Many different tumour-associated antigens (TAAs) have been described for targeted im-
munotherapy. General considerations that rationalize the choice of a target antigen are:

(1) The expression of the antigen on the tumour cells should be homogenous throughout the
tumour and high enough to ensure the effective binding of the antibody of choice.
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Figure 8.1. MAb Constructs. (a) A murine immunglobulin IgG molecule contains two heavy chains (H)
and two light chains (L). The heavy and light chains are linked by an interchain disulfide bond indicated
by a horizontal line between the CH1 and CL domains. The heavy chains are also linked to each other
by one or more interchain disulfide bonds (indicated by horizontal lines in the CH2 domain). (b)
Fragments of IgG generated by enzymatic digestion. (1) F(ab)′2 fragments are generated by pepsin
digestion of IgG. (2) F(ab)′ fragments are generated by reduction of F(ab)′2 fragments. (3) Fab
fragments are generated by papain digestion. (c) Recombinant MAbs. (1) Chimeric MAbs have mouse 
F(ab)′2 portions (white) and human Fc portions (black). (2) Humanized MAbs contain mouse
hypervariable regions (CDRs) (white) and human framework regions (black). (3) Recombinant
fragments: (I) Fv fragments are heterodimers composed of noncovalenty associated variable domains of
the heavy and light chains, (II) single chain Fvs (scFvs) are covalently linked through a polypeptide
linker that can be introduced to stabilize interchain association, (III) a diabody consists of two scFv
molecules, (IV) a triabody consists of three Fvs. These are a few of more common constructs that have
been described to date. (d) Bispecific MAbs. (1) Tetravalent, chemically cross-linked molecules. Two
MAbs are held together covalently by a chemical cross-linker. This construct has four binding sites: two
for antigen A, and two for antigen B. (2) Divalent quadromas are obtained from the secretions of hybrid
hybridomas. The quadroma receives one set of heavy and light chains from each parent hybridoma,
creating one binding site for antigen A and one for antigen B. (3) Divalent recombinant molecules are
single-chain fusion proteins with one binding site for antigen A and for antigen B. (e) Immuno-
conjugates are MAbs linked to toxic agents or effector molecules. The linkage can be chemical or the
immunconjugate can be generated by genetic engineering. (f) Immunoliposomes consists of a toxic agent
encapsulated within a lipid vesicle with multiple MAbs attached to the vesicle as targeting moieties.
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(2) Expression of the antigen by normal tissues should be limited or, if the antigen is ex-
pressed on normal tissue, it should be inaccessible to antibodies in these tissues.

(3) The antigen should be membrane bound and not shed from the cell surface. One of the
positive exceptions to this rule is carcinoembryonic antigen (CEA) which is also present
in the serum of patients in significant concentrations.

The heterogeneity of tumours as well as the fact that their antigenic make-up resembles
that of the equivalent normal tissues, has made it difficult to identify suitable target mole-
cules. In the following, a number of potential target antigens for such an approach are dis-
cussed [23].The surface Ig idiotype sequences present in B-cell malignancies are close to ide-
al with respect to specificity as they truly represent a tumour specific antigen. However, anti-
idiotype targeting has several drawbacks that are difficult to overcome. First, the unique in-
trinsic specificity of the surface Ig implies that new antibodies have to be generated for every
distinct B-cell clone. Second, soluble malignant B-cell-produced antibody present in the
serum may act as a scavenger for the therapeutic anti-idiotypic antibodies thereby prevent-
ing them from binding to their membrane bound target [24]. Other B-cell-specific target anti-
gens include the normal B-cell markers such as CD19 or CD20, which are present on a wide
range of B-cell-derived malignancies. Immunotherapy directed against normal B-cell-specif-
ic markers holds the risk of compromising the natural immune response by eradication of the
complete B-cell repertoire. However it may be anticipated that this immune ‘gap’ can be re-
stored by new, bone-marrow-derived B-cells.

Carcinomas are frequently occurring solid tumours. Examples of carcinoma-associated
antigens that have been exploited in therapeutic protocols are c-erbB-1 or epidermal growth
factor (EGF) receptor, c-erbB-2 or HERs/neu antigen, the folate receptor or folate-binding
protein (FBP) and the epithelial glycoprotein-2 (EGP-2) [25]. Over-expression of the 
c-erbB-1 proto-oncogene product was reported in squamous cell carcinomas of the lung
[26,27], adenocarcinomas and large cell carcinomas [28]. The proto-oncogene product 
c-erbB-2 is amplified in a variety of adenocarcinomas and squamous cell carcinomas, includ-
ing lung, breast, gastric and colon cancer [29,30].The antigen is also expressed in normal lung
tissue [28].

A number of both pre-clinical and clinical studies have used the folate receptor or FBP as
a target for immunotherapy of ovarian carcinoma [31,32]. Expression of this tumour-associ-
ated antigen by normal tissues is restricted [33]. The carcinoma-associated antigen, EGP-2,
also called EpCAM, is a 38-kDA transmembrane glycoprotein, present on the majority of
simple, stratified and transitional epithelia [34].The biological function of EGP-2 has not yet
been established.

Another approach in solid tumour therapy is to target antibodies to antigens expressed on
the tumour vasculature, rather than to tumour-associated antigens of solid tumours. This has
shown impressive activity in pre-clinical models [35,36]. Directing therapy to the accessible
vascular compartment reduces the impact of the physical barriers of solid tumours, such as
heterogeneous blood flow and elevated interstitial pressure [14]. Identification of appropri-
ate target antigens that are expressed on the tumour vasculature, but not on cells of normal
vessels, is an area of ongoing interest (see also Chapter 9).

Monoclonal antibodies against tumour-associated antigens or growth factors have been
used to target the delivery of cytotoxic drugs, radionuclides and (bacterial) toxins [22]. Simi-
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larly cytotoxic immune effector cells have been redirected to kill tumour cells using bispecif-
ic antibodies [37]. These approaches will be discussed below.

8.5.1.2 Unconjugated Antibodies

Some unconjugated or ‘naked’ MAbs can induce anti-tumour effects by mechanisms that in-
clude the activation of the effector cells of the immune system, or the fixation of complement
(C) (Figure 8.2). The former, called antibody dependent cellular cytotoxicity (ADCC), de-
pends on the ability of lymphocytes, macrophages, and granulocytes to recognize the Fc re-
gion (see Figure 8.1a) of the tumour cell-bound antibody.The latter involves activation of the
C cascade that eventually punches holes in the plasma membrane of the target cell. Unfortu-
nately, one of the inherent weaknesses of using mouse MAbs to treat humans is their inabil-
ity to effectively activate human ADCC or human C because of structural differences be-
tween the Fc portions of mouse and human Igs [38]. Of the different subclasses of mouse
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Figure 8.2. Monoclonal antibodies can block tumor growth using many mechanisms. Top, monoclonal
antibodies recognize antigens on the target cell, in this case a cancer cell. 1. Monoclonal antibody bound
to antigen activates complement components (small ring between the two antibody molecules), leading
to opsonization of cancer cells by phagocytic cells expressing complement receptors (half-circles), direct
lysis of tumor cells and inflammation with recruitment of inflammatory cells. 2. Monoclonal antibody
binds to activating Fc receptors on the effector cells, leading to anti-body.dependent cellular cytotoxicity
(ADCC) or release of cytokines. 3. Monoclonal antibody binds to inhibitory Fc receptors (or to both
activation and inhibitory Fc receptors), inhibiting effector cell activation. 4. Monoclonal antibody binds
directly to growth factor receptors or other signaling molecules on the cancer cell, leading to cell death
reprinted with permission from [155]. 



IgGs, IgG2a is the one which is most efficient in mediating human ADCC, whereas IgG3 can
mediate potent C-dependent cytolysis [39].

Some MAbs have the ability to signal target cells to undergo cell cycle arrest (CCA) or
apoptosis.The prototypic example of such a MAb is anti-Fas that signals apoptosis in all Fas-
positive cells [40,41]. However, because of the ubiquitous expression of Fas, administration of
anti-Fas is lethal. Other MAbs, particularly when used as homodimers [42] which hyper-
crosslink their antigenic targets, can induce CCA or apoptosis. Both anti-CD19 and anti-
CD22 induce CCA in several Burkitt’s lymphoma cell lines both in vitro and in mice
xenografted with human tumours [43]. Anti-Id MAbs are also thought to be of therapeutic
value because of their ability to direct negative signals to tumour cells [44].

More recently, our knowledge of cellular signalling pathways has led to the development
of MAbs which target molecules involved in the regulation of tumour cell growth. Cytostat-
ic or cytotoxic effects can result from the binding of a MAb to growth factors or cellular
growth factor receptors which are required for tumour cell survival [45]. For example, many
adult carcinomas depend, in part, on the autocrine or paracrine effects of epidermal growth
factor (EGF) or transforming growth factor-α (TGF-α).As a result, some anti-EGF receptor
MAbs have anti-tumour activity in tumours of the breast, vulva, cervix, and in squamous cell
carcinomas [45]. Other MAbs targeting various cell surface growth factor receptors have also
effectively induced CCA or apoptosis in tumour cells [40,46,47].

To potentiate the cytotoxic effects of MAbs with low endogenous activity, cytokines and
activated effector cells have been co-administered [48]. Cytokines can increase extravasation
of MAbs into the tumour and, by inducing local inflammatory responses, enhance the influx
of effector cells. For example, the addition of interleukin-2 (IL-2) or the concomitant adop-
tive transfer of lymphokine-activated killer cells (LAKs) can enhance the activity of MAbs.
Other cytokines, such as interferon-gamma (IFNγ) and IFNα can augment the delivery of
MAbs to tumour targets by upregulating antigen expression [48,49]. The use of activated ef-
fector cells (peripheral blood mononuclear cells or granulocytes) in combination with MAbs
has also resulted in their increased cytotoxicity to various tumours [48].

8.5.1.2.1 Potential Disadvantages and Limitations of the MAb Approach

Unfortunately, the clinical efficacy of MAb-directed therapy is often limited. One important
factor in this respect is that the target antigen is expressed on normal as well as malignant
cells. With the exception of MAbs to idiotypic domains of B-lymphocytes, MAbs which are
exclusively tumour-specific have not been identified. Rather, most currently used MAbs rec-
ognize tumour-associated antigens expressed at higher density on malignant cells relative to
normal cells. Furthermore, MAbs are murine in origin, particularly those used in past re-
search.As a consequence, human anti-mouse antibody (HAMA) responses developed in pa-
tients treated with murine MAbs, led to accelerated clearance of the administered MAb and
blocking of the therapeutic effect.

As mentioned in Section 8.4.2, elevated interstitial pressure, heterogeneous and reduced
functional vasculature, and the relatively large distances that Mabs have to travel in the tu-
mour interstitium, are hurdles which need to be overcome in the pursuit of efficient drug tar-
geting. The relatively large molecular weight of Mabs (approximately 150 kDa) [2,14], also
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contributes to limited tumour penetration and minimal efficacy especially if MAb-directed
therapies are used as single agents in patients with advanced disease.

Several modifications have been explored to improve efficacy. The problem of relatively
large molecular weight can be partially resolved by using fragments of IgG generated by en-
zymatic digestion (Figure 8.1b). With advances in protein engineering, efforts are being
aimed at reducing the size of the MAb, as well as reducing immunogenicity by using chimeric
or humanized MAbs [39] (see Section 8.5.1.3). Despite these concerns, adverse effects of
naked MAb, even after repetitive administration, are uncommon, and when they occur they
are usually readily reversible.

8.5.1.3 Recombinant Antibodies

8.5.1.3.1 Recombinant DNA Technology

Recombinant DNA technology can be exploited to deal with the above-mentioned problems
and has been used not only to manipulate the size, but also the shape, affinity, and immuno-
genicity of the MAb molecule. Chimeric versions of murine MAbs can be constructed
through combination of variable chains of the original murine MAb with the constant do-
mains of human Ig. This serves to enhance effector functions and reduce the chances of a
HAMA response occurring (Figure 8.1c).Alternatively, the six hypervariable loops (comple-
mentarity determining regions, CDRs) forming the antigen binding site of a murine antibody
can be transplanted into a human framework resulting in a CDR-grafted or humanized anti-
body (Figure 8.1c).

8.5.1.3.2 Single Chain Fv Antibody Fragments

In addition to modified complete Ig molecules, recombinant DNA technology has been used
to construct small antibody-like molecules called single chain Fv fragments (scFv) [50,51]
(Figure 8.1c). Briefly scFvs are recombinant antibody fragments consisting of only the vari-
able light chain (VL) and variable heavy chain (VH) domains covalently connected by a flex-
ible polypeptide linker typically composed of 15 amino acid residues ((Glycine4Serine)3).
Due to their relatively small size (approximately 26 kDa), scFvs are rapidly distributed and a
significant improvement in penetration into solid tumours has been shown in vivo. Murine
scFv fragments can be produced by PCR-based gene assembly using mRNA templates iso-
lated from the corresponding hybridoma cell line [52].

Functional expression (display) of scFv proteins on the surface of bacteriophage has been
widely exploited in the selection of scFvs which have retained the binding properties charac-
teristic of the MAb from which they were derived (see also Chapter 10 on the application of
phage display for target antigen-specific scFv identification). The inherent advantage of
phage display technology is its direct link between the DNA sequence and the protein func-
tion [53]. Large numbers of clones can be rapidly screened for antigen binding, making it the
method of choice for hybridoma Ig cloning. It is clear that molecular cloning and sequencing
of scFv forms the basis for further antibody engineering and modelling.
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8.5.1.3.3 Phage Display Library

As an alternative to immunization and hybridoma construction procedures, it is possible now
to construct large (synthetic) human antibody gene repertoires entirely in vitro (see also
Chapter 10). This procedure can generate a huge library of recombinant filamentous bacte-
riophages that express hundreds of millions of different human scFvs on their tips fused to
the phage minor coat protein III [38,54]. The scFvs displayed by these phages can show anti-
gen binding activity and phages with the desired binding characteristics and specificity can be
selected by panning on the antigen.The selected phage (including the genetic information of
the displayed scFv inside) can be rescued and grown after each round of panning after which
the ‘enriched’ phage library is again subjected to selection so that even rare phages (< 1/108)
can be isolated. Using this strategy human antibodies and/or their fragments have been iso-
lated with specificities against foreign and self antigens [55].

8.5.1.3.4 Transgenic ‘Human’ Animals

A further advance in antibody technology is the development of transgenic mouse ‘human’
strains. XenoMouse animals have been engineered in such a way that they now produce ex-
clusively human antibodies rather than murine antibodies when immunized. The use of
XenoMouse animals to produce MAbs avoids the need for any engineering of the antibody
genes, since the products are already 100% human protein. XenoMouse animals are fully
compatible with standard hybridoma technology and can be readily adopted by laboratories
experienced in monoclonal antibody production [56].

8.5.1.3.5 Considerations for Recombinant Antibody Production

When the biodistribution of scFv (Figure 8.1c), Fab′, (Fab)2′ (Figure 8.1b), and IgG (Fig-
ure 8.1a) were compared, most of the intact IgG delivered to tumours was concentrated in
the region immediately adjacent to the blood vessels.The Fab′ and F(ab)2′ fragments demon-
strated intermediate degrees of tumour penetration, while the scFv was distributed more
evenly throughout the tumour [57].

In mice with human breast carcinoma xenografts, a humanized IgG anti-HER-2 MAb
eradicated well-established tumours [58]. In addition, a humanized version of an IgG anti-
CD33 MAb (HuM 195) mediated ADCC in vitro [59] and had an 8.6-fold higher avidity than
the parent murine Mab. Recombinant antibody fragments may have valuable properties as
discussed above, but their biophysical behaviour, production yield and low thermostability
leaves much to be desired and thereby limits their usefulness for in-vivo applications so far
[60]. One possibility to improve these characteristics of scFv fragments with suboptimal sta-
bility and/or folding yield, is the grafting of their CDRs onto the framework of a different,
more stable scFv [61,62].

Another valuable tool for the development of scFv-based therapeutics consists of a versatile
expression vector for the rapid construction and evaluation of scFv-based fusion proteins and
bispecific scFv [63]. The vector was used for grafting a number of biological effector princi-
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ples onto anti-EGP-2 scFv. Biologically-active fusion proteins were produced by directing them
through the endoplasmic reticulum-based protein folding machinery of eukaryotic cells.This
procedure may help to identify those fusion proteins that which desirable characteristics such
stability and biological activity in the presence of serum and at low protein concentrations.

Biophysical properties such as high thermal stability are thus of paramount importance in
the decision as to whether or not these molecules are useful in vivo.The above described ap-
proaches may provide a strategy to meet these requirements and may eventually result in at-
tractive modalities for the targeting of solid tumours in patients.

8.5.1.4 Immunotoxins (ITs)

The conjugates referred to as ITs are hybrid molecules consisting of MAbs linked to power-
ful toxins (or toxin subunits) purified from plants, fungi, or bacteria [64] (Figure 8.1e and
Table 8.1). These toxins inhibit protein synthesis after internalization, leading to death of the
targeted cell. Small quantities of ITs when compared with unconjugated MAbs, are needed
for effective target cell killing. In fact, a single toxin molecule in the cytosol can kill a target
cell, and, unlike chemotherapeutic agents, ITs will kill both resting and dividing cells.

Limitations to IT therapy include their immunogenicity and toxicity. Dose-limiting side-ef-
fects of IT therapy include hepatotoxicity and vascular leak syndrome.
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Table 8.1. Toxins ued for the preparation of ITs.

Source Toxin Enzymatic activity

Plant Type I RIPs* (single chain) N-glycosidase for 28s rRNA
Pokeweed anti-viral protein (PAP)
Saporin (SAP)
Gelonin
Momordin
Trichosanthin
Barley toxin

Type II RIPs (two chains)
Abrin
Ricin
Viscumin

Bacteria Diphtheria toxin (DT) ADP Ribosylation of EF2
Pseudomonas exotoxin (PE) 

Fungi α-Sarcin Ribonuclease for 28 S RNA
Restrictocin

* RIP: Ribosome-Inactivating Proteins

8.5.1.5 Monoclonal Antibody–Drug Conjugates

MAb–drug conjugates offer the advantages of improving the therapeutic index by increasing
drug uptake by tumour cells, reducing drug toxicity to normal cells, and prolonging bioavail-
ability of the drug and thus more extensive exposure to tumour cells.



Conventional cytotoxic drugs such as doxorubicin, idarubicin, bleomycin, methotrexate,
cytosine arabinoside, chlorambucil, cisplatin, vinca alkaloids, and mitomycin C have all been
conjugated to tumour-binding MAbs [65–69] (Figure 8.1e). Drug conjugates can be prepared
by covalently coupling drugs directly to a MAb or indirectly through an intermediate spacer
molecule such as dextran, human serum albumin, poly-glutamic acid, carboxymethyl dextran,
or amino-dextran. An indirect linkage facilitates the attachment of more drug molecules to
one MAb molecule, in theory resulting in an increased delivery of drug molecules to the tu-
mour (see Chapter 11 on drug–carrier conjugate synthesis strategies).

The members of the enediyne family of antibiotics are highly potent drugs that are good
candidates for attachment to MAbs [70]. Calicheamicin conjugates of e.g. the MAb CT-M-01,
exerted strong cell specific activity against s.c. breast-tumour xenografts in athymic mice [71].
Similar impressive anti-tumour activity was shown with a calicheamicin conjugate of anti-
ganglioside-GD2 MAb used to treat experimental liver metastases in immunocompetent
mice [72].
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Table 8.2. MAb-drug conjugates that have been developed for cancer therapy.

Class of anti-neoplastic drug Drug Disease

Antimetabolites Methotrexate Lung cancer, Colon cancer, 
Teratocarcinoma, T cell 
lymphoma

5-Fluorouracil B leukaemia

Cytosine arabinoside B leukaemia

Aminopterin Murine thymoma

5-Fluoro-2’-deoxyuridine Colon carcinoma

Alkylating agents Chlorambucil Murine thymoma, Murine 
lymphoma, Melanoma

Melphalan Colon Cancer, Murine thymoma

Mitomycin C Lung cancer, Various dissemina-
ted refractory malignancies, 
Gastric cancer

Cisplatinum Ovarian carcinoma

Trenimon Hepatoma

Anthracyclines Doxorubicin/adriamycin Melanoma, Ovarian carcinoma, 
T-cell lymphoma, Colon 
carcinoma, B-cell lymphoma, 
Various disseminated refractory 
malignancies, Breast cancer, Lung 
cancer, Pancreatic cancer, Liver 
cancer, Neuroblastoma

Daunomycin Soft-tissue sarcomas, Mammalian
carcinoma, Hepatoma

Antimitotic agents Vinca alkaloids Lung adenocarcinoma

Miscellaneous agents Bleomycin Leukaemia
Idarubicin Murine thymoma
Maytansine Colon cancer
Calicheamicins Human breast

carcinoma xenografts



In the case of drug–monoclonal antibody conjugates, the entire conjugate may be inter-
nalized after which the drug can be released intracellularly.The drug may also be cleaved ex-
tracellularly and subsequently taken up into tumour cells by diffusion or active transport.
Success with drug–MAb conjugates has been limited thus far because of poor uptake of the
MAb–conjugates especially in solid tumours. Drug delivery is also limited by the number of
drug molecules that can be efficiently carried by each antibody molecule. Furthermore chem-
ical conjugation is usually a complex procedure that can damage both the MAb and the drug
and MAb–conjugates require intra- or extracellularly active biochemicals and/or enzymes to
cleave the active drug from the antibody. Table 8.2 gives an overview of the various anti-
body–drug conjugates that have been developed for cancer therapy to date.

8.5.1.6 Radioimmunoconjugates

Another way of using MAbs as therapeutic agents is to couple them to radionuclides (Fig-
ure 8.1e and Table 8.3). Radioimmunoconjugates offer many advantages in the treatment of
cancer. Cell killing does not rely on the host’s immune system and occurs by the ionizing ef-
fects of emitted radioactive particles [73]. These radioactive cytotoxic particles are effective
over a distance of several cell diameters, allowing eradication of antigen-negative cells by the
radioimmunoconjugate bound to the adjacent antigen-positive tumour cells. This is useful
considering the heterogeneity of antigen expression in some tumours. Finally, the amount of
radioactive MAb delivered to a tumour can be measured non-invasively by imaging [67].The
most important factors for therapeutic efficacy of radioimmunoconjugates are good pene-
tration, favourable pharmacokinetics, and a prolonged time of retention in the tumour [74].
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Table 8.3. Isotopes used for
radioimmunotherapy in cancer

Radioisotope

Beta-emitters lodine-131
Yttrium-90
Rhenium-188
Rhenium-186
Copper-67

Alpha-emitters Bismuth-212
Astatine-211

Electron capture Iodine-125

8.5.2 Bispecific Monoclonal Antibodies

Another approach to selectively inducing tumour cell killing is by the use of bispecific mon-
oclonal antibodies (BsMAb). They combine the specificity of two separate antibodies within
one molecule and cross-link an effector killer cell or a toxic molecule with the target cell to
be destroyed [75]. There are three major approaches for creating BsMAbs. They can be ob-
tained by chemical cross-linking of two MAbs, by fusing two hybridomas [76], or by genetic



engineering [77]. Each method has its advantages and disadvantages. Chemical conjugates
have a well-defined linkage and can be produced in high yield. However, there is lot-to-lot
variability in purity and activity. Quadromas, produced by fusing two hybridomas, can also
produce large quantities of BsMAbs. However, in addition to the desired BsMAb, the
parental MAb and every possible combination of heavy and light chain matches and mis-
matches are also produced. Furthermore, quadromas are often genetically unstable and re-
quire frequent subcloning.With recombinant fusion proteins, it is possible to make new com-
binations of Fab or Fv segments or to combine human and mouse gene segments. Yields and
correct folding of the purified fusion protein can present problems as discussed earlier.

Cytotoxic drugs including toxins such as saporin, ricin A chain, vinca alkaloids, and ra-
dioisotopes have been delivered to tumour cells with BsMAbs that bind to the drug/toxin
with one arm and to a surface molecule on the targeted cell with the other arm.This approach
has proven successful in animals as e.g. shown by Schmidt et al. [78].

Cytotoxic effector cells have also been cross-linked to tumour cells via BsMAb (Fig-
ure 8.3). The BsMAb activates the cytotoxic activity of the effector cell on bridging it to the
target cell. Several effector cells, including phagocytic cells, natural killer (NK) cells and T
lymphocytes, can mediate cellular cytotoxity [37,75,79,80].Adequate pre-activation of the ef-
fector cells is an important requirement in these methods of drug delivery. In the case of T
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Figure 8.3. Schematic representation of bispecific antobody mediated tumor cell recognition by an
immune effector cell. Summarised are effector cell types, trigger molecules and tumor associated
antigens used as a targed as reported in the literature. From reference [37].



cells, the presence of co-stimulatory molecules such as CD28 and cytokines is a prerequisite
to achieve this, whereas granulocytes and macrophages can be activated with granulocyte
macrophage colony stimulating factor (GM-CSF).

Heteroconjugates made by cross-linking two different IgGs are twice as large as MAbs
and thus are limited in their ability to penetrate tumours, although this problem can be
solved by combining two different scFvs resulting in BsMAb formats with minimal molecu-
lar mass.As is the case for all mouse Mab-based therapies, HAMA is generated, but with the
help of humanizing and chimerizing technologies this should become less of a problem in the
future.

8.5.3 Pro-drug Strategy

8.5.3.1 Antibody-directed Enzyme Pro-drug Therapy (ADEPT)

Pro-drugs in combination with enzyme–MAb conjugates can also be used to target tumour
cells [81,82]. The so-called antibody-directed enzyme pro-drug therapy (ADEPT) approach
involves the use of antibody–enzyme conjugates directed against tumour-associated antigens
that achieve in situ activation of subsequently administered pro-drugs. Pro-drugs are inactive
drug precursors that are not readily taken up by cells and hence are less toxic to healthy cells.
The pro-drug can be converted locally in the tumour into the active drug by a specific enzyme
which is covalently linked to tumour-specific antigen-targeted MAbs. When the active form
of the drug is released, it will then distribute to the nearby tumour cells, resulting in cell
death. A number of such pro-drug/MAb–enzyme conjugates have been developed and test-
ed in vitro and in vivo [83,84]. One of the significant advantages of this approach is that the
targeted enzyme can be effective without being endocytosed. Another beneficial aspect is
that a large amount of the drug can be enzymatically generated at the tumour site. Table 8.4
shows some ADEPT strategies developed in recent years. Limitations of ADEPT include
suboptimal tumour uptake due to heterogeneity in antigen expression, development of im-
mune responses against the enzyme component, the risk of diffusion of the active drug away
from the tumour site and the complexity of dosing schedules.

8.5.3.2 Pro-drug Monotherapy

Another pro-drug strategy under development is the concept of ‘monotherapy’. An at-
tractive feature of pro-drug monotherapy, unlike ADEPT, is that antibody–enzyme conju-
gates are not required. In the case of pro-drug monotherapy, local production of elevated lev-
els of enzymes by the tumour is exploited to release the active drug. Pro-drug monotherapy
works well with anthracycline pro-drugs that are activated by β-glucuronidase [85,86] which
can be found in elevated concentrations in necrotic areas of tumour tissue [87]. De Groot
et al. [88] also developed anthracycline pro-drugs that can be activated by the tumour-associ-
ated protease plasmin. The plasmin system plays a key role in tumour invasion and metasta-
sis by its matrix degrading activity and its involvement in tumour growth, most likely by its
participation in growth factor activation and angiogenesis.
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One of the limitations of pro-drug monotherapy may be the risk of diffusion of the active
drug away from the tumour site.

8.5.4 (Synthetic) (co)Polymers

Polymers or synthetic copolymers are believed to accumulate in solid tumours due to en-
hanced vascular permeability of tumour blood vessels combined with a lack of lymphatic
drainage in the tumour tissue [89,90]. Polymer-based targeting strategies can be divided into
two main categories, i.e. polymer–protein conjugates (so far the most widely studied) and
polymer–drug conjugates, particularly those containing conventional anti-tumour agents.
Polymer–drug conjugation can be used to alter the biodistribution, elimination rate and rate
of metabolism of covalently bound drugs. In the case of protein adducts, polymer conjugation
can prolong the protein plasma elimination half-life, reduce proteolytic degradation and may
have the added benefit of reducing immunogenicity. Polyethylene glycol (PEG) is the most
widely used polymer for protein conjugation (Figure 8.4).
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Table 8.4. ADEPT strategies developed for cancer therapy.

Enzyme Pro-drug Active drug

Carboxypeptidase G2 Benzoic acid Benzoic acid
Mustard glutamates mustards

Carboxypeptidase A Methotrexate-alanine Methotrexate

Alkaline phosphatase Etoposide phosphate Etoposide
Mitomycin phosphate Mitomycin
Doxorubicin phosphate Doxorubicin
Phenolmustard phosphate Phenolmustard
Mitomycin phosphate Mitomycin

Beta-glucuronidase Phenolmustard-glucuronide Phenolmustard
Epirubicin-glucuronide Epirubicin
Doxorubicin-glucuronide Doxorubicin

Penicillin amidase Palytoxin-4- Palytoxin
hydroxyphenylacetamide
Doxorubicin-phenoxyacetamide Doxorubicin
Melphalan-phenoxyacetamide Melphalan

Beta-lactamase Cephalosporin vinca alkaloid Desacetylvinblastine
hydrazide

Cephalosporin mustard Phenylenediamine
mustard

Cephalosporin mitomycin C Mitomycin C
Cephalosporin doxorubicin Doxorubicin

Carboxylesterase Paclitaxel carbonate Paclitaxel
Carbonyloxycamptothecin Camptothecin

Cytosine deaminase 5-Fluorocytosine Fluorouracil

Plasmin Doxorubicin tripartate Doxorubicin
Daunorubicin tripartate Daunorubicin



Soluble polymer conjugates have also been proposed as macromolecular pro-drugs for
controlled release and targeting of various low molecular weight, (non-protein) chemicals
[91,92]. In this case, polymer conjugation not only serves to alter drug biodistribution by re-
stricting cellular capture to the lysosomotropic route, but the polymer–drug linkage can also
be designed to allow site-specific enzymatic or hydrolytic cleavage. Thus, both the rate and
the site of drug delivery can in principle be controlled. Enhanced permeability of the mi-
crovasculature at certain sites, particularly within solid tumours, can be exploited to facilitate
site-specific accumulation of polymer–drug conjugates [93]. Other (co)polymers of interest
besides PEG are SMANCS (styrene-co-maleic anhydride neocarzinostatin; zinostatin sti-
malar) and HPMA (N-(2-hydroxypropyl) methylacrylamide).

Targeting moieties such as sugars (galactose, mannose), proteins and antibodies have been
incorporated into the conjugates to promote receptor-mediated recognition.Thus, cell- or or-
gan-specific localization of therapy may be achieved [98]. It should be noted however, that
various cell types in the liver and spleen are important target cells for sugar-derivatized pro-
teins (see Chapter 4) and that hepatic clearance will always compete with extrahepatic dis-
tribution.

Polymer conjugates are most useful in the context of immuno-conjugates. Other protein
constructs such as fusion proteins can assist their future development. Soluble polymer con-
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Figure 8.4. Schematic diagram showing the structure of a typical polyethylene glycol (PEG) conjugate
and the chemical structure of PEG-asparaginase.



jugates have now also been introduced into clinical practice [90,94] as will be described in
Section 8.6.3.

8.5.5 Liposomes

Selective targeting of drugs using liposomes is expected to optimize the pharmacological
effect and toxicities of encapsulated drugs with the advantage that liposomal components are
non-toxic, non-immunogenic and biodegradable [95,96].Through encapsulation of drugs in a
macromolecular carrier such as a liposome, the volume of distribution is significantly re-
duced and the concentration of drug in the tumour is increased. Under optimal conditions,
the drug is carried through the body associated with the lipid and/or aqueous moiety of the
liposome. On arrival at the tumour the system should leak at a sufficient rate for the encap-
sulated drug to become bioavailable. The liposome protects the drug from metabolism and
inactivation in the plasma. Due to size limitations in the transport of large molecules across
healthy endothelium, the drug will accumulate to a reduced extent in healthy tissues. Dis-
continuities in the endothelium of the tumour vasculature, on the other hand, may result in
an increased extravasation of large molecules and increased accumulation of liposomal drug
in the tumour. However, this increased penetration phenomenon may be highly dependent
on the type of tumour and the stage of tumour development.

Initially, liposomes seemed to be optimal drug carrier systems, but further research in gen-
eral showed disappointing results [97]. The clinical utility of what are now called ‘conven-
tional’ liposomes was limited by their rapid uptake by phagocytic cells of the immune system,
predominantly in the liver and spleen, resulting in their largely uncontrollable properties
upon administration in vivo.

Interest in liposomes as drug carriers was rejuvenated by the introduction of new ideas
from membrane biophysics. Liposomes can now be designed as non-reactive (sterically sta-
bilized) particles, as well as cationic or fusogenic liposomes. The non-reactive liposomes can
also be designed to induce tumour-specific targeting, while cationic or fusogenic liposomes
can exhibit high specificity for nucleic acid and cell membrane interactions. Because of their
reduced recognition and uptake by the phagocytic system, these liposomes are referred to as
‘stealth’ liposomes [98].These may prove to be useful in cancer therapy, although it should be
noted that even if distribution to macrophages is slowed down, they will eventually find their
way into these cells.

In sterically-stabilized liposomes, the lipid bilayer contains hydrophilic polymers or hy-
drophilic glycolipids, PEG and the ganglioside GM being the subjects of the most detailed
studies. These liposomes remain in the blood for up to 100 times longer than conventional li-
posomes and thus can increase the pharmacological efficacy of encapsulated agents. Conse-
quently, on chronic administration side-effects related to macrophage function are certainly
not excluded and can become dose limiting [99].

The choice of the drug for delivery via liposomes is essential. To be effective as a carrier, a
liposome must be able to efficiently balance stability in the circulation with the ability to
make the drug bioavailable at the tumour. Furthermore the drug must have adequate activi-
ty against the chosen tumour. A drug such as doxorubicin with a relatively broad activity
against a variety of tumour types is an ideal choice in this regard [100]. The drug also has to
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be efficiently loaded into the liposomal carrier [101,102]. Liposomes bearing attached anti-
bodies or other ligands accumulate much more readily in target cells than conventional lipo-
somes (Figure 8.1f). The encapsulation of drugs in MAb-targeted liposomes can be used to
selectively increase the concentration of drug delivered to antigen-expressing cells
[103–105]. Immunoliposomes utilizing internalizing MAbs, such as anti-HER-2 [106] or anti-
CD19 [107], can be used to selectively deliver high concentrations of drug into the cytoplasm
of antigen-expressing cells.

Encapsulation of immunomodulators, e.g. muramyl tripeptide analogues, into liposomes
has been designed to stimulate host immunity [108] and can be used in combination with oth-
er treatment modalities.The systemic activation of macrophages provides an additional ther-
apeutic modality for the eradication of cancer and cancer metastases.

Liposomes have also been tested as carriers in gene therapy. Cationic lipids in particular,
can condense DNA and increase transfection yields in vitro by several orders of magnitude.
Reports on transfections in vivo stimulated intense interest in the use of liposomes for gene
therapy, but data so far have been quite disappointing [109]. With the generation of more so-
phisticated multifunctional liposomal systems containing steric stabilization, homing devices
and/or fusogenic/controlled released properties, studies on liposomal gene delivery systems
are now focused on the development of small, circulation-stable lipid–DNA complexes.
These complexes can be administered systemically and, once accumulated at the tumour site,
be specifically taken up by tumour cells via endocytosis or direct fusion with the tumour plas-
ma cell membrane [110,111].

Perhaps the most interesting and potentially most powerful therapeutic application of li-
posome technology for cancer therapy, may be in combining therapeutics aimed at various
(newly identified) molecular targets with conventional cytotoxic drugs. Furthermore, optimal
tumour specificity and therapeutic activity may be achieved by synergistically combining the
selectivity benefits of tumour cell molecular targets with pharmacokinetic targeting. In fact,
both therapeutic modalities can be delivered in liposomal form [112].

For a review on optimizing liposomes for delivery of chemotherapeutic agents to solid tu-
mours, readers are referred to Drummond et al. [113].

8.6 Clinical Studies

8.6.1 MAb and MAb-based Constructs

MAb-based constructs represent, as described, a heterogeneous class of anti-tumour agents
with remarkable efficacy in the treatment of experimental cancers in animals. Several MAb
and immunoconjugates have been evaluated further in cancer patients, and the results have
indicated that some have activity at safe doses.

Clinical trials with MAbs began in the late 1970s, primarily in patients with haematologi-
cal malignancies. The first successful results were obtained using anti-Id MAb, where im-
pressive, long-lasting responses were induced in patients with Non-Hodgkin’s lymphoma
(NHL) [114]. Unfortunately, anti-Ids were expensive to generate and were useful in only a
limited number of patients. Therefore, commercial development was considered risky. Other
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successful results have been observed using anti-IL-2 receptor MAb in T-cell acute lym-
phoblastic leukaemia (ALL) [115,116].An early trial using a MAb against CD10 showed dra-
matic reductions in peripheral blood leukaemia cells in three patients [115]. A MAb against
the Lewis Y antigen which is abundantly expressed on the surface of cells from several hu-
man carcinomas, induced four minor responses in 12 patients with advanced breast cancer
[58]. Finally, MAbs against the asialoganglioside antigens, GD2 and GD3, which are present
on tumours of neuroectodermal origin including melanoma and neuroblastoma, were suc-
cessfully applied in a number of studies [117–121].

An important demonstration of the efficacy of a MAb in minimal residual disease 
was achieved using MAb 17-1A (directed against the EGP-2 or EpCAM antigen as de-
scribed previously) in patients with stage III colorectal cancer. Following surgical resection,
MAb therapy reduced the overall death rate by 32% and the rate of recurrence by 23%
[122].

In general, experience with unlabelled MAbs has clearly demonstrated that therapy is
rarely associated with toxicity even when HAMA responses are evoked, although circulating
immune complexes can lead to serum sickness and organ damage in rare instances. Clinical
trials with murine and human MAbs have clearly led to an appreciation of the complexity of
treating patients with these reagents. Hence, issues such as (1) the pharmacokinetics of MAb
vis-à-vis the presence of circulating target antigens; (2) the number of available target anti-
gens and binding avidity of the MAb; and (3) the importance of dosing schedules vis-à-vis the
generation of HAMA, have been addressed in numerous trials. In general, it has been con-
cluded that MAb therapy will probably be most effective in the treatment of minimal resid-
ual disease and/or of micrometastasis, following routine chemotherapy, radiotherapy, or
surgery.

Humanized and chimerized MAbs have been developed for the treatment of non-
Hodgkin lymphoma, renal cell carcinoma, ovarian carcinoma, breast cancer, melanoma, and
neuroblastoma [117,119,120,123,124]. Patients with relapsed or refractory myeloid
leukaemias that have been treated with HuM95, did not develop significant HAMA re-
sponses [59].

Multicentre studies have demonstrated the efficacy of rituximab, a chimeric IgG-1 direct-
ed against CD20, in the treatment of relapsed low-grade and follicular non-Hodgkin lym-
phoma. In 166 patients, receiving 375 mg • m–2 rituximab in four weekly doses, the overall re-
sponse rate was 50% in 161 evaluable patients who had previously received chemotherapy
[125]. In addition, combination therapy trials of rituximab with CHOP (cyclophosphamide,
doxorubicin, vincristine, prednisone) in refractory and newly diagnosed patients suggests
that rituximab may also have a role in the eradication of residual disease. This combination
appears to be a viable treatment option for relapsed low-grade non-Hodgkin lymphoma
[126].

CD52 MAb (Campath-1H) has also been extensively evaluated for its capacity to lyse ma-
lignant lymphopoietic cells [127]. CD52 MAb proved to be effective for chronic leukaemias
of T-cell or B-cell origin that may be resistant to conventional chemotherapy. Patients with 
T-cell polylymphocytic leukaemia, including those with a large tumour burden and high pe-
ripheral-blood-cell counts, showed complete remission after using the Campath-1H MAb.
Trastuzumab, the recombinant humanized anti-p185 HER2/neu monoclonal antibody, has
been investigated in the treatment of breast cancer. In a single-arm clinical study of 222 pa-
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tients, treatment with a loading dose of traztuzumab 4 mg • kg–1 i.v., followed by weekly dos-
es of 2 mg • kg–1 produced an overall response rate of 14% [128]. In other clinical studies pa-
tients with metastatic breast carcinoma were randomized to a cytostatic regimen with or
without trastuzumab [129,130]. Table 8.5 gives an overview of ‘naked’ MAbs that have been
used therapeutically to treat cancer.

Thus far, studies with MAbs conjugated to toxins, drugs and isotopes are mostly in an ear-
ly stage of investigation and therefore limited data are available for the evaluation of the ef-
ficacy of these agents. ITs used in clinical trials for cancer (see Farah et al. [22] for a concise
summary) are MAb-conjugated to saporin, Pseudomonas exotoxin, and ricin. They have
shown spectacular results in haematological cancers, but poor results in large solid carcino-
mas [64].

Encouraging results with MAb–drug conjugates were seen in a phase I study with a conju-
gate of calicheamicin γI1 and a humanized anti-CD33 MAb in patients with refractory or re-
lapsed AML [131]. Results support further evaluation in a setting of newly diagnosed or min-
imal-residual disease.

The immunoconjugate of doxorubicin with a chimeric anti-Ley-related, tumour-associated
antigen expressed on most human carcinomas, was evaluated in phase I [132] and phase II
[133] clinical trials. The phase II trial performed in patients with metastatic breast carcinoma
showed low clinical response rates. These data together with tumour biopsy analysis suggest
that the dose that could be safely administered was insufficient to maintain the intra-tu-
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Table 8.5. Unconjugated monoclonal antibodies that have been developed to be used therapeutically to
treat cancer.

Diseasea Target antigen

NHL Ig (Id), CD20, CD52, CD22, CD19

ALL CD10, CD25

CLL CD5

AML CD33, CD45

T-cell ALL CD25, CD5, CD7, CD25

T-cell Lymphoma CD4, CD5

Multiple myeloma IL-6

Colorectal cancer CEA, CO17-1A

Melanoma p240, p97, GD2, GD3

Breast cancer LG6, HER-2/neu, LewisY

Prostate cancer PSA, EGFR

Ovary LG6

Lung cancer SCLC, EGFR, BLP

Neuroblastoma GD2

Renal cell cancer G250

Glioma EGFR

Head and neck cancer EGFR

a NHL, Non-Hodgkin’s lymphoma; ALL/CLL, acute/chronic lymphoblastic leukaemia; AML, acute
myeloid leukaemia.



moural concentration of doxorubicin at a level required to achieve regression. It is likely
therefore that immunoconjugates of doxorubicin will be only effective in minimal-disease
settings.

In general, trials with radioimmunoconjugates reported higher response rates in patients
with haematological malignancies when compared with patients with solid tumours. The
most impressive studies with non-myeloablative regimens reported objective responses in
70–80% of patients with chemotherapy-refractory B-cell lymphomas, a median response du-
ration of 12 months and minimal toxicity using 131-I-labelled anti-CD20 [134]. In trials with
myeloablative regimens, performed in conjunction with autologous haematopoeitic bone
marrow or stem cell transplantation, responses have been seen in 95% of patients, complete
responses in 85%, with a progression-free survival of 62% and overall survival of 93% with a
median follow-up of 2 years [135,136].The estimated 4-year overall and progression-free sur-
vival rates were reported to be 68 and 42%, respectively [137].

Anti-CD45 antibody BC8 labelled with 131-I may reduce the rate of tumour relapse and
has acceptable toxicity in patients with AML,ALL or myelodysplastic syndrome who under-
went stem-cell rescue [138]. Of 25 patients treated with advanced AML and myelodysplastic
syndrome, seven were disease-free at 15–89 months post-transplantation. Of nine patients
with advanced ALL, three were disease-free at 23, 58 and 70 months post-transplantation, re-
spectively.

As with the monoclonal antibody therapies described above, B-cell malignancies would be
the most attractive targets for anti-CD3 bispecific monoclonal antibody-based immunother-
apy [139]. Several phase I/II clinical trials have been described using BsMAb for non B-cell
malignancies. BIS-1, a BsMAb directed against the TAA EGP-2 and the CD3/T-cell receptor
complex on T lymphocytes was studied in renal [140] and lung cancer [141]. In carcinoma pa-
tients with EGP-2 positive malignant ascites or pleural exudates, local administration of ex-
vivo IL-2-activated autologous lymphocytes and BIS-1, resulted in both anti-tumour effects
and a strong local inflammatory reaction [141]. In patients with advanced breast or ovarian
cancer administration of BsMAb directed against FcγRI or FcγRIII and HER-2/neu resulted
in elevated plasma levels of cytokines [142,143].

The biological effects observed at tumour sites indicate that BsMAbs effectively penetrate
tissue. However, trials are limited by the toxicity caused by induction of a ‘cytokine storm’ or
by the complex pharmacokinetics. Furthermore, T-cell directed BsMAb approaches are hin-
dered by difficulties in mobilizing and activating T and NK effector cells. Recent attention,
therefore, has focused on BsMAbs which target myeloid effectors [79].

8.6.2 Pro-drugs

ADEPT strategies have been described but only the carboxypeptidase G2 approach has
been tested in patients so far. In a phase I clinical trial, patients with non-resectable metasta-
tic or locally recurrent colorectal carcinoma were treated with ADEPT. Carboxypeptidase
G2 activity was found in metastatic tumour biopsies.The pro-drug was converted into the ac-
tive drug but leakage into the bloodstream also occurred [22,144].

Clinical trials with ‘monotherapy’ pro-drug strategies are in progress, but have not yet
been evaluated.
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8.6.3 (Synthetic) (co)Polymers

Soluble polymer conjugates have been introduced into clinical practice in the last decade
[90,94]. Several PEG conjugates have been evaluated clinically [145] for cancer therapy in-
cluding a PEG conjugate of asparaginase in the treatment of ALL in patients hypersensitive
to the native enzyme [146], and a PEG conjugate of IL-2 [147].

A phase I clinical and pharmacokinetic study of PK1 comprising doxorubicin covalently
bound to N-(2-hydroxypropyl)-methacrylamide copolymer by a peptidyl linker, was carried
out in 36 patients with refractory or resistant cancers [94]. PK1 demonstrated anti-tumour ac-
tivity, and that polymer–drug conjugation decreased doxorubicin dose-limiting toxicities.
Phase II studies are in progress.

8.6.4 Liposomes

There are three liposomal forms of doxorubicin or daunorubicin on the market (Table 8.6).
Doxil® and DaunoXome® have been approved for the treatment of AIDS-related Kaposi’s
sarcoma and are being evaluated in clinical trials for the treatment of a variety of cancers
[148–151]. Evacet® (liposomal doxorubicin) has recently been tested in large phase II and III
clinical trials for the treatment of metastatic breast cancer and is awaiting approval by the
FDA [151]. Data obtained from trials thus far suggest that all three liposomal drugs offer sig-
nificant therapeutic benefit compared with the free drug [113].
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Table 8.6. Monoclonal antibody based products and liposome formulations registered for cancer
therapy in the USA and/or Europe.

Generic name Trade name Company Indication

Rituximaba Rituxan Roche Relapsed or refractory low-
(Mabthera)c grade/follicular non-

Hodgkin’s lymphoma

Trastuzumaba Herceptin Genentech-Roche Metastatic breast cancer

Edrecolomaba Panorex Glaxo-Wellcome Post-operative adjuvant
therapy Dukes C colorectal 
carcinoma

Doxorubicinb Doxil Alza-corporation AIDS-related Kaposi’s 
(Caelyx)d sarcoma

Daunorubicinb DaunoXome Nexstar AIDS-related Kaposi’s 
Pharmaceuticals sarcoma

Doxorubicinb Evacet The Liposome Metastatic breast cancer
(Myocet)e Company, Inc. 

a MAb-based.
b Liposome formulation.
c Rituxan is known as Mabthera in Europe.
d Doxil is known as Caelyx in Europe.
e Evacet is known as Myocet in Europe.



Liposomal preparations can be therapeutically beneficial based on their ability to de-
crease non-specific toxicities associated with the drug, or by being more efficacious against a
specific type of cancer, increasing the response frequency, and/or the average time to relapse
or response duration.

Liposome-encapsulated immunomodulators are currently under investigation in different
patient groups although this development has certainly not advanced as far as that with the
liposomal anthracyclines. MLV-MTP-PE (multilamellar vesicles-muramyl tripeptide-phos-
phatidylethanolamine) was studied in several clinical trials in osteosarcoma patients who de-
veloped pulmonary metastases during adjuvant chemotherapy [108]. The intravenous ad-
ministration of MLV-MTP-PE induced tumouricidal properties in monocytes as well as in-
crease in serum IL-1 shortly after intravenous infusion. Furthermore elevations in C-reactive
protein, β2-microglobulin and ceruloplasmin were frequently observed. Even higher anti-tu-
mour activity was observed in combination with ifosfamide. These preliminary results sug-
gests that liposome-encapsulated immunomodulators in combination with chemotherapy
may be an appropriate treatment for recurrent disease.

In Table 8.6 a summary is given of MAb and liposome-based formulations registered for
cancer therapy.

8.7 Animal Models: their Predictive Value

Studies in pre-clinical models with human tumours are often carried out in (immuno)defi-
cient mice. However, particularly in the case of monoclonal antibody-directed therapy, it is
important to recognize that these models, while useful, frequently over-predict activity and
under-predict toxicity because the target antigen is tumour-specific in the animal but only tu-
mour-associated in man.

Besides mouse models, rat models are used for experimental in vivo studies of MAbs for
immunotherapy of cancers. Kroesen et al. [80] described a rat model to investigate the po-
tential of targeted anti-tumour treatment against EGP-2-positive, rat syngenic tumours.
However, possible adverse side-effects on healthy tissues could not be studied in this model
as the target epitope was not expressed on tissues other than tumour cells. To overcome this
problem, a transgenetic rat model expressing the EGP-2 protein in various organs was de-
veloped for evaluation of anti-carcinoma-associated-antigen-EGP-2-directed immunothera-
py strategies [152].

Other limitations of mouse/rat models are that tumour growth is different in the animal
model compared to the situation in man.Tumour growth is more rapid in the rat/mouse mod-
el which has an effect on vascularization and intra-tumoural pressure for example.These fac-
tors can, as discussed in Section 8.4, have great impact on tumour penetration and uptake of
the MAb-based drug-targeting constructs.

8.8 Conclusions and Future Perspectives

The studies presented above represent the most advanced pre-clinical and clinical therapy
programmes for cancer management including drug targeting strategies. Patience is required
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to evaluate the large variety of results, to understand the reasons for limited success, and the
great number of concepts to improve the treatment strategies. It should be emphasized that
after more than 15 years of experience with monoclonal antibody therapy of cancer, we have
no definite idea of essential mechanisms required for clinical activity. The findings of e.g.
Clynes et al. [153,154] support the idea that the anti-tumour effects of MAbs depend on many
mechanisms. For instance, myeloid cells, probably macrophages and monocytes that express
both activation and inhibitory Fc receptors, are essential immune effector cells for MAb
therapy. Blocking inhibitory receptors or MAbs that selectively trigger activating Fc recep-
tors without affecting inhibitory Fc receptors could increase potency. The underlying mecha-
nisms of the therapeutic effects of MAbs may also vary from one MAb to another. These
findings should be considered in the improvement of drug-targeting strategies based on
MAbs, including Mab derivatives such as those used in ADEPT. The same holds true for ap-
proaches such as modulating growth factor receptor functions or inducing immune respons-
es using BsMAbs or the combination of tumour cell-directed strategies combined with Bs-
MAbs delivering agents which inhibit the supply of blood to the tumour.

Liposomal drugs have been suggested to be the ‘magic bullet’ of cancer therapy due to
their ability to accumulate selectively in the tumour. The problem remains that not all can-
cers and patients respond in the same way.The drug actually delivered to the required site of
action plays an important role in the response achieved, while the potential toxicity of the
surface modified liposomes in the macrophage system have to be taken into account on
chronic administration.

Multi-drug resistance represents a significant obstacle in the use of standard chemothera-
py regimens to cure cancer. It is unlikely that tumours resistant to free drug therapy will be
eradicated by liposome-encapsulated or any other targeted form of drug. Additional studies
that attempt to encapsulate drugs which exhibit non-overlapping modes of drug resistance
and significant activity against a particular form of cancer, or combine free drugs with non-
overlapping modes of drug resistance with currently available liposomal drugs, will address
the potential and limitations of these approaches. There is also a need to develop liposomal
formulations of other drugs and therapeutic regimens designed to stimulate host immunity
alone or in combination with other treatment modalities.

In conclusion, research needs to be aimed at improving the potency and reducing the im-
munogenicity and toxicity of drug formulations in order to increase the therapeutic index.
Methods to increase the overall therapeutic index of a drug, e.g. by using tumour-specific lig-
ands, increasing extravasation of liposomes into tumours and increasing the bioavailability of
the drug selectively at the site of the tumour, should be explored further.

In addition to this, research must focus on optimizing the biophysical properties of the car-
riers and drug-conjugates, as these properties are of major importance to the decision of
whether or not to use these molecules in vivo. A wealth of innovative strategies involving re-
combinant molecules with novel effector functions are in the early stages of clinical evalua-
tion and hold great promise for the future. These developments will initiate other studies
which should focus on long-term safety and cost–benefit analyses. Only adequately designed
case–control studies supported by international collaboration can show the long-term safety
of these new therapies. The same holds true for studies evaluating the costs of these thera-
peutic regimens and the resultant improvement in the quality of life, in relation to the cumu-
lative social and health-care costs of current therapies. These multidisciplinary collaborative
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efforts will be the basis for the introduction of new therapeutics with optimum efficacy and
cost, into clinical practice.
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9 Tumour Vasculature Targeting
Daisy W. J. van der Schaft, S. Ramakrishnan, Grietje Molema, Arjan W. Griffioen

9.1 Introduction

Various stages in solid tumour growth can be discriminated. After multiple genetic changes,
cellular growth progresses via hyperplasia and dysplasia towards an in situ tumour. Only af-
ter the so-called ‘angiogenic switch’, an as yet, ill-defined set of molecular changes leading to
the formation of new blood vessels, does a tumour progress towards a mass extending more
than several millimetres in diameter [1]. By recruitment of new blood vessels, the tumour
provides itself with a continuous supply of nutrients and paves the way for metastasis forma-
tion.

The architecture of a solid tumour is such, that numerous layers of tumour cells are fed by
one blood vessel.This poses a significant barrier for macromolecular drug targeting prepara-
tions aimed at the tumour cells that need to extravasate from the blood into the tumour tis-
sue to reach the target cells: the larger the chosen carrier, the less accessible the tumour tis-
sue will be. In contrast, endothelial cells lining the tumour vasculature are easily accessible
for these macromolecular preparations. Tumour endothelial cell specific delivery of general-
ly toxic anti-neoplastic or blood coagulation-inducing agents presents an attractive option
for increasing therapeutic efficacy and reducing toxic side-effects elsewhere in the body. Fur-
thermore, the pivotal role of endothelial cells in the maintenance of tumour cell survival and
growth also makes them an interesting target for therapeutic intervention.

Tumour growth does not expand more than several millimetres in diameter in the absence
of new blood vessel formation. Many tumours diagnosed in the clinic have a size beyond
0.5 cm in diameter and are considered pro-angiogenic. Endothelial cells are important exe-
cutioner cells in the angiogenic cascade. Disruption of these pro-angiogenic characteristics
by inhibiting pro-angiogenic signal transduction in endothelial cells therefore provides a
powerful tool with which to intervene in tumour growth.The majority of research on inhibit-
ing the function of tumour vasculature focuses at the development of drugs that may have an
explicit action on the endothelial cells in the tumour. Based on their mechanism(s) of action
and the fact that angiogenesis is a normal physiological process, these drugs in theory can
also interrupt the functioning of healthy endothelial cells in the body. Recently, several an-
giogenesis inhibitors were withdrawn from clinical studies, most likely as a result of lack of
selectivity for tumour endothelium.This emphasizes the need for systems that can deliver po-
tent angiogenesis inhibitors at/in the tumour endothelial cells only.

At present, most target epitopes capable of discriminating tumour endothelium from nor-
mal endothelium are molecules that are expressed during angiogenesis. In this chapter a
summary of current knowledge regarding tumour growth-related angiogenic endothelial
processes in angiogenesis will be given. Furthermore, target epitopes and drug-targeting ap-
proaches exploited to date, with potential for future therapeutic application will be discussed.
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9.1.1 Functions of Vascular Endothelial Cells in the Body

The vasculature can be considered to be one of the crucial organs in the body, extending
more than 900 m2 and playing a major role in maintaining the body’s integrity in various
ways. Blood vessels consist of endothelial cells that are directly in contact with the blood, per-
icytes located beneath the endothelium, smooth muscle cells, fibroblasts, basement mem-
brane, and extracellular matrix (ECM). Depending on the location in the body and the organ
microenvironment, the cellular constituents, basement membrane and ECM differ in pheno-
type, composition, and function [2]. The endothelial cells form a monolayer in every blood
vessel in the circulation. They are actively involved in several regulatory processes in the
body. Besides being metabolically active and selectively permeable for small solutes and pep-
tides/proteins, endothelial cells are actively involved in regulating haemostasis [3]. Further-
more, they are able to recruit cells of the immune system to specific sites of e.g. infection or
inflammation by virtue of the regulated expression of cell adhesion molecules and produc-
tion of cytokines and chemokines [4] (see also Chapter 7). In addition, endothelial cells are
actively involved in vascular remodelling in for example ovulation, wound healing, tumour
growth and diabetic retinopathy [5,6].

9.1.2 Molecular Control of Tumour Growth-related Angiogenesis

Physiological stimuli during wound healing and during the reproductive cycle in women lead
to controlled angiogenesis. However, pathologic conditions such as tumour growth, rheuma-
toid arthritis, and diabetic retinopathy are also characterized by abundant angiogenesis.
Angiogenesis is rapidly initiated in response to hypoxic or ischaemic conditions. In tumour
growth, this active vascular remodelling is reflected by enhanced tumour endothelial cell
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Figure 9.1. In tumours that have undergone the angiogenic switch, the expression of a variety of growth
factors and other soluble molecules, and the changes in the extracellular matrix (ECM), among others,
lead to angiogenesis, the formation of new blood vessels from pre-existing ones. In this process,
endothelial cells (EC) covering the blood vessel wall become activated, migrate into the tissue,
proliferate and eventually differentiate into mature blood vessels. These vessels serve as a supply of
nutrients for the ongoing demands of the growing tumour cells.



proliferation to up to 20–2000 times faster than in healthy adult endothelium [7]. In all types
of angiogenesis, either under physiological or pathologicaal conditions, endothelial cell acti-
vation is followed by matrix degradation, cellular migration, proliferation, and ultimately
neovasculature maturation (Figure 9.1).

9.1.2.1 Role of Growth Factors VEGF and FGF-2

More than 20 cytokines from various sources have now been reported to be involved in the
processes taking place during angiogenesis [8]. Vascular endothelial growth factor (VEGF)
and basic Fibroblast Growth Factor (bFGF or FGF-2) are the two growth factors whose roles
in angiogenesis have been most extensively studied to date.VEGF (also known as VEGF-A)
isoforms VEGF-121, 145, 165, 183, 189 and 205 are produced through alternative splicing
from a single VEGF gene located on chromosome 6 [9]. The isoforms differ in their molecu-
lar composition and weight, and biological properties. The larger forms of VEGF differ from
VEGF-121 by the presence of a heparin-binding domain, which is encoded by the exon-7.
VEGF is abundantly produced by hypoxic tumour cells, macrophages and other cells of the
immune system [10]. It induces vasodilatation via endothelial nitric oxide production and in-
creases endothelial cell permeability [11]. This allows plasma proteins to enter the tissue to
form a fibrin-rich provisional network [12]. VEGF also induces the expression of various
proteases and receptors important in cellular invasion and tissue remodelling, it activates cel-
lular proliferation and prevents endothelial cell apoptosis [13,14].The two VEGF-specific ty-
rosine kinase receptors,VEGFR-1 (Flt-1) and VEGFR-2 (KDR/flk-1), are expressed on vas-
cular endothelium, and to a lesser extent on monocytes/macrophages and certain tumour cell
types. Interaction of VEGF with VEGFR-2 is a critical requirement to induce the full spec-
trum of VEGF biological responses. In addition to the two VEGF receptors, VEGF-165 has
been found to bind neuropilin-1, which is also expressed on endothelial cells [15]. A recent
study using genetic deletion methods has determined that neuropilin-1 is important for em-
bryonic vessel formation [16].

Endothelial cells exploit various proteases such as matrix metalloproteinases to penetrate
into new areas of the body by degrading the basement membrane. Furthermore, urokinase-
plasminogen activator and tissue type-plasminogen activator convert the ubiquitous plasma
protein plasminogen to plasmin. Plasmin is believed to be the most important protease for
the mobilization of FGF-2 from the ECM pool. FGF-2 induces endothelial cell motility, pro-
liferation and proteinase activity, and modulates integrin levels [17,18].The cellular effects of
FGFs are mediated via specific binding to high-affinity tyrosine kinase receptors [17]. In ad-
dition, low affinity FGF receptors consist of polysaccharide components of heparan sulfate
proteoglycans on cell surfaces and ECM. Binding to these components present in the ECM
has been proposed as a mechanism to stabilize and protect FGF from inactivation. Heparan
sulfate on cell surfaces, on the other hand, plays a more active role in displacing ECM-bound
FGF-2 and its subsequent presentation to the high affinity signal transducing receptors [19].
Angiogenesis seems exquisitely sensitive to small changes in factors such as VEGF and FGF-
2, which may have important therapeutic implications in treatment of angiogenesis-driven
disorders [20,21].
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9.1.2.2 Role of Integrins

Integrins are transmembrane proteins composed of an α and β subunit in over 20 different
αβ heterodimeric combinations. They bind to ECM proteins or cell surface ligands through
short peptide sequences and are implicated in angiogenesis control. Combinations of differ-
ent integrins on (endothelial) cell surfaces allow cells to recognize and respond to a variety
of different ECM proteins [22].They are able to transduce signals from within the cells to the
outside as well as from the outside into the cell [23]. Integrin-mediated cell adhesion has im-
pact on two key aspects of growth regulation. First, it can influence the activity of the basal
cell cycle machinery consisting of cyclin-dependent kinase complexes. Second, integrins play
a vital role in anchorage-dependent cell death or anoikis [24,25]. For example, integrin αVβ3

mediates endothelial cell adhesion to vitronectin, fibrinogen, laminin, collagen, von Wille-
brand Factor or osteopontin through their exposed tripeptide Arg-Gly-Asp (RGD) moiety
[26]. Since αVβ3 is minimally expressed on normal resting endothelium, but significantly up-
regulated on tumour and other activated endothelium, it is believed to play a critical role in
the process of angiogenesis. Both peptide and antibody inhibitors of αVβ3 induced endothe-
lial cell apoptosis, suggesting a role for this integrin in endothelial cell survival during angio-
genesis [27]. Another αV integrin associated with angiogenesis is αVβ5. Whereas in vivo
FGF-2 or tumour necrosis factor α (TNFα) induced αVβ3-dependent angiogenesis,VEGF or
transforming growth factor β (TGF-β) initiated an angiogenesis pathway dependent only on
αVβ5 [28].

9.1.2.3 Role of the Extracellular Matrix

Components of the ECM play an important role in the regulation of endothelial cell mor-
phology and function. Thrombospondin (TSP), for example, can affect endothelial cell pro-
liferation negatively as well as positively, depending on the endothelial microenvironment.
Furthermore, through binding to and activation of TGF-β and affecting protease activity,TSP
may be able to influence cell growth, migration and differentiation [29]. Laminin also plays a
role in cell attachment, growth promotion, protease secretion and interactions with other
ECM components. It can bind to cell surface binding proteins including integrins which leads
to integrin signalling [30]. SPARC (Secreted Protein Acidic and Rich in Cysteine), also
known as BM40 or osteonectin, is a protein whose expression is elevated under stress condi-
tions.Transient expression of SPARC during endothelial cell injury and cellular activation in-
dicate a role in tissue repair, remodelling and angiogenesis [31]. Exogenously added SPARC
or SPARC-derived peptides were able to modify endothelial cell behaviour via the induction
of proteases and inhibitors of plasmin generation [32,33].

9.1.2.4 Role of Subendothelial Support Cells

Endothelial cell interaction with ECM and mesenchymal cells is a prerequisite to form a sta-
ble vasculature. Therefore, after endothelial cell proliferation and maturation, and the for-
mation of endothelial tube structures, surrounding vessel layers composed of mural cells
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(pericytes in small vessels and smooth muscle cells in large vessels) need to be recruited. En-
dothelial cells accomplish this via the synthesis and secretion of platelet-derived growth fac-
tor (PDGF), a mitogen and chemoattractant for a variety of mesenchymal cells. Subsequent
differentiation of the mural precursor cells into pericytes and smooth muscle cells is believed
to be a cell–cell contact-dependent process. Upon endothelial cell–mural cell contact, a latent
form of TGF-β, produced by both endothelium and mural cells, is activated in a plasmin-me-
diated process. Activated TGF-β can induce changes in myofibroblasts and pericytes which
contributes to the formation of a mature vessel, ECM production and maintenance of growth
control [34]. The coincident investment of growing capillaries by pericytes with the deposi-
tion of basement membrane and cessation of vessel growth during wound healing, also indi-
cates vessel growth regulation by pericytes [35]. The FGF-1 receptor is also implicated in en-
dothelial cell differentiation leading to vascular tube formation. In addition to inducing plas-
minogen activator, and endothelial cell proliferation and migration, FGF-1 receptor sig-
nalling resulted in endothelial tube formation in collagen [36].

9.2 Angiogenesis Assays and Models

The specificity of blood vessel-targeting to eradicate solid tumours depends on altered phys-
iological processes in the tumour vasculature relative to normal vasculature in healthy tis-
sues. It is therefore necessary to investigate the fundamental properties of the vascular biol-
ogy and cell biological events in vessel formation. A number of different assay systems and
angiogenesis models can be used for the research underlying development of vascular tar-
geting techniques for the treatment of cancer.

9.2.1 Endothelial Cell Sources

The availability of viable endothelial cells is crucial for research on vessel formation, angio-
genesis and angiogenic endothelial cell targeting. Endothelial cells can be obtained from var-
ious tissues, purified and cultured in vitro. The best available source of human endothelial
cells is the large vein in the umbilical cord. Because this vein is not branched, it can be filled
with collagenase which will enzymatically detach the endothelial cells from the vessel wall.
Endothelial cells in culture begin cell cycling and form a confluent monolayer on the tissue-
culture plastic. It should always be borne in mind that cultured endothelial cells are never in
a quiescent state and can therefore not serve as a model for resting vasculature. For reasons
of simple isolation most laboratories make use of the human umbilical vein endothelial cells
(HUVEC). The major drawback of these cells is their macrovascular origin, which makes
them less suitable for studies on the microvascular processes occurring during angiogenesis.
Although more laborious, human microvascular endothelial cells can be isolated from other
organs such as the foreskin or adipose tissue.

Endothelial cells in culture need a constant supply of growth factors such as FGFs and
VEGF in order to continue cell cycling. In most cultures the addition of serum to the culture
medium is sufficient to maintain a low level of endothelial cell proliferation. Cells cultured
this way can be subcultured at a split ratio of 1 : 3 for four to five passages without significant
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loss of growth potential. Addition of low concentrations of recombinant or purified growth
factors such as FGF-2 will increase the number of possible passages to 10–12. These limited
subculture possibilities make repeated isolations necessary, thereby introducing significant
variation in the endothelial cell source. To circumvent these drawbacks, it is possible to im-
mortalize endothelial cells with viral oncogenes such as simian virus-40 large T antigen.
Transfection of endothelial cells with a DNA construct containing the gene for this molecule
can result in cell lines that can be subcultured for over 60 passages. Examples of such cell
lines are HMEC-1 [37], EA.hy926 [38], ECL4n [39], and EvL [40]. The major problem with
these immortalized endothelial cells is, however, that they are not genetically stable, resulting
in loss of phenotypic and functional characteristics and functional resemblance to their in
vivo counterparts. Of note, many endothelial cell lines can be cultured on plastic tissue-cul-
ture material, without being dependent on integrin signalling via ECM molecules for growth
and survival. Careful interpretation of results obtained with these cell lines is necessary.

Endothelial cells can also be prepared from tissue from other species. Capillary endothe-
lial cells of bovine origin are used quite frequently, because these cells are rather sensitive to
treatment with angiogenesis inhibitors such as angiostatin and endostatin (Griffioen et al.,
unpublished results). It should be noted however, that species-dependent responses to drugs
can occur.

9.2.2 Functional Assays with Endothelial Cells

Angiogenesis is a multi-step process, depending on activation, migration, proliferation and
differentiation of endothelial cells, and all of these stages in the cascade can be studied inde-
pendently.

9.2.2.1 Cell Growth Assays

Proliferation of endothelial cells can be studied using various assays. Since the cell cycle po-
tential of endothelial cells is low, with cell doubling times of sometimes over 35 h, cell count-
ing is a time-consuming and insensitive method of assessing cell growth. A much better way
to determine proliferation is by the measurement of [3H]-thymidine incorporation [41,42].
Alternative assays for the study of endothelial cell proliferation and other mechanisms of cell
activation that do not involve the S-phase of the cell cycle, are based on colorimetric systems
which measure mitochondrial activity. Furthermore, proliferation of endothelial cells can be
analysed by DNA profiling, for example by flow cytometric analysis of cells in G0/G1 phase
(2n DNA), cells in G2/M phase (4n DNA) and cells in S phase (2 < n < 4) after permeabi-
lization and staining with propidium iodide. In addition, proliferation can be quantified by
determination of cell cycle-dependent expression of molecules such as proliferating cell nu-
clear antigen (PCNA) [43] or Ki-67 [44].

The number of cells present depends on the level of cell growth and cell death. Therefore,
detection of cell death is a commonly used approach to average cell growth. Apoptosis in-
duction can be studied most easily by detection of subdiploid cells or analysis of DNA degra-
dation profiles on the flow cytometer after DNA extraction and propidium iodide staining.
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Apoptosis can also be assessed by quantification of cells with fragmented nuclei by staining
with e.g. propidium iodide or acridyl orange. Nick-end labelling in terminal transferase-me-
diated UTP nick-end labelling (TUNEL)-analysis by immunohistochemistry or flow cytom-
etry can be regarded as a method specific for the detection of apoptosis. Qualitative indica-
tions of apoptosis induction can be detected by analysing DNA ladder formation in an
agarose gel. Measurement of annexin-V binding to cells [45], which is based on changes in
membrane asymmetry, can be employed to detect early signs of apoptosis.

9.2.2.2 Adhesion and Migration Assays

In order to form new blood vessels, endothelial cells need to migrate through the extracellu-
lar matrix. Two sequential steps in the angiogenesis cascade are fundamental to this process.
The first step is the production of matrix metalloproteinases (MMPs) which dissolve the ex-
tracellular matrix to facilitate migration of endothelial cells. Measurement of MMP1 (colla-
genase-1), MMP2 (gelatinase A), MMP3 (stromelysin-1) and MMP9 (gelatinase B), whose
expression is correlated to angiogenesis and tumour growth, can be carried out with ELISA,
histochemistry or Western blot analysis.

In the second step, endothelial cells use their adhesion molecule make-up to initiate the ac-
tual migration towards the angiogenic stimulus. Expression of adhesion molecules involved
in matrix binding such as αVβ3-, αVβ5- and β1-containing integrins, and functional studies in-
vestigating adhesion molecule binding to matrix components is an important part of angio-
genesis research [46]. For the development of carrier molecules for drug targeting strategies
aimed at αVβ3 integrin expressed by tumour endothelium, these adhesion assays are also suit-
able systems in which to test carrier specificity [47].

More functional studies that address the process of migration use the so-called Boyden
chamber [48]. In this assay the migratory capacity of endothelial cells after activation with
chemoattractants or pro-angiogenic stimuli is studied.Velocity of migration and the percent-
age of cells that are capable of migrating through an ECM-coated membrane into another
compartment can be determined.

The wound assay [49] is another method of measuring endothelial cell migration. This as-
say is based on damaging or wounding a confluent monolayer of endothelial cells and the
subsequent repair or closing of the wound by migration of endothelial cells.This assay can be
carried out using different matrix components.

The technologies described above can be used to pinpoint the mechanism(s) of action of
angiogenic or angiostatic agents in specific steps in the angiogenic cascade. For instance, ap-
plication of these systems revealed that IFNα and angiostatin inhibit cell migration whereas
endostatin and platelet factor-4 function primarily as inhibitors of endothelial cell proliferation.

9.2.3 In Vitro Angiogenesis Assays

The advantage of the assays described above is the control over a limited number of para-
meters involved.A more complex experimental set-up which studies consecutive steps in the
angiogenic cascade is represented by three-dimensional in vitro models. In these models, en-
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dothelial cells are cultured on top of a matrix gel (i.e. collagen [50], fibrin [51], or matrigel
[52]) and are induced to form sprouts into the matrix by stimulation with either growth fac-
tors, tumour biopsies or tumour cell lines grown as spheroids. An essential feature in all of
these assays is that a lumen is formed in these sprouts and that not merely migration and cell
rearrangement has taken place.

Endothelial cells grown on gelatin-coated beads embedded in a matrix can be induced to
form sprouts into the matrix [53]. The sprouting can be quantified either by measuring the
distance over which vessels were formed or by computer-aided measurement of total vessel
length. Other methods reflect the in vivo situation even more closely. These methods are
based on endothelial cell sprouting from freshly isolated tissues embedded in matrix gels, in-
cluding the rat aortic ring [54] and human placenta tissue [55]. This procedure is not applica-
ble for all tissues.Tumour biopsies, for example, often produce an excess of proteases.As a re-
sult, the matrix is digested and endothelial cell sprouting prevented [50]. A recently pub-
lished in vitro angiogenesis assay that mimics the in vivo situation quite well, exploits the use
of embryoid bodies [56]. In vitro cultured mouse blastocyst cells [57] recapitulate several
steps of murine embryogenesis, including vasculogenesis and angiogenesis [58].There is com-
plete blood vessel development in these embryoid bodies [59] which makes this system suit-
able for studying the effects of a wide spectrum of angiogenesis modulators.

The advantages of in vitro assays are (1) the ability to control the assay variables, (2) the
potential opportunity to study the various steps within the complete process, (3) cellular and
molecular events can be more carefully monitored and (4) the costs and the duration of the
experiments are often lower than those of in vivo assays. The disadvantages of in vitro assays
are that the cells, reagents and conditions used in different laboratories are not standardized
and that the in vitro effects seen, do not always match the activities observed in vivo.This has
been demonstrated for e.g.TNFα, which inhibits angiogenesis in vitro, but induces angiogen-
esis in vivo [6]. Particularly in the light of the possible influence of various cells of the im-
mune system on angiogenesis, extrapolation of data from in vitro to in vivo needs to be care-
fully addressed.

9.2.4 In Vivo Assays to Study Angiogenesis and Targeting of Angiogenic
Blood Vessels

It is well recognized that in vitro angiogenesis assays can have clear advantages. However, the
major drawback of all of these assays is that they require the endothelial cells to be removed
from their natural microenvironment, which alters their physiological properties. To study
angiogenesis in vivo, the most frequently used assay systems exploit chicken chorio-allanto-
ic membrane (CAM) [28,60], the corneal pocket [61], transparent chamber preparations such
as the dorsal skin fold chamber [62,63], the cheek pouch window [64] and polymer matrix im-
plants [65,66].

The CAM assay is based on the developmental angiogenesis occurring in the CAM during
chick embryo development. The developing vasculature can easily be observed and regula-
tors of angiogenesis can be tested in this model by intra-vessel injection or by addition of sol-
uble compounds, either by release from within a silicone ring placed onto the membrane or
by release from a methylcellulose or alginate pellet. This assay is relatively inexpensive and
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is not considered an animal experiment by law. This can be an advantage in countries with
strict animal experimentation legislation.

The corneal pocket assay and the window preparations are designed to measure vessel for-
mation after addition of stimulators.These assays can for instance be used for the study of an-
giogenic potential of human tumours. These models are also suitable for pre-clinical testing
of angiogenesis inhibitors.

Implantation of polymer matrices that contain angiogenic factors requires quantification
of the extent of vessel ingrowth. This can either be analysed immunohistochemically or by
haemoglobin/red blood cell count in the tissue. These models generally do not allow analysis
of the time course of vascularization since this would require the sacrifice of animals. Appli-
cation in a dorsal skin fold chamber circumvents this experimental problem, as it provides
the opportunity to monitor vessel formation at various time points during the experiment.

In vivo assays however, also have a number of disadvantages. For example, the pharmaco-
kinetics, necessary for correct interpretation of results, are often unknown, and in addition
the host might respond nonspecifically to the implantation. For a review on in vivo angio-
genesis models and their potentials and problems, the reader is referred to reference [67].

9.3 Tumour Vasculature Targeting and Pre-clinical Experience

Endothelial cells are structurally and functionally different depending on the tissue of origin.
Cell surface markers expressed selectively on tumour vascular endothelium offer, in theory,
a unique opportunity to target cytotoxic and otherwise bioactive molecules. The majority of
currently known endothelial markers have been identified by either reactivity to a mono-
clonal antibody or by histochemical methods. Yet, recent advances in molecular biological
techniques are making significant impact in identifying new markers. Using suppression sub-
tractive PCR and differential display libraries, many new (endothelial) cell-specific markers
are being discovered [2,68]. Similarly, targeted gene deletion approaches have provided valu-
able information about the role of many, until now uncharacterized, proteins in angiogenesis.
Some of these components are responsible for intracellular transcriptional regulation of en-
dothelial-specific gene expression (e.g. Id1 and Id3 [69]), while others are expressed on the
cell surface (e.g ephrin-B4 and ephrin-B2). The Id proteins may inhibit the DNA binding of
transcription factors. Id1 and Id3 knockout mice display vascular malformations in the fore-
brain and an absence of branching and sprouting blood vessels into the neuroectoderm. Fur-
thermore, in Id knockout mice, tumour growth is either completely blocked or impaired, re-
sulting in poorly vascularized and necrotic tumours [69]. Ephrin-B2 and ephrin-B4 define the
boundary between arteries and veins [70].

In general, endothelial-specific markers can be grouped into three major categories:

(1) Pan-specific endothelial cell markers. This class of markers includes antigens, which are
generically expressed on endothelial cells (e.g. CD31).

(2) Tissue and organ specific markers expressed on endothelial cells.
(3) Disease associated markers (e.g. endoglin and endosialin) that are selectively expressed

(tumour endothelium specific antigens) or over-expressed (tumour endothelium associ-
ated antigens) by the tumour vasculature.
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A number of molecules in groups 2 and 3 have been identified by the differential homing
capacity of phage display libraries and combination peptide libraries [71]. Biochemical
strategies such as the application of 2D gel electrophoresis on protein extracts from en-
dothelial cell surfaces have also proven useful in this respect [72].

For tumour vasculature targeting purposes the latter group of markers is the most rele-
vant. Numerous putative target epitopes have been put forward in the last two decades (see
Table 9.1 and for a review of this subject see Griffioen and Molema [73]), of which some have
been studied extensively for drug targeting purposes. Most of the target epitopes are associ-
ated with the pro-angiogenic character of the tumour vasculature. It should be noted, how-
ever, that targeting strategies based on these target epitope characteristics will not be able to
differentiate between tumour growth-associated angiogenesis and physiological angiogene-
sis that occurs e.g. in wound healing.

Most of the targeting strategies focus on delivering a cytotoxic molecule into an intracel-
lular compartment of endothelial cells.This approach necessitates three important attributes
to the carrier molecules, (1) selective binding with high affinity, (2) internalization, and (3) in-
tracellular routing favouring translocation of the targeted agent to the cytoplasm. Other
methods useful for anti-angiogenic therapy include surface localization of a bioactive mole-
cule capable of inducing blood coagulation or endothelial apoptosis, or delivering radiation.
It is noteworthy that these latter approaches are independent of internalization of cell sur-
face-bound targeting moieties.All of the strategies however have the same purpose, the inhi-
bition of tumour blood flow and thereby tumour growth.
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Table 9.1. Epitopes on pro-angiogenic vascular endothelium that may differentiate between healthy
and diseased vasculature and therefore be suitable for drug targeting or diagnostic purposes. Target
epitopes presented by molecules specific for tumour-associated basement membrane, extracellular
matrix or non-endothelial cell components have not been included.

Target epitope Reference

30.5-kDa antigen Hagemeier et al. [108]

CD34 Schlingemann et al. [109]

VEGF/VEGF receptor complex Ramakrishnan et al. [76]

VEGF receptor Dvorak et al. [110]

Endosialin Rettig et al. [96]

E-selectin Nguyen et al. [111]

αV integrins Brooks et al. [112]

Endoglin Burrows et al. [113]

Tie-2 Sato et al. [114]

TNFα receptor Eggermont et al. [115]

CD44 Griffioen et al. [97]

Angiostatin receptor Moser et al. [102]

Endostatin receptor Chang et al. [104]

CM101 binding protein Not identified at present

MMP-2/MMP-9 Koivunen et al. [116]



9.3.1 Growth Factor Receptor Targeting

Endothelial cells in normal vasculature are quiescent and divide approximately once every
6 months [74] and about 0.01% of endothelial cells is in S-phase at any given time. In con-
trast, at areas of active angiogenesis, e.g. in tumour growth, wound healing and in reproduc-
tive tissues undergoing remodelling, endothelial cells divide rapidly. Increased proliferation
in these areas is accompanied by over-expression of growth factor receptors involved in an-
giogenesis. Some of the well-characterized receptor systems involved in angiogenic response
are VEGF receptors, angiopoietin receptor (Tie-2), FGF receptor and endoglin.With the ex-
ception of Tie-2 receptor, these receptor systems have all been studied for their application
as targets in order to selectively inhibit tumour endothelial cell proliferation and function.

9.3.1.1 VEGF Receptor Targeting

VEGFR-1 and VEGFR-2 are over-expressed on tumour vasculature, while being present at
low density in the surrounding normal tissues [75]. The upregulation of VEGFR expression
is mediated by hypoxia and autocrine stimulation. Since growth factor receptors undergo en-
docytosis upon ligand binding, VEGF was initially studied for its ability to deliver toxin
polypeptides. In these studies, VEGF-165 was chemically linked to a truncated form of diph-
theria toxin (DT385) by a disulfide bond. The toxin molecule used is truncated at position
385 by genetic deletion to eliminate direct binding of diphtheria toxin to endothelial cells.
The resultant molecule has the catalytic domain (A-chain) of diphtheria toxin and the
translocation domain of the B-chain.The A-chain of diphtheria toxin possesses ADP-ribosy-
lase activity and ribosylates elongation factor-2 (EF-2) at a specific, post-translationally mod-
ified histidine residue called diphthamide. Consequently, EF-2 is irreversibly inactivated
leading to precipitous inhibition of protein synthesis in the target cells.The VEGF–toxin con-
jugate was found to be quite effective in inhibiting endothelial cell proliferation in vitro and
experimental angiogenesis in vivo [76]. Cytotoxicity to endothelial cells was specific and de-
pendent on VEGFR expression. Free toxin molecules did not show any effect on endothelial
cell viability. VEGF–toxin conjugate treatment of tumour-bearing mice resulted in selective
vascular damage in the tumour tissue and inhibited tumour growth [77]. Histological studies
demonstrated that conjugate treatment spared the blood vessels of normal tissues such as
liver, lung and kidney from being damaged. The differential effects of VEGFR targeting on
tumour vasculature can possibly be attributed to three factors, (1) over-expression of VEG-
FR in tumour vessels leading to increased homing of the VEGF–toxin conjugate, (2) prolif-
eration-dependent sensitivity to the effector moiety in the conjugate, and (3) polarized dis-
tribution of VEGFR. Over-expression of VEGFR on tumour vessels has been well docu-
mented. Recent in vitro studies suggest that only proliferating endothelial cells are sensitive
to the VEGF–toxin conjugate. Quiescent, confluent endothelial cells were found to be total-
ly resistant to the cytotoxic activity of VEGF–toxin. Endothelial cells in healthy tissues are
quiescent and therefore may have escaped the cytotoxicity of the VEGF–toxin conjugate.
Definite evidence for the third possibility is forthcoming. It is likely that the VEGFR is ablu-
minally distributed and therefore inaccessible to systemically circulating VEGF–toxin conju-
gate. At the tumour site however, increased permeability and vascular leakage may facilitate
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extravasation of the VEGF–toxin conjugate. As a result, extravascular VEGF–toxin can eas-
ily bind to the abluminally distributed receptors (Figure 9.2).Among the different splice vari-
ants, both VEGF-165 and VEGF-121 were found to be equally efficient in delivering toxin
polypeptides to endothelial cells. Conjugate treatment not only decreased vessel density in
tumour tissue but also decreased the number of branch points and nodes.
Chemical conjugates used in earlier studies were prepared by random derivatization of
VEGF with bifunctional reagents. Such methods often result in a heterogenous mixture of
different VEGF/toxin stoichiometry. To avoid batch-to-batch variations and to obtain struc-
turally well defined toxin conjugates, the coding region of VEGF and toxin polypeptides
were fused at the DNA level. Unlike the chemical conjugates (dimeric VEGF linked to a tox-
in moiety), genetically fused proteins were expressed as monomeric VEGF fused to a toxin
moiety. Interestingly, the monomeric constructs were found to be biologically active and in-
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Figure 9.2. Inhibition of tumour neovascularization with VEGF–toxin conjugate. Schematic diagram
showing higher levels of VEGF-receptor expression in the vascular endothelial cells of the tumour tissue
compared to normal tissue vasculature. Note that the receptors for VEGF are located at the abluminal
side of the endothelium. Both the location and density of VEGF receptors provide a unique opportunity
for targeting toxin molecules selectively to the tumour blood vessels. VEGF–toxins administered into
the systemic circulation will not affect the normal vessels due to the lack of sufficient numbers of
receptor molecules and their abluminal distribution. When the conjugates reach tumour tissues,
increased vascular leakage allows the conjugates to extravasate and home onto the abluminally-located
VEGF-receptors. VEGF–toxin conjugates are internalized by receptor-mediated endocytosis and
selectively inhibit endothelial cell proliferation and tumour angiogenesis.



hibited tumour growth in mice [78]. Based on these observations, it was concluded that it is
possible to re-engineer VEGF–toxin conjugates to optimize their anti-angiogenic effect. For
example, VEGF could be separated from toxin polypeptides by introducing a spacer
polypeptide, which can reduce steric hindrance.The spacer is 15 amino acids in size and its se-
quence is (Gly-Gly-Gly-Gly-Ser)3. The spacer molecule provides adequate flexibility and al-
lows unhindered interaction between VEGF and its receptor present on the cell surface.
Pharmacokinetic properties of the construct can be improved, e.g. by fusion with human Fc
fragments. Such strategies will improve the anti-angiogenic and anti-tumour activity of vas-
cular targeting reagents.

9.3.1.2 Other Growth Factor Receptors Used for Targeting Strategies

Other growth factor receptors over-expressed in tumour vessels are FGF receptors and Tie-
2 receptors. There have been few studies thus far to evaluate the relative merits of targeting
via FGF to inhibit tumour blood vessels. Davol et al. prepared an endothelial cell-specific cy-
totoxic conjugate [79] by chemically linking the plant-derived ribosomal inhibitory protein
saporin to FGF. The FGF–saporin conjugate inhibited proliferation of endothelial cells ef-
fectively in vitro. Similarly, a fusion protein containing placenta growth factor and saporin
was found to exert anti-angiogenic activity [80]. Since proliferating endothelial cells show up-
regulation of a variety of proliferation-associated cell markers such as transferrin receptors,
it is also possible to target transferrin receptors to inhibit angiogenesis or directly attack tu-
mour blood flow. Monoclonal antibodies reactive to human transferrin receptors have been
used to prepare cytotoxic conjugates containing recombinant ricin A chain. These constructs
were found to inhibit human corneal endothelial cells in a proliferation-dependent manner
[81]. Targeting transferrin receptors will affect both proliferating endothelium and tumour
cells and may therefore be useful at least for local application (e.g. for excessive proliferation
of blood vessels following eye injury), if not for systemic therapy.Although extensive experi-
ence with transferrin-mediated targeting has been obtained in brain targeting research (as
discussed in Chapter 2), this application has not been widely studied in tumour vasculature
targeting strategies.

9.3.2 Endoglin Targeting

Endoglin (CD105) is a transmembrane glycoprotein, which is expressed on the surface of
vascular endothelial cells (chicken, rodent and human). Endoglin is intricately associated
with TGF-β receptor complex and is considered to be an ancillary, non-signalling receptor for
TGF-β [82]. Genetic studies and gene deletion experiments have shown that endoglin plays
a critical role in the development of the vascular system [83]. Specifically, endoglin modulates
the communication between vascular endothelial cells and vascular smooth muscle cells, an
important step in the maturation of blood vessels. Furthermore, endoglin binds to TGF-β1
and TGF-β3 in conjunction with TGF-β type II receptor. TGF-β1 mediated signalling is nec-
essary for the differentiation of newly recruited mesenchymal (vascular smooth muscle) cells
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by endothelial cells. Genetic deletion of TGF-β1 in mice leads to embryonic lethality with a
significant defect in developmental angiogenesis [84].

Endoglin is over-expressed in the vasculature of tumours and other tissues undergoing
vascular remodelling [85]. Differential upregulation of endoglin presents an opportunity to
target cytotoxic molecules to endothelial cells. Several monoclonal antibodies specific for hu-
man endoglin have been produced [86]. Some of the monoclonal antibodies generated
against human endoglin were also found to cross react with mouse endothelial cells. In spite
of low binding, monoclonal antibodies (SN6f and SN6j) were readily internalized by mouse
endothelial cells. Using such a cross-reactive antibody, Seon et al. chemically linked ricin A
chain or deglycosylated ricin A chain (the catalytic subunit of the plant toxin ricin) [86]. Ricin
A chain is a N-glycosidase which specifically cleaves a single adenine residue from the 28-S
ribosomal RNA. Depurination irreversibly impairs the function of ribosomes and thereby in-
hibits protein synthesis. Conjugates of endoglin-specific antibody and ricin A chain showed
specific cytotoxicity against endothelial cells in vitro and inhibited experimental angiogene-
sis in vivo. The anti-angiogenic properties of anti-endoglin–ricin A chain conjugate were
demonstrated in a dorsal air sac model system. Most importantly, endoglin-specific immuno-
toxin showed strong anti-tumour activity in a SCID mouse tumour model. In these studies,
MCF-7, a human breast cancer cell line was transplanted into mice and then treated with en-
doglin-specific immunotoxin. These studies showed complete inhibition of tumour growth in
all of the treated mice without any apparent toxicity to normal tissues [87].Apart from intra-
cellular targeting, endoglin-specific antibodies were also successfully used to localize ra-
dionuclide on the cell surface. Radioiodinated monoclonal antibodies (10 µCi) given to tu-
mour-bearing animals significantly inhibited tumour growth, indicating the clinical potential
of targeting endoglin [88].

9.3.3 Targeting Integrins to Tumour Vasculature

Interaction between cell surface-anchored integrins and extracellular matrix components
constitutes an additional pathway necessary for angiogenesis control. In fact, studies have
identified two cytokine-mediated, integrin-dependent angiogenic pathways. One of these
pathways is associated with αVβ3 integrin, which selectively influences FGF-2 mediated an-
giogenic signals [28]. A second, non-overlapping pathway is represented by cross-talk be-
tween αVβ5 integrin and PKC-dependent, VEGF- or TNFα-induced, signalling [89]. Tumour
angiogenesis can therefore be inhibited by blocking the interaction between integrins and
the RGD motif-containing extracellular matrix proteins. Furthermore, the integrins present
on tumour endothelium can serve as target epitopes via which toxic compounds can be de-
livered to the endothelial cells of the tumour.

Erkki Ruoslahti and colleagues [90] developed a novel targeting strategy by using
polypeptides capable of delivering cytotoxic drugs to integrins. An in vivo selection of phage
display libraries identified peptides that specifically home to components of tumour blood
vessels (see Chapter 10 for details relating to this technology of ligand/target finding). Ru-
oslahti’s research group identified two major classes of peptides, one containing the RGD
motif and the other containing an NGR motif. These polypeptides were then chemically
linked to the anti-cancer drug doxorubicin.Treatment of breast carcinoma-bearing mice with
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the conjugated doxorubicin caused vascular damage in the tumours and a strong anti-tumour
effect at a 10–40 x lower concentration than that of free doxorubicin, while liver and heart
toxicity was reduced compared to that observed with free doxorubicin [90]. Whether this ef-
fect was caused by the selective delivery of the chemotherapeutic drug to the tumour en-
dothelial cells and/or tumour cells, direct caspase-3 activation [91], or a combination, has not
as yet been established.Their results illustrate the potential of targeting therapeutic agents to
integrins expressed on the vasculature of tumours as an effective means of cancer treatment.

9.3.4 Tumour Vasculature-specific Blood Coagulation Induction

Toxins as effector molecules have been widely studied in vitro and applied in vivo in pre-clin-
ical and clinical studies. A frequent observation with immunotoxins in the clinic is the occur-
rence of vascular leak syndrome. This toxicity is associated with the toxin moiety of the im-
munotoxin and sometimes demands cessation of therapy or administration of sub-optimal
dosages [92]. Another approach with high potential is to selectively inhibit tumour blood
flow by selectively targeting the blood coagulation-inducing activity of the tumour endothe-
lium.

In one study on coagulation-inducing capacity, a mouse model for tumour vasculature was
exploited in which the expression of MHC Class II was artificially induced on tumour en-
dothelial cells [93]. Bispecific antibodies (BsAb) against MHC Class II and a truncated form
of the activator of the extrinsic coagulation pathway, truncated Tissue Factor (tTF), were
chemically prepared. Intravenous administration of a mixture consisting of BsAb and tTF
(BsAb * tTF), the so-called ‘coaguligand’ formulation, to mice with clinically relevant tu-
mour burden, resulted in dramatic tumour reduction without concurrent toxicity in other or-
gans (Figure 9.3). Site-specific blood coagulation in the tumour blood vessels caused an al-
most instantaneous and persisting blockade of tumour blood flow.Treatment of mice bearing
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Figure 9.3. Photograph of a mouse 7 days after i.v. injection of a coaguligand formulation consisting of
truncated Tissue Factor mixed with a bispecific antibody directed at the MHC Class II molecules on the
tumour vasculature and at truncated Tissue Factor. The mouse carried a C1300 muγ tumour measuring
approximately 10 x 10 mm in diameter at the time of treatment. Within hours after treatment the tumour
blood flow was blocked by generalized blood coagulation in the tumour vasculature (not shown). Seven
days after treatment, the necrotic tissue was almost completely removed by the host immune cells.



subcutaneous tumours, twice with BsAb * tTF coaguligand led to 38% complete tumour re-
gressions and 24% partial responses [94]. The attractiveness of the coaguligand approach is
the use of a truncated form of TF which is devoid of coagulation-inducing activity as long as
it is prevented from complexing with the lipophilic factor X on cell membranes. Upon cross
linking of the hydrophilic tTF with the target cell membranes by the BsAb, tTF becomes
complexed with factor X. In the presence of factor VII/VIIa, this leads to the induction of
blood coagulation (Figure 9.4). It is thought that there is a threshold in the number of tTF
cross linked to cell membranes, above which the coagulation cascade is initiated. In theory,
this allows tumour endothelium-associated target epitopes to be utilized which are highly but
not exclusively, expressed on tumour endothelium. The level of expression on other vascular
beds is then too low to trigger coagulation after cross linking of the coaguligand.

Using a similar approach of tumour infarction, mouse solid Hodgkin’s tumours sponta-
neously expressing endothelial VCAM-1 were significantly retarded in outgrowth [95]. The
anti-tumour effect was not as dramatic as seen in the MHC Class II model. Possibly, the num-
ber of tTF molecules delivered at the site of the tumour endothelium was not sufficient to
create a rapid and more or less generalized pro-coagulant situation throughout the tumour
vasculature. Only if coagulation is induced in the majority of vessels, will the number of tu-
mour cells deprived of nutrients be sufficient enough to show strong anti-tumour effects. Fur-
thermore, anti-coagulation activities may be strong enough to counteract the coaguligand ef-
fects when the kinetics of coagulation induction are insufficient to imbalance local pro- and
anti-coagulation activities.

The coagulation induction potency of coaguligand formulations are likely to be deter-
mined by the following factors: (i) the number of target epitopes on the tumour endothelium
that allow BsAb-mediated interaction between tTF and factor X on the target cell mem-
brane; (ii) local anti-coagulation activity which may be regulated in a species-specific man-
ner; and (iii) the kinetics of cross linking of the BsAb and the target epitopes in relation to
the kinetics of coagulation induction capacity. The number of MHC Class II and VCAM-1
molecules expressed on the tumour vasculature of the animal models discussed, were high, as
were the affinities of the antibodies used. This enabled a significant number of tTF to be
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rapidly cross linked to the target cell membrane. For clinically relevant target epitopes and
targeting devices, the importance of these characteristics needs to be established.

In addition to the targeting of toxins and coagulation-inducing effector moieties to tumour
vasculature, inhibitors of angiogenesis-related signal transduction pathways are candidates
for selective targeting to tumour endothelium. Although quite effective in various animal
models, recent observations of severe toxicity in clinical studies justifies more selective de-
livery of these molecules into the pro-angiogenic endothelium. At present, however, no data
are available on such strategies.

9.3.5 Other Potential Targets 

Of the target epitopes suggested for use in tumour vasculature directed drug targeting strate-
gies (Table 9.1), those discussed above seem to be the most promising for development for
clinical application.A few have not been extensively studied for this purpose but may also be
interesting candidates, and are therefore discussed below.

Endosialin is a cell surface glycoprotein that was identified in various human tumours in-
cluding sarcomas, carcinomas and neuroectodermal tumours. It comprises a core polypeptide
of about 95 kDa and is highly glycosylated (O-linked oligosaccharides). Its biological func-
tion and the importance of its expression on tumour vascular endothelium is not yet under-
stood.This antigen is thought to be located on the luminal surface of tumour endothelial cells
which represents an obvious advantage for targeting [96]. Apparently, monoclonal antibody
(FB5) reactive to endosialin did not show any detectable binding to the vasculature of nor-
mal tissues. Although it was suggested that radiolabelled FB5 was rapidly internalized into
endosialin-expressing cells, no follow-up on this was reported [96].

Griffioen et al. [97] investigated the potential of targeting the activation antigen CD44.
Their studies showed that endothelial cells from tumour vasculature displayed an increased
expression of CD44 as compared to endothelial cells from normal tissue. CD44-targeted im-
munotoxin produced efficient inhibition of CD44-positive endothelial cells with high speci-
ficity. Further pre-clinical studies are currently in progress.

Targeted radioimmunotherapy of pulmonary micrometastases was feasible in mice with an
antibody directed against thrombomodulin, expressed selectively and in large amounts on
the luminal surfaces of capillaries and small blood vessels in the lungs. The short-lived
(t1/2 = 45 min) a-particle emitter 213Bi, conjugated to the antibody was delivered to healthy
lung and tumour capillaries, resulting in significant tumour growth reduction and an extend-
ed life-span of animals treated at low doses. At higher doses, tumours almost completely re-
gressed. However, animals died of lung fibrosis as a result of concurrent damage to healthy
tissue [98].

A breakthrough in the search for novel anti-angiogenic compounds occurred when the hy-
pothesis that a primary tumour, while capable of stimulating angiogenesis for its own blood
supply, can produce angiogenesis inhibitors which suppress the outgrowth of distant metas-
tases, was proven to hold true. This hypothesis came from the observation that the removal
of primary tumours could lead to the accelerated growth of metastases [99]. To test this hy-
pothesis the Lewis lung carcinoma mouse model was used, in which the primary tumour com-
pletely suppressed the growth of its metastases. From the urine of these mice a cleavage frag-
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ment of plasminogen, called angiostatin, was purified and found to replace the inhibitory ac-
tivity of the primary tumour completely [100]. Treatment of tumour-bearing mice with an-
giostatin almost completely prevented metastasis formation in the lung. In theory, these in-
hibitor proteins could serve as carrier molecules for drug targeting, provided they specifical-
ly bind to tumour vasculature. They could then form the basis for dual targeting strategies, in
which the carrier itself exerts an effect in addition to the effect of the attached drug. De-
pending on the mechanisms of action of both active components, synergistic effects might be
expected [101].The target for angiostatin on endothelial cells has recently been discovered to
be ATP synthase [102]. Whether this binding site is expressed in tumour vasculature and can
be exploited as a target epitope with angiostatin as a carrier molecule, needs to be investigated.

Using a similar strategy endostatin was discovered [103]. Although the exact identity of
the binding site for endostatin is not known, Chang et al. demonstrated that endostatin can
bind to blood vessels of different calibre in various organs. In breast carcinoma binding of en-
dostatin co-localized with FGF-2, but FGF-2 and heparin did not compete for endostatin
binding [104]. The lack of selectivity for tumour vasculature probably excludes this molecule
from being used as a carrier molecule in drug targeting strategies.

To summarize, some major steps forward have been made in the development of novel
drug targeting approaches aimed at selectively killing tumour endothelial cells.The extensive
‘from the bench to the bed’ experience with tumour cell-targeted immunotoxins [105] has
paved the way for further development of these tumour endothelial cell-targeted strategies.
In this context it is of primary importance that the handling of clinically relevant target epi-
topes and their drug targeting ligands by endothelial cells, be established under pathological
conditions.

9.4 Tumour Vasculature Targeting Potentials: Extrapolation 
of Animal Studies to the Human Situation

From the above, it is clear that tumour vasculature-directed drug targeting approaches to
blocking tumour blood flow can be potent strategies for the therapy of large solid tumours.
At present, however, only pre-clinical data are available in this area of research, and no sen-
sible extrapolation from pre-clinical experiments with human or animal tumours can be
made from the animal model to the clinical setting. One important difference between hu-
man tumours and tumours grown in animals is the level of vascular permeability. Although
this parameter can vary significantly between the various animal tumours [106], it is believed
that the vasculature of animal tumours is in general more permeable. This may be a result of
the fact that the majority of animal tumours grow more rapidly than those developing in hu-
mans.Another consequence of this rapid tumour growth, is that the majority of blood vessels
in animal tumours are in a pro-angiogenic state. As a result, anti-angiogenic therapy or an-
giogenesis-related epitope-targeted therapy will affect a greater proportion of the blood ves-
sels in an animal tumour. In human tumours the vasculature is more heterogeneous. There-
fore, the selective targeting of drugs to different epitopes covering a broad range of angio-
genesis-related markers seems most appropriate strategy to gain access to the majority of tu-
mour blood vessels.
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Many of the drugs that inhibit endothelial cell proliferation, migration and maturation in
the angiogenic process act at the level of cell death induction. The thrombo-embolisms ob-
served in the clinic with several anti-angiogenic compounds may indicate that enhanced en-
dothelial cell apoptosis in humans can lead to enhanced micro-thrombus formation and se-
vere toxicity. This observation is in line with the description of the enhanced coagulation-in-
ducing capacity of endothelial cells in vitro, when endothelial apoptosis is triggered [107].
Whether the delivery of anti-angiogenic drugs or coagulation-inducing effector molecules
into/at tumour endothelial cells via drug targeting will have a similar detrimental effect in hu-
mans needs to be carefully addressed.

9.5 Summary and Future Perspectives

Targeting active agents to tumour vasculature to selectively induce tumour blood flow block-
ade was shown to be highly effective in inhibiting clinically significant tumour burdens in an-
imals. One of the potential advantages of such a treatment may be the absence of drug resis-
tance, as tumour endothelial cells are considered genetically stable. The next step will be to
develop similar strategies for use in the clinic. For this purpose, target epitopes on human tu-
mour endothelium need to be identified and studied for their suitability for such strategies.
Although some interesting target candidates have been put forward, proof of concept in the
human situation needs to be validated. Furthermore, the choice of the drugs to be selective-
ly delivered at or into the pro-angiogenic endothelium will require extensive research in the
coming years.

Some 20 different anti-angiogenic agents are currently in clinical trials. Examples of these
are marimastat, AG3340, neovastat, TNP-470, thalidomide, CAI, SU5416 , anti-VEGF anti-
body, and angiostatin (see NCI homepage). It needs to be established whether these drugs
can be considered as candidates for use in future drug targeting strategies. Since tumour ther-
apy aims at the complete eradication of tumour cells, a combination of tumour vasculature-
directed strategies (anti-angiogenic drugs as such, or targeted drugs as discussed in this chap-
ter) together with tumour cell-directed chemo- and/or immunotherapy, may provide the way
forward in the search for optimal treatment for future clinical application.
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10 Phage Display Technology for Target
Discovery in Drug Delivery Research

Ricardo Mutuberria, Jan-Willem Arends, Arjan W. Griffioen, Hennie R. Hoogenboom

10.1 Introduction

Phage display technology has revolutionized the search for proteins, peptides, and antibodies
that bind to molecular targets.The creation of ligand-displaying libraries in combination with
powerful selection methods has opened up a wide range of possibilities not only for the
search and generation of new ligands amenable for drug targeting, but also in the field of
drug discovery and drug design. Libraries containing billions of such ligands can be displayed
on phage and enriched for target-binding clones under rationally designed selection tech-
niques, producing molecules with the desired specificity for a given target. The linkage of
genotype and phenotype present within the phage particle allows further manipulation of the
ligand encoding genes to achieve the desired targeting entity. Selected ligands can be provid-
ed with desired effector functions and employed for therapeutic purposes.

For drug targeting applications, where high affinity ligands are needed which specifically
recognize cell- and/or disease-induced surface molecules and are routed into the desired cel-
lular compartments, this technology may be of great importance. This chapter will address
how this technology is being used for drug targeting research and target discovery, through
the selection of ligands to known and novel targets, and for the engineering and optimization
of phage display selected ligands for therapeutic applications. Finally, an update on the cur-
rent applications of the technology in drug targeting is presented.

10.2 Phage Display Technology

10.2.1 Introduction to the Technology

Phage display libraries have been used extensively for the selection of peptides, antibody
fragments or protein variants binding to structures such as proteins, peptides, carbohydrates,
nucleic acids or small molecular weight compounds. The ability to rationally design and con-
struct libraries with large molecular diversity makes possible the identification of novel lig-
ands or variants of known ligands with desired binding specificity and characteristics.The dis-
play of ligands on the surface of bacteriophage (Figure 10.1) is accomplished by the cloning
of protein- or peptide-encoding DNA into the phage genome by fusion to one of the phage
coat proteins, pVI, pIII or pVIII. The coat protein fusion is therefore incorporated into the
mature phage resulting in the ligand being displayed on the phage surface, while its genetic
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material resides within the phage genome. When the cloned DNA encodes variants of a cer-
tain ligand, a phage display library is created. Phage display was first achieved in 1985 by the
expression of a peptide on the surface of bacteriophage M13 [1]. Five years later the first ran-
dom peptide libraries [2–4], and antibody fragment libraries [5] were constructed. Today a
large number of moieties have been successfully displayed on the surface of filamentous
phages. These include peptides (reviewed by Cesarini et al.) [6], antibody fragments (re-
viewed by Hoogenboom) [7], enzymes (reviewed by Soumillon et al.) [8], protein scaffolds
(reviewed by Nygren and Uhlen) [9], cDNA libraries, (reviewed by Hufton et al.) [10], pro-
tease inhibitors [11], transcription factors [12], cytokines [13], and extracellular domains of
receptors [14].

In order to retrieve ligands with the desired specificity, phage display libraries are enriched
for target binding clones by subjecting the phage libraries to repetitive rounds of selection.
This includes incubation with antigen or ‘biopanning’, washing of non-bound phage, elution
and re-infection of selected phages into bacteria (Figure 10.2).Antigen binding phage is gen-
erally eluted by low or high pH treatment, which drives the dissociation of the ligand from its
target without substantially altering the infectivity of the phage for bacteria. A selected fila-
mentous phage is propagated in bacteria, which secrete multiple copies of the phage display-
ing a particular insert. Selection is repeated until a population of binding clones is enriched
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fragment in non-suppressor strains; gIII, phage gene III; rbs, ribosomal binding site; S, signal sequence
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and eventually individual clones are screened for binding to the target. Any procedure that
efficiently separates binding clones from those that do not bind, can be used as a selection ap-
proach. This has given rise to a large variety of selection methods (Figure 10.3).

Some phage display vectors allow ligands with desired specificity to be produced both as
soluble or phage displayed molecules.Alternatively, selected ligands can be recloned for pro-
duction of the soluble form, or synthesized in vitro as is commonly done for peptide ligands.
Phage displayed moieties often exhibit the same or similar functional characteristics as their
native counterparts in solution. Soluble forms of the ligand are commonly used to determine
relative specificity or affinity to the target. Genetic manipulation of the selected clones al-
lows further optimization of the selected ligand to meet the requirements necessary for drug
targeting purposes.
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10.2.2 Phage Display Libraries

10.2.2.1 Introduction 

The Phage Display process generally starts by creating a large collection of phage, known as
a ‘library’, containing up to hundreds of millions of related proteins (such as antibody frag-
ments or peptides) that are displayed on the surface of filamentous phage.The fusion protein
is generally cloned in frame with gene III or gene VIII and downstream of a signal sequence
that directs proteins to the periplasm, where many recombinant proteins will fold correctly.
Phagemids, small plasmid vectors with higher transformation efficiencies, are the commonly
used vectors for library creation. Phagemids carry the fusion protein gene with appropriate
cloning sites for exogenous DNA insertion and with a phage packaging signal [15,16].
Phagemids make large amounts of recombinant protein, but are unable to make phage un-
less the bacteria is also infected by helper phage (fd phage with disabled packaging signal and
antibiotic resistance gene), which supplies all the other proteins required to make functional
phage. Phagemids can also be formatted for direct secretion of soluble, non-fused product,
for the production of the soluble form of the displayed ligand [17].
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10.2.2.2 Peptide Display

Since many proteins exert their biological activity through relatively small regions of their
folded surfaces, their interactions may in principle be reproduced by much smaller peptides
that retain these localized bioactive surfaces. Peptides can provide information about the
molecular interactions of protein binding sites [18], can be used as ligands for targeting pur-
poses [19], are useful intermediates in the development and design of non-peptide drugs [20],
and can act as small molecule drugs with biological activity [21]. Peptides are readily synthe-
sized and are characterized by rapid tissue penetration having potentially improved proper-
ties for certain in vivo applications [22] (Figure 10.4).

The first reported random peptide libraries were constructed in 1990, and fused to pIII
[2–4]. These where followed by random libraries fused to pVIII [23]. The phage peptide li-
braries are enriched on antigen, and clones analysed by sequencing to identify possible con-
sensus residues. Once consensus amino acid sequences are found among selected peptides,
the encoded peptides may be synthesized to confirm their specificity and determine affinity
for the target. The peptides themselves can be used as specific binding ligands in research or
diagnosis, for drug development, or they can form the starting point for the synthesis of
smaller bioactive molecules.
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Phage peptide libraries may contain either constrained [24] or linear peptides. For the for-
mer, the peptide is presented in a structurally constrained, thus more rigid form, for example
using cysteine bridging. Linear peptides can adopt more conformations in solution; they are
particularly useful for determining the consensus for the recognition and modification sites
of proteases, kinases etc. [25]. Constrained peptides often produce higher affinity ligands
[26,27].

In general, relatively large peptides can be displayed by fusion to pIII, whereas for pVIII
display, the maximum size of the peptide is usually limited to around 15 amino acid residues.
This size restriction is less pronounced when using phagemids, in which wild-type coat pro-
tein competes with the fusion product for insertion into the phage coat. In the case of pVIII
fusion, polyvalent display is achieved, since over 2000 copies of the coat protein are incorpo-
rated into the viral particle. With phagemid systems lower numbers of fusion proteins per
phage particle are obtained, but the phage coat protein may be engineered to allow more ef-
ficient display [28]. Generally polyvalent display leads to selection of low (micromolar) affin-
ity peptide binders [3]. On the other hand ‘monovalent’ display, obtained by using pIII as the
fusion partner in a phagemid system, allows the selection of higher affinity (nanomolar) vari-
ants [29].

Libraries can also be made from naturally occurring peptides (e.g. melanocortin [30] and
somatostatin [31]) and their variants, or be derived from protein-fragments.The former have
been employed mainly for the identification of peptide variants with improved characteris-
tics, and the latter for the identification of antigenic determinants present on targets, for ex-
ample by selecting for binders to monoclonal antibodies specific for an antigen-fragment
peptide library.

Naturally occurring peptides can be altered in size and structure, and randomization of
residues can be introduced into libraries for the identification of peptides with improved
characteristics or improved binding specificity. Such an approach has been used to select re-
ceptor-specific variants of atrial natriuretic peptide (ANP) with improved expression in E.
coli and specificity for just one form of the ANP receptors [29].

Phage displayed peptide libraries have been successfully employed for the identification
of peptide ligands with a variety of applications. Recent reviews describe the developments
in the generation and screening of peptide libraries [6], their application in the identification
of receptor ligands [32] and in drug development [33].

10.2.2.3 Antibody Display

One of the widest and most powerful applications of phage display technology has been in
the generation of recombinant antibodies. The first protein to be successfully displayed on
phage was single-chain antibody variable fragment (scFv) [5].This was achieved by fusing the
coding sequence of the antibody variable regions to the amino terminus of the phage coat
protein pIII (Figure 10.1).

Large and highly diverse combinatorial antibody repertoires can be constructed on phage,
displaying antibodies with diverse antigen combining sites, generated by the PCR amplifica-
tion of antibody variable (V) genes [7,34]. Antibodies to any chosen antigen can be selected
from universal libraries made from non-immune sources of antibody genes. Human antibod-
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ies may be generated from such non-immune ‘naïve’ libraries built with the V-genes of B cells
from human donors [35], or from synthetic libraries built with in vitro rearranged variable
germline genes [36].Alternatively, for some applications, antigen-biased antibody repertoires
can be created using V-genes from immune sources (reviewed by Hoogenboom et al.) [7].

Today several large single pot libraries with over 1010 independent clones have been gen-
erated. From these libraries high affinity antibodies against virtually any antigen can be iso-
lated [7]. The size of the library significantly improves the likelihood of identifying antibody
fragments with high specificity and high affinity due to the sampling of a larger diversity.

Phage displayed antibody libraries have been successfully used to isolate antibodies
against a variety of antigens such as self-antigens [37], haptens [38], carbohydrates [39], DNA
[40] and RNA [41]. Selected antibodies may also have remarkable specificity for the antigen,
for example, antibodies which are able to distinguish between two variant forms of a native
antigen which differ in a single amino acid, have been selected [42].

The selected antibody fragments have been used in many applications, varying from anti-
body-based biochemical assays to in vivo imaging of tumours. The relative ease with which
they form multimers and fusion proteins, and the possibility of high levels of expression of
these molecules in a variety of different hosts, makes them ideal protein-based diagnostic and
possibly future therapeutic reagents (reviewed by Hudson and Kortt) [43] (Figure 10.4).

10.2.2.4 Protein Scaffolds

Until the advent of the phage display era, antibodies were traditionally the sole source of
antigen binding molecules. By variation of surface residues of a protein, it is in principle pos-
sible to build a library of proteins each with a different topological surface. From these li-
braries, variants with a particular binding specificity can be selected using phage display. In-
deed, protein display libraries based on proteins with very different folding patterns and thus
varying structural frameworks, have been constructed. Ideally protein scaffolds to be used in
drug targeting should: (1) be small single domains, (2) be of human origin, (3) have pre-
dictable pharmacokinetics (for human therapeutics), (4) have available sites or surfaces for
the introduction or transfer of functional sites, and, (5) have a sufficiently large antigen-bind-
ing surface for affinity or specificity maturation. They should also be (6) suitable for engi-
neering into multivalent, multi-specific molecules, or molecules with effector functions, and
(7) yield high level expression in multiple hosts with the capacity to fold in vitro and in vivo.
Although antibodies fulfil most of these requirements, there are applications where other
proteins may be more suitable.

Scaffold libraries have been created for several applications in affinity chromatography, or
for the generation of ligands to disease-related targets. The most developed scaffold is a two
alpha helix-containing variant of protein A from Staphylococcus, protein Z. so called ‘Affi-
bodies’ [44], showing selective binding to respiratory syncytial virus (RSV) G protein, have
been selected [45]. Some libraries have been used for the transfer of bioactive peptides or
functional residues from one protein to a new protein scaffold. In our laboratory, human cy-
totoxic T lymphocyte associated protein-4 (CTLA-4) has been used as a protein scaffold to
display the 14mer somatostatin hormone, or RGD sequence-containing peptides. This has
produced a series of ligands to the somatostatin receptor and αvβ3 integrin respectively, the
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latter being important in angiogenesis (see Chapters 9 and 7), with possible application as hu-
man therapeutics [46,46a].

10.2.2.5 Engineering Proteins with Phage Libraries

Phage display technology offers a valuable tool for the in vitro evolution of molecules. By tar-
geted or random mutagenesis, libraries containing variants of a protein can be constructed,
and selection of these libraries under controlled conditions can result in the generation of
variants with improved characteristics.A large variety of proteins have been successfully dis-
played on phage with the purpose of selecting desired variants. Hormone variants with high-
er affinity for their receptors [47], with similar biopotency and reduced size [48], or with im-
proved specificity for one of its receptors [49] have been selected from phage libraries. Pro-
teins with higher affinity or specificity for their receptor [50] or enzymes with higher or new
catalytic activities [51,52] have also been generated.

Minimizing proteins into significantly smaller polypeptides has also been achieved via
both rational design processes and selection from vast combinatorial phage display libraries.
Such ‘mini-proteins’ represent a potential intermediate step toward the development of
drugs targeted to protein–protein interfaces [53]. Finally, binding ligands with desired func-
tion and specificity can also be generated using a combination of phage display technology
and semi-rational protein design. In this way peptides that bind to the extracellular domain
of the fibroblast growth factor (FGF) receptor, were selected from a peptide library. Guided
by the knowledge that agonist activity of FGF is conferred by the ability to cause receptor
dimerization, the selected peptide was expressed as a fused protein coupled to domains that
undergo spontaneous dimer formation, enhancing binding affinity to the receptor.

Furthermore, one of these fusion proteins also possessed agonist activity in vitro. This has
generated a small protein with no homology to FGF which binds to the FGF receptor repro-
ducing the biological activity of FGF [54].

10.2.2.6 cDNA Expression Libraries

The display of cDNA libraries was first achieved on pIII by an indirect display method, based
on the interaction between the Jun and Fos leucine zippers [55,56]. This approach was suc-
cessfully applied for the selection of allergenic proteins from Aspergillus fumigatus using
serum from affected patients [57].An alternative approach was later described where cDNA
fusion occurred at the C-teminal domain of the minor coat protein pVI [58]. cDNA libraries
are being used for the screening and selective isolation of genes by specific gene-product/lig-
and interaction. For the identification of disease-related targets a cDNA fragment display li-
brary can be selected against homogeneous ligands [59], such as natural ligands or ligands se-
lected from antibody or peptide libraries against novel targets, or heterogeneous ligands such
as patient sera or polyclonal antibodies. The latter application has been validated by our
group for the selection of products from a colorectal carcinoma cDNA library using both ho-
mogeneous and heterogeneous ligands [10]. Display of cDNA or cDNA fragment libraries
on lambda phage is complementary to the filamentous phage display libraries. With M13
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phage there will be a bias to display naturally secreted cDNAs or extracellular domains (in-
tracellularly expressed cDNAs can also be expressed on phage, e.g. zinc finger proteins).
Phage lambda display has the advantage of cytoplasmic expression of the cDNAs and high-
er display levels [60]. Selection of cDNA or cDNA fragments using cells or tissues, and the
rapid cloning of cDNAs expressing proteins specific for these ligands should facilitate the
search for novel targets and biologically important antigens (Figure 10.4).

10.3 Generation of Ligands Amenable for Targeting

In the following sections, procedures and approaches for retrieving ligands specific for well-
defined targets will be discussed, followed by discussions relating to the application of re-
fined selection methods for the identification of novel targets.

10.3.1 Selection of Ligands to Defined Targets

Most phage selection strategies rely on the availability of purified or recombinant antigen.
This allows common selection strategies such as biopanning on immobilized antigen coated
onto solid supports [35], or on columns [38]. However, coating/immobilization of the antigen
may alter the conformational integrity of the antigen and as a consequence, antibodies that
do not recognize the native form may be selected. To circumvent this problem, indirect coat-
ing methods can be applied. Antibodies may be used to capture the antigen, and non-specif-
ic Ig of the same species and isotype may be added during the selection procedure to avoid
selection of antibodies to the capturing agent [61]. However, the most frequently used
method today, is based on selection with labelled soluble antigen, such as biotinylated anti-
gen, followed by capture on a biotin-binding surface [62]. After incubation of phage with the
biotinylated antigen, unbound phage can be removed and the antigen-bound phage can be
retrieved with streptavidin-coated paramagnetic beads and a magnet. This selection method
allows for the accurate control of selection parameters such as antigen concentration, which
may result in selection according to the affinity for the antigen, e.g. decreasing the antigen
concentration to favour the selection of high affinity antibodies [63]. Phage libraries can also
be incubated with biotinylated antigen and diluted into excess unlabelled antigen for vari-
able times prior to capture on streptavidin-coated magnetic beads. This allows for selection
on the basis of the kinetics of dissociation (off-rate) from the antigen; e.g. longer incubation
times with unlabelled antigen will favour selection of slow off-rate antibodies [62].

Phage display allows further variations to favour the selection of ligands directed towards
specific epitopes present in the target antigen. Similar to the presence of immunodominant
epitopes in vivo, selection-dominant epitopes exist in vitro [64]. Ligands directed to immun-
odominant epitopes can be included during the panning procedure. By such ‘epitope block-
ing panning’, a broader range of specific antibodies from combination libraries can be 
rescued. This approach has been used to isolate neutralizing human antibodies to weakly 
immunogenic epitopes of human immunodeficiency virus 1 (HIV-1) gp120 [65] and RSV
[66].
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When the target molecules are not easily purified, or are cell surface antigens that require
the presence of a lipid bilayer for maintaining their native form, selection on complex anti-
gen mixtures is necessary. To avoid selection of non-relevant phage and to select antigen or,
in the case of cell selections, to obtain cell type specific phage ligands, depletion and/or 
subtraction methods may be employed. Depletion is achieved by the incubation of the phage
library with non-target cell population(s), which do not display the target antigen, previous
to the incubation with the target cell population. Subtraction, on the other hand, is performed
when the phage library is incubated with both target and non-target cell populations 
simultaneously, and the target cell population with the bound phage is subsequently isolated.
Competitive elution with an antibody or the antigen itself [67] can be used to elute only those
antibodies homing to the desired antigen. Selection with alternating different sources of 
antigen to select only those ligands that bind to antigen(s) which are common to all sources
[68], may also be employed.Alternatively, a method named ‘pathfinder’ has been devised for 
guided selection on complex antigen sources, using ligands directed towards the target 
molecule. These ligands, conjugated to horseradish peroxidase (HRP) can be used as
pathfinders during the panning procedure. In the presence of biotin tyramine these mole-
cules catalyse biotinylation of phage binding in close proximity to the target antigen, allow-
ing specific recovery of ‘tagged’ phage from the total population using streptavidin. In this
way, phage binding to the target itself, or in its immediate proximity, are selectively recovered
[69]. This technique has been applied for the selection of phage antibodies against antigens
including carcinoembryonic antigen (CEA), E- and P-selectins, and for the selection of nov-
el antibodies which recognize immobilized purified antigen [70].This technique could also be
applied in the future for the selection of ligands to novel targets such as unknown receptors
of known ligands or any molecules involved in other protein–protein interactions (Fig-
ure 10.4).

10.3.2 Phage Display for Target Identification

10.3.2.1 In Vitro Selections on Complex Antigens

We have seen the versatility of phage display technology for the selection of ligands directed
to known target molecules. However, one of the major advantages of this technology is based
on its applicability for the selection of ligands directed to novel targets present on certain tis-
sues, cell types, or cells in a specific stage of differentiation or in disease-induced states. The
selection methods developed for defined targets may now be used to detect, by virtue of the
phage, novel ligands or epitopes in the antigenic mixture. In addition, specific protocols have
been developed to direct the selection process towards the isolation of tissue- or cell type-
specific ligands (Figure 10.2).

In principle, whole live cells or crude preparations derived from cells or tissues can be used
as an antigen source to identify novel targets. For example, measles virus-infected cell lysates
have been used to select antibodies which reacted specifically with measles virus-infected
cells [71]. Protein mixtures from cells or tissues may first be separated to direct the selection
to specific cell compartments or antigens. By SDS-PAGE, the antigen(s) of interest can be
identified and isolated, e.g. antigens detected in 2-D gels of cell lysates of target cells but not
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in lysates of non-relevant cells. The target antigen(s) can then be blotted onto a membrane,
or eluted from the gel for later use as an antigen source for selection. This principle has been
proven by the selection of antibodies recognizing the native form of the ED-B domain of fi-
bronectin, a marker of angiogenesis [72].

Selection techniques are often adapted to conditions where antigenic expression is as close
as possible to the in vivo situation.Antigen expression on cells is highly dependent on the cel-
lular environment and on cell–cell and cell–matrix interactions. In order to maintain some
cell–cell and partial cell–matrix interactions, cell panning can be carried out on in vitro cul-
tured cell monolayers, where culture conditions can also be further modified in order to mim-
ic the antigenic expression in vivo. Cell panning can also be carried out with cells in solution.
Unbound phage can be removed after the cells and bound phage are separated from the su-
pernatant by centrifugation or by magnetic retrieval with magnetically labelled beads which
bind to the cells (reviewed by Mutuberria et al.) [73].

A highly pure cell population, with its specific bound phages, can be isolated from complex
cell mixtures by the use of magnetic activated cell sorting (MACS) [74] or by fluorescent ac-
tivated cell sorting (FACS) [75,76]. Cells bearing the antigens of interest are magnetically or
fluorescently labelled via cell-specific antibodies. Following incubation of the cell mixture
with the phage library, the antigen-positive cell population and bound phage is retrieved
from the antigen-negative cells using MACS or FACS. When the phage library is incubated
with the cell mixture prior to target cell isolation (subtraction), selection of target cell-spe-
cific antibodies may be favoured, since negative non-target cells will compete for antibodies
that bind to common antigens. MACS selections on a model system has shown clear advan-
tages over other cell selection methods such as selections on monolayers [73].This may be at-
tributed to the improved interaction between cells and phage, the efficient elimination of
non-relevant phage by washing the cells immobilized on a magnetic column, and the high cell
viability and integrity during this mild selection procedure. We have applied this selection
method using a large naive antibody library on mildly fixed endothelial cells immobilized on
a magnetic separation column.Angiogenic factors and tumour-conditioned media were used
to induce tumour angiogenesis-associated antigen expression on cultured human umbilical
vein endothelial cells. A large number of endothelial cell binders have been selected by this
approach, most of which bind preferentially to angiogenic vasculature, and therefore tumour
vasculature. A further advantage of the MACS selection approach is that it is based on the
isolation of positive target cells on magnetic columns, from which irrelevant phage can be si-
multaneously washed off, using simple, efficient and gentle methods.

As an alternative to selections on cells, other antigen sources, which better maintain the in
vivo antigen expression profile and that allow appropriate in vitro selection procedures, are
available. Selection on tissue cryosections may result in antibodies directed to intra- and ex-
tracellular antigens on any cell type present in the tissue section, as well as antibodies bind-
ing to matrix components [77].

Model selections, in which phage antibodies with defined specificity are mixed with non-
specific phage and the enrichment and yield for a selection procedure is measured, provides
a rapid experimental approach for studying such complex selection procedures. In order to
compare different selection approaches on complex preparations, and to determine the best
selection parameters for each approach, an extensive study of various in vitro and in vivo
model selections was recently carried out by our group [73].
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10.3.2.2 In Vivo Selections and Selections for Functional Activity

In an original approach named ‘in vivo selection’ [19], phage capable of selective homing to
different tissues, such as the vasculature of lung, skin, and pancreas [78], were recovered from
a phage display peptide library following intravenous administration of the library to a living
mouse. In vivo selections have also been carried out in animals with a human tumour
xenograft. Phage specifically bound to the murine tumour vasculature could then be recov-
ered from the tumour tissue and amplified to yield tumour-specific endothelial cell binding
peptides [79]. So far in vivo selections strategies have been limited to the selection of pep-
tides directed to murine endothelial cell markers. This technique is producing ligands that
may have extensive application in vasculature targeting. This was demonstrated with in vivo
selected anti-integrin peptides coupled to the anti-cancer drug doxorubicin. The targeted
drug–peptide complex enhanced the efficacy of the drug against human breast cancer
xenografts in nude mice with reduced toxicity [79].

All the selection methods described are applicable for the generation of ligands with bio-
logical activity. Often ligands selected by conventional techniques can be screened for a for-
tuitous biological function: immunoneutralizing antibodies, receptor agonists or antagonists
can be identified from a pool of selected ligands when screened for biological function. Al-
ternatively, selections may be targeted towards biologically active sites of the antigens.

Some selection methods have been specifically designed for the selection of ligands with a
particular biological effector function. Such ‘selection for function’ has been used for the re-
trieval of catalytic antibodies [80] and cell-internalizing phage antibodies [81], the latter be-
ing highly useful molecules for the delivery of drugs, toxins, or DNA into the cytoplasm of
mammalian cells. Selection of antibody or peptide ligands for their function may, in the fu-
ture, be directed towards cell survival or killing upon ligand binding, cell transfection, inhibi-
tion of cell surface molecules such as drug transport molecules and inhibition of viral entry
and receptor cross linking or triggering [7].

10.4 Engineering and Optimization for Targeting

Once the specific ligand has been selected, large arrays of possibilities are available in order
to reshape the ligand to obtain the best targeting results. In drug targeting applications, phar-
macokinetics, biodistribution, penetration, and bioactivity are strictly governed by the char-
acteristics of the ligand.

Certain therapeutic applications require high affinity ligands. Ligands such as peptides
with intrinsic low affinity for target antigens can be affinity matured. Secondary libraries of
the selected peptide can be created by selectively incorporating mutations, and variants with
higher affinities can be selected. Often the display format will change from multi- to mono-
valent display to aid a genuine affinity selection [82].

Affinity maturation of antibodies has been achieved by the introduction of diversity into
the V-genes, which then creates diversity within the antigen binding sites. This secondary li-
brary is then subjected to a selection that will enrich high affinity variants. More or less ran-
dom diversity may be introduced by altering variable domain pairings in a process called
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chain shuffling [38], by error prone PCR [62], by using bacterial mutating strains [83], or by
DNA shuffling [84].Alternatively, the antigen binding region may be mutated using oligonu-
cleotide-directed mutagenesis or by the introduction, with limited frequency, of random mu-
tations using PCR. The highest affinity increases in antibodies have been achieved when di-
recting the mutations to the complementary determining region 3 (CDR3), yielding in some
cases picomolar affinity antibodies [85,86]. Similar methodologies can be used with different
ligands. In addition, it is not only library-derived ligands which can be affinity matured. Hy-
bridoma-derived monoclonal antibodies, as well as other proteins or protein fragments may
be affinity matured by some of the methods mentioned above.Affinity maturation of the lig-
and can also result in high affinity molecules with improved in vivo biodistribution. This was
demonstrated by the anti-human CEA specific scFv, isolated and affinity matured by phage
display technology. Both the original and affinity-matured antibody showed targeting to tu-
mour xenografts. However, although no difference was detected in tumour uptake, the affin-
ity-matured antibody with improved off-rates, was retained in the tumour for a longer peri-
od. [87]. Occasionally, maximizing the affinity in vitro may result in modification of the anti-
body specificity which could complicate the use of the resulting ligands for therapeutic ap-
plications [88].

The possibility of specifically tailoring antigen-binding properties can also be directed 
towards the engineering of avidity and valency. Antibody fragments are known to have 
more rapid tissue penetration than full antibody molecules, as demonstrated in tumour tar-
geting [89]. Phage display has made easier the use of recombinant DNA technology for the
development of multi-specific and multivalent molecules, previously generated using 
non-recombinant methods. Dimeric antibody fragments, or ‘diabodies,’ can be designed 
for bivalent or bispecific interactions [90]. Phage libraries displaying bivalent bispecific anti-
body fragments have also been constructed. Diabody libraries enable the selection of the
most appropriate bispecific molecules, with the highest affinity for binding, epitope recogni-
tion and stability [91]. Multi-specific ligands can be used to direct targeted drugs to one or
more cellular antigens which may be present in either a particular cell type or diverse cell
types, or to stromal or secreted proteins found in the target tissue. Multivalent ligands have
been exploited mainly for immunotherapy, in the stimulation of cytotoxic pathways in vivo 
to treat cancer [92]. The use of phage display in immunotherapy has been recently reviewed
[93].

Ligands can be tailored to improve their in vivo stability. To improve the in vivo thermal
stability of the tumour targeting monoclonal anti-epithelial glycoprotein-2 (EGP-2) anti-
body, the antigen binding residues were grafted onto the framework of a highly stable scFv
resulting in increased serum stability at 37°C [94].The stability of peptides for in vivo use has
been approached in a different manner, using selection of peptide libraries on the D-form of
the antigen [95]. This technique named ‘mirror image phage display’ has recently been em-
ployed in the generation of D-peptide inhibitors of HIV-1. Peptides directed against the mir-
ror image (chemically synthesized with D-amino acids) of a pocket of a viral protein involved
in viral entry, were first selected. The D-peptide mirror images of the selected consensus se-
quences, binding to the natural ‘L’ form of the target, were then chemically synthesized. Be-
cause these D-peptides are not subject to degradation by naturally occurring enzymes, they
can be used as the starting point for the development of new drugs or as effective orally ad-
ministered pharmaceuticals [96].
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A phage display-selected scFv directed against CEA has been designed to have effector
functions and tested for its potential in antibody-directed enzyme pro-drug therapy
(ADEPT). A biologically active recombinant fusion protein containing anti-CEA scFv and
the enzyme pseudomonas carboxypeptidase (CPG2) has been produced as a recombinant
protein in E. coli and was shown to localize in human colon tumour xenografts. The tumour
targeting properties combined with the biological properties of the enzyme can be exploited
to induce tumour-specific pro-drug activation, in cases where a non-toxic pro-drug is con-
verted by the action of the targeted enzyme into a highly cytotoxic drug [97].

Finally, phage display may help to address the issue of immunogenicity, particularly of non-
human antibodies. Antibody humanization is often achieved by grafting CDR-loops into hu-
man antibody fragments. However, humanization often requires the replacement of key
residues involved in antigen binding in the framework regions, with corresponding residues
from the parent non-human antibody. A phage display method that allows selection of
framework mutations which increase the binding of humanized antibodies has been de-
scribed for the humanization of the anti-vascular endothelial growth factor (VEGF) murine
antibody A4.6.1 [98]. The humanized version of this antibody is currently in phase II clinical
trials to evaluate the inhibitory effect of this antibody-drug on tumour growth and neovas-
cularization. Furthermore, by guided selection [99], a rodent antibody may be rebuilt into a
fully human antibody. In two consecutive rounds of chain shuffling, the rodent antibody
genes are replaced by human genes, which will mediate binding to a highly similar if not iden-
tical epitope on the antigen, differing only in their chemistry of interaction [100].

10.5 Discovery of Novel Therapeutics Using Phage Display
Technology

Although phage display technology is becoming a widespread research tool, few ligands gen-
erated by this technology have reached clinical trials. From the large array of ligands gener-
ated by phage display with possible therapeutic applications, there are five antibodies select-
ed from phage libraries currently undergoing clinical trials as drug candidates. Preliminary
data with a fully human anti-tumour necrosis factor alpha (TNFα)-neutralizing monoclonal
antibody for the treatment of rheumatoid arthritis, demonstrated that the antibody was safe
and effective in early clinical trials [101]. Other phage library-derived antibodies that are un-
dergoing clinical trials include antibodies to interleukin 2 (IL-2) for the treatment of au-
toimmune and inflammatory disorders, an anti-transforming growth factor beta-1 (TGFβ1)
antibody as an anti-fibrotic drug, and an anti-TGFβ2 antibody for the treatment of prolifer-
ative vitreoretinopathy and prevention of scarring in the eye following glaucoma therapy. A
large series of ligands which may have possible therapeutic application are undergoing fur-
ther characterization and optimization.

Cancer has become a major target in the application of this technology, and human anti-
bodies against tumour antigens such as CEA, EGP-2 and Mucin-1 (MUC-1) are already
available. Also a series of peptides and antibodies directed against angiogenesis-related
markers such as basic fibroblast growth factor (bFGF), VEGFs and their receptors, tumour-
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associated fibronectin, tenascin isoforms, integrins or metalloproteases, have been selected
for their potential application in tumour targeting, inhibition of tumour growth and in other
angiogenesis-related diseases (see Chapter 9 for drug targeting strategies aimed at angio-
genesis-related molecules).

Identification of cell receptor ligands has generated a series of molecules with excellent re-
ceptor specificity and occasionally with desired effector functions.This is the case for peptide
antagonists of the human estrogen receptor, or cyclic peptides capable of activating the ery-
thropoietin receptors (EPOR) isolated from phage display libraries. Other ligands with ef-
fector functions include thrombin inhibitors, viral inhibitors and even intracellular targets
such as a reverse transcriptase inhibitory antibody.Table 10.1 lists a number of ligands, which
may in the future have widespread application as therapeutic agents.
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Table 10.1. Example of phage display ligands with therapeutic applications.

Name of ligand Type of ligand Target and applicability Reference

D2E7 scFv TNFα/Rheumatoid arthritis [101]

CAT-152 scFv TGFβ2/Glaucoma surgery, 
proliferative vitreo retinopathy http://www.catplc.co.uk

CAT-192 scFv TGFβ1/Antifibrogenic treatment http://www.catplc.co.uk

J695 scFv IL-2/Autoimmunity, Inflammation http://www.catplc.co.uk

Anti CEA CEA/Tumour targeting Reviewed in reference 
antibodies [102]

UBS-54 scFv Ep-CAM (EGP-2)/Colorectal carcinoma [103,104]

L19 scFv Fibronectin ED-B/Angiogenesis (ocular [105,106,107]
neovasculature and tumour targeting)

TN11 scFv Tenascin C isoform/High grade [108]
astrocytoma 

10A scFv Mucin-1/Adenocarcinoma [109]
PH1 Fab [110]

Human Fab Fab VEGF/Treatment of macular [111]
Y0317 degeneration, angiogenesis inhibition http://www.gene.com/

and tumour growth. Pipeline/index.html

Anti GP 41 D- Peptide HIV GP41/Inhibition of HIV-1 [96]
pep infection

RGD- Peptide αvβ3 integrin/Targeting angiogenic [79]
Doxorubicin vasculature 

PLAEIDGIELTY Peptide α9β1 integrin/Targeting lung epithelia [112]
(cystic fibrosis)

REA18 (rNAP) Peptide ANP-A receptor / Induction of [29,49]
natriuresis and diuresis. Treatment of 
acute renal or heart failure



10.6 Conclusions

Phage display has become the most efficient and effective method developed to date for
rapidly identifying peptides, antibodies and other proteins that bind to molecular targets.
Some of these ligands have biological effector functions or are candidates for ligand-based
drug targeting. Identification of the antigens targeted by phage-displayed ligands has been
simplified by this technology, by the use of DNA display libraries and by coupling gene iso-
lation and clone identification with affinity selection, facilitating the search for novel targets
and biologically important antigens. Selection for function allows the retrieval of ligands with
effector functions for use in the generation of drugs. Selection for cellular internalization has
opened a new door for the delivery of macromolecular constructs and coupled drugs into the
cytoplasm of mammalian cells.

The physical bond between the selected ligand and its encoding gene allows further ma-
nipulation of the ligands to obtain optimal affinity and avidity, size, and valency. Further-
more, the coupling of a drug to the targeting ligands can be readily engineered.

The design features required for an optimally-effective drug and/or targeting agent can be
readily obtained by phage display technology. Many features give phage display technology
clear advantages over conventional approaches for the generation of reagents for drug tar-
geting purposes. These include diversity in protein type and sequence space of combinatori-
al phage libraries, the power of filamentous phage-based selection, the possibilities of genet-
ic manipulation to generate more effective ligands and specific effector functions, and the
adaptability of the system for the production of therapeutic ligands derived from the li-
braries.

In the near future phage display technology may have further application in the rapid
analysis and comparison of protein profiles of large proteomes, such as human cells and tis-
sue.Arrays of phage-displayed proteins such as antibodies or peptides, which selectively bind
to proteins from a complex mixture can be generated. Proteins absorbed by the antibody ar-
rays can then be analysed by mass spectrometry. Such technologies will be especially useful
for identifying differences between cell or tissue samples such as healthy versus diseased
states, and may lead to the identification of drug targets. Once a protein of interest has been
identified, its corresponding antibody or peptide ligand can be retrieved and used to monitor
protein expression or modification in a range of cell or tissue samples, and can also be used
for cloning the target antigen.

Phage display has become a powerful method for the generation of protein-based binding
and biologically active reagents. In the forthcoming years an extensive application of this
technique is predicted for the development of drugs and drug targeting entities.
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11 Development of Proteinaceous Drug
Targeting Constructs Using Chemical and
Recombinant DNA Approaches

Robbert J. Kok, Sigridur A. Ásgeirsdóttir, Willem R. Verweij

11.1 Introduction

Several techniques have been developed to selectively increase the accumulation of drugs in
specific organs and tissues. One of these drug targeting techniques is the covalent conjuga-
tion of the drug to a macromolecule that accumulates at the target site. For this purpose, pro-
teins as well as various other types of (polymeric) macromolecules can be used as drug carri-
ers. This chapter will focus on the design and preparation of proteinaceous drug targeting
structures.

Figure 11.1 shows the functional domains that are present in such a drug targeting struc-
ture. The core of the construct is the carrier backbone which, in the case of a proteinaceous
construct, consists of a protein. Among other factors, the size of the carrier protein has a ma-
jor influence on the distribution of the drug–carrier construct within the body. More specific
targeting of the construct can be achieved by incorporation of site-directing ligands (homing
devices) into the protein. By binding to specific receptors, the homing device is instrumental
in delivering the construct to its target site.The homing device can be either a conjugated an-
tennary group, or simply an intrinsic domain of the protein. Finally, an essential part of a drug

biodegradable
linkage

homing
device

drug

carrier
protein

Figure 11.1. General structure of a proteinaceous drug targeting construct. Functional domains present
in a drug targeting construct are (1) the carrier protein, (2) homing devices or site-directing ligands and
(3) the drug moiety. In order to ensure its activation, the drug is often attached via a biodegradable
linkage to the carrier.
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delivery structure is the active drug moiety. Several types of bioactive compounds can be in-
cluded in a targeting construct. Small drug molecules and other more specifically toxic mol-
ecules (toxins) can be linked covalently to the carrier protein. Since the release of the drug
from the carrier can be decisive in its pharmacological activity, various types of linkages have
been developed which are degraded specifically at the target site. Some of the more general-
ly applicable approaches will be presented here.

As an alternative to linking drug molecules chemically to a core protein, therapeutically
active proteins can be used for the preparation of drug targeting constructs. Classically, the
latter type of constructs are prepared by chemical modification of the core protein. More re-
cently, proteinaceous drug targeting constructs have also been prepared by recombinant
DNA technology. By reconstructing the characteristics of therapeutic proteins at the DNA
level and by genetic fusion of functional domains of different proteins into one construct,
several interesting new drug delivery approaches have been initiated. These will be ad-
dressed at the end of this chapter.

11.2 The Carrier

Since the scope of this chapter is limited to proteinaceous drug targeting constructs, we will
not discuss other types of macromolecular drug carriers, such as liposomes and polymeric
drug carriers [1–3]. Often, polymeric drug carriers are preferred over proteinaceous drug car-
riers for their chemical stability, versatility in coupling reactions, high drug loading capacity
and lower immunogenicity [2]. However, some general characteristics of proteins have ad-
vantages over those of other macromolecular carriers. Proteins are often biodegradable and,
generally, biocompatible. Another important feature of a proteinaceous carrier is that the
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Table 11.1. Proteins used in drug targeting constructs.

Protein Remarks

Serum albumin Used as core protein for various types of homing devices

Lysozyme (LZM) Accumulates in the kidney

Transferrin Passage through the blood–brain barrier; uptake in tumour cells and
other proliferating cells

Monoclonal antibodies Targeting via specific binding to cell surface receptors; fragments 
and antibody fragments have been prepared chemically and by recombinant expression

Catalase (CAT) Therapeutically active protein (detoxification of reactive oxygen
species)

Superoxide dismutase (SOD) Therapeutically active protein (detoxification of reactive oxygen
species)

Bacterial and plant toxins; Toxic after entry into target cell; fragments produced by 
toxin fragments recombinant technology have been used as targeting moiety and as

effector moiety

Cytokines, interleukines and Therapeutic proteins produced by recombinant technology; receptor
growth factors; binding fragments have been used as targeting moiety
interleukin fragments



carrier is an homogenous product. In contrast, polymeric carriers are non-homogeneous by
nature. Finally, some proteins have unique characteristics that relate to their complex tertiary
or quaternary structures. For instance, the binding affinity of the protein to its natural recep-
tor can be the driving force for the selective targeting of the construct. Other interesting car-
rier proteins are those that are pharmacologically active themselves. Such intrinsically active
proteins can be used as active drug substances, or as carriers for small drug molecules in so-
called dual active conjugates [4]. Table 11.1 lists examples of carrier proteins that will be dis-
cussed in the following sections of this chapter.

11.2.1 Albumin

An important feature of the carrier protein is the size of the macromolecule. Small proteins
with a molecular weight lower than about 60 kDa, are rapidly cleared from the bloodstream
by glomerular filtration in the kidney [5]. By choosing a carrier protein with an adequately
high molecular weight, renal filtration can be prevented. Being sufficiently large to prevent
renal filtration, but at the same time small enough for efficient tissue penetration, the albu-
min molecule has an ideal molecular weight (70 kDa). For this reason, serum albumins from
different origins, such as human (HSA), bovine (BSA) or the albumin type autologous to the
species in which the conjugate is being tested, have been the carrier of choice for many drug
targeting preparations.Two types of drug–albumin conjugates have been reported. First, sim-
ple drug–albumin conjugates which accumulate in the target tissue by passive extravasation
have been described for the delivery of various anti-cancer drugs to solid tumours [6]. Due to
several factors, such as elevated levels of vascular permeability factors and an impaired lym-
phatic drainage, tumour blood vessels show an enhanced permeability and retention of
macromolecules [7]. Preferably, a low number of drug molecules should be conjugated per al-
bumin molecule, since otherwise the construct may undergo enhanced uptake by scavenger
receptors in the liver and spleen [8]. On the other hand, specific uptake by scavenger recep-
tors has been exploited for the delivery of anti-inflammatory drugs to the liver [9–11].
The second type of drug–albumin conjugate comprises those in which the albumin protein
functions as a backbone for both conjugated drug molecules and homing devices.This type of
structure will selectively accumulate in the target tissue by binding to cell surface receptors,
a process called active targeting. The binding of the construct to the target cells is primarily
driven by the qualities of the homing device, such as type and spatial orientation of the tar-
geting moiety, rather than by the characteristics of the original carrier backbone. Therefore,
similar structures can be prepared using carrier proteins other than albumin.

11.2.2 Low Molecular Weight Proteins

As stated earlier, proteins with a molecular weight lower than that of albumin are able to
pass through the glomerular membrane in the kidney. Consequently, such low molecular
weight proteins (LMWPs) are rapidly removed from the bloodstream. Following glomerular
filtration, LMWPs are reabsorbed in the proximal tubular cells of the kidney. Since this
process makes the kidney the major catabolic site for these proteins, they can be used as car-
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riers for renal drug delivery [12,13].A typical example of a protein that has been used for this
targeting purpose is lysozyme (LZM, 14 kDa) [14,15] (see Chapter 5 for a more detailed dis-
cussion on the development of renal targeting preparations).

11.2.3 Monoclonal Antibodies

Monoclonal antibodies have been extensively reported on as carriers for targeted drug de-
livery. Starting in the late 1970s, the production of monoclonal antibodies has now evolved
into a routine technique that has yielded many potential carrier molecules. Particularly in the
field of cancer therapy, monoclonal antibodies are being used for the delivery of diagnostic
and therapeutic agents [16] (see also Chapter 8). The original antibodies were of mouse ori-
gin, evoking a human anti-mouse antibody (HAMA) immunological response when admin-
istered in humans. The use of new recombinant techniques has enabled the preparation of
humanized antibodies, in which the mouse recognition domain has been grafted onto a hu-
man antibody structure [17].

Whole IgG antibodies with a molecular weight of 150 kDa, are often unable to penetrate
tumour tissue as efficiently as smaller molecules [18]. Therefore, smaller antibody fragments
and genetically-engineered antibody derivatives have been investigated as drug carriers (see
Figure 11.5). These carrier molecules will be discussed in Section 11.8.1.

11.2.4 Transferrin

Some proteins are excellent carriers for drug targeting since they bind to more or less specif-
ic receptors on the target cells. In addition to monoclonal antibodies, which in theory can
bind to any kind of receptor, several natural ligands for cell-surface receptors have been ex-
plored as carrier proteins. This approach is exemplified by constructs that have been devel-
oped for targeting via the transferrin receptor (TfR).The transferrin receptor is expressed on
most proliferating cells, as well as in a few non-proliferating tissues, among which is the en-
dothelium of brain capillaries. This distribution pattern has inspired the development of
transferrin-based constructs and anti-TfR antibodies as carriers for cancer therapy, as well as
for the delivery of compounds across the blood–brain barrier [19,20] (see also Chapter 2).
With respect to the latter, the ability of the TfR to undergo transcytosis results in the release
of the carrier complex in the brain, rather than in endocytosis by the endothelium of the
blood–brain barrier. Once inside the central nervous system, the drug delivery construct can
bind to TfR-positive cells, such as brain tumours, which can be regarded as a second step in
the delivery process.

As an alternative to targeting brain tumours which express the TfR, the transferrin ap-
proach can be used for the delivery of fusion proteins which bind to pharmacological recep-
tors inside the central nervous system.An example of this is the construct consisting of nerve
growth factor (NGF) and transferrin described in Section 11.8.2.3. The transferrin moiety in
this type of construct will enable it to enter the brain, upon which the drug moiety will act by
binding to its receptor. This approach seems especially suitable for compounds that cannot
pass the blood–brain barrier, such as peptides and other hydrophilic substances.
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11.3 The Homing Device

The binding of a protein to cell surface receptors can greatly enhance its selective accumula-
tion and retention in the target tissue. However, most of the natural protein ligands are only
available in limited amounts, insufficient for their application as carriers in drug delivery
studies. Therefore, many researchers have tried to develop non-natural receptor ligands. Fig-
ure 11.2 shows some general approaches that have been followed to introduce receptor-bind-
ing domains into a carrier protein. First, recognition domains, such as carbohydrates, peptides
or other molecules, can be covalently attached to side-chain residues of the core protein (Fig-
ure 11.2a). Second, receptor binding domains can be introduced by recombinant DNA engi-
neering of the protein backbone (Figure 11.2b). Third, the receptor binding properties of a
protein can be altered by the removal or modification of residues on the surface of the mol-
ecule. Examples of such strategies are the partial deglycosylation of a protein (Figure 11.2c)
or modifications in the surface-charge of the protein (Figure 11.2d).

A major advantage of coupling receptor binding ligands to a carrier protein is the multi-
valent character of the construct obtained, which generally results in a drastic increase in the

11.3 The Homing Device 279

-

- - -
-

-

-

-
+

+
+ +

+

+

+

+

(a) (b)

(d)(c)

Figure 11.2. Different approaches for the introduction of homing devices into proteinaceous drug
targeting constructs. (a) Site-directing ligands such as carbohydrates or short peptide sequences can be
reacted to side-chain residues of the core protein. Typically, such homing devices are reacted to primary
amino groups of the protein. (b) Using recombinant DNA techniques, the receptor binding domain of a
protein can be grafted onto another protein. (c) Receptor binding domains can become available in a
carrier protein by chemical or enzymatic (partial) deglycosylation. The removal of terminal sugar
residues results in the de-masking of the targeting groups. (d) Modification of charged groups on the
protein surface can result in increased affinity for specific receptors, e.g. the scavenger receptor when
negative charge is introduced into the protein.



overall binding constant compared to the single recognition domain. Particularly in the case
of low affinity ligands, such as sugar molecules, multivalent interactions may be essential for
sufficiently strong binding to the target receptor to take place. In addition, multivalent bind-
ing can contribute to receptor dimerization, a process often observed in the binding of nat-
ural ligands to their receptors [21]. Dimerization and the subsequent intracellular signalling
between the receptor molecules may be an essential step for the internalization of the recep-
tor and its bound ligand, and thus for receptor-mediated endocytosis of the targeting con-
struct. Apart from receptor internalization, intracellular signalling by the carrier may result
in a pharmacological response in the target cells. Such carrier-mediated pharmacological ac-
tivity may be of therapeutic value or, inversely, may be counter-productive to the therapeutic
actions of the coupled drug moiety.

11.3.1 Carbohydrate Ligands

Historically, the first proteinaceous carriers containing man-made site-directing ligands were
prepared by partial deglycosylation of natural glycoproteins [22]. For instance, desialylation
of bovine fetuin produces asialofetuin, which contains clustered galactose residues at the end
of its carbohydrate antennas. Asialofetuin, and other similarly prepared asiologlycoproteins,
proved efficient carriers for hepatic delivery since the galactose residues are recognized by
the asialoglycoprotein receptor on hepatocytes [23]. Nevertheless, large scale preparation of
such modified proteins is cumbersome and may lead to heterogeneous and enzyme-contam-
inated preparations [24].

Another approach to the preparation of glycoproteins is the derivatization of a non-glyco-
sylated protein, such as serum albumin, with simple sugar residues such as galactose or man-
nose. The synthetic preparation of such neoglycoproteins offers the advantages of a more
predictable composition of the carrier and the possibility of large-scale production [25].
Many methods are available for the attachment of sugar groups to side-chain residues of the
protein, either at aromatic groups of tyrosine and phenylalanine side-chains, or at primary
amino groups of lysine residues [26].

Although neoglycoproteins show high affinity for carbohydrate-recognizing receptors
(lectins), they demonstrate only moderate specificity for a specific receptor. This moderate
specificity relates to the relative simple orientation of the oligosaccharide residues compared
to those of the natural glycoprotein ligands which often display multibranched arrays of dif-
ferent sugar molecules [27]. Consequently, these glycoprotein ligands show a much higher re-
ceptor specificity.

Many approaches have been undertaken to obtain complex carbohydrate ligands with a
high receptor specificity, either by de novo synthesis or by stripping the endogenous oligosac-
charides from bulk amounts of natural glycoproteins [28]. In addition, carbohydrate mimet-
ics are being developed in which part of the glycosyl antenna is substituted by other func-
tional groups. For example, the modification of hydroxyl residues in fucose resulted in an in-
creased specificity for either Kuppfer cells or for a tumour cell line, depending on the type
and position of the modified hydroxyl function [29].

As an alternative to chemical synthesis, complex glycoproteins can be prepared by molec-
ular biology techniques [30,31]. Typically, the recombinant protein is expressed in mam-
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malian cell lines that have acquired glycosyltransferases by genetic engineering. Biosynthesis
of glycoproteins results in the natural linkage of the carbohydrate antenna to asparagine
residues of the protein backbone, rather than to lysine residues, which is the case with chem-
ical conjugation of carbohydrates.

11.3.2 Folate

Apart from carbohydrate ligands, several other molecules can function as homing devices by
binding to cell-surface receptors.A well-known example is the folate vitamin, which has been
used as a targeting moiety in proteinaceous constructs, liposomes and low molecular weight
prodrugs [32]. The folate receptor is expressed on a wide range of tumours, but also in the
proximal tubule of the kidney. As a result of the latter, extensive renal accumulation of low
molecular weight folate complexes may occur (see Chapter 5). This distribution can be pre-
vented by using a carrier protein that is not filtered into urine, since the folate receptor is only
expressed on the luminal brush border, i.e. on the urinary side of the cells.

11.3.3 Peptide Ligands

Many natural protein ligands bind to their receptors via interactions of a specific area of the
protein backbone.The receptor binding domain of such a protein can be transferred into an-
other protein, for instance a therapeutically active one. This technique is commonly applied
in the preparation of recombinant targeting constructs, and will be discussed in Section
11.8.2.

When the receptor binding domain is encoded in a small peptide sequence, the peptide lig-
and can also be synthesized and conjugated chemically to the carrier protein. This approach
was followed in our laboratory by Beljaars et al. for the development of carriers aimed at the
hepatic stellate cell, a cell type involved in liver fibrosis [33] (see also Chapter 4). A peptide
sequence derived from the receptor binding domains of collagen VI was incorporated into a
cyclic peptide homing device, and subsequently conjugated to lysine residues of HSA. This
carrier bound selectively to activated hepatic stellate cells and rapidly accumulated in the
livers of fibrotic rats.

A new technique in the field of drug delivery is the screening of phage display libraries for
peptide ligands that can be used as homing devices [1,34,35]. Briefly, these ligands are ob-
tained by selective enrichment of a large library of different peptide sequences onto isolated
receptors, whole cells or even in whole organs after in vivo administration (see also Chapter
10). After several rounds of enrichment, a pool of ligands is obtained with increased affinity
for the target of interest.Table 11.2 lists some interesting studies on the identification of pep-
tide homing devices and their corresponding (molecular) targets. Of special interest are the
peptide ligands in which the RGD (Arg-Gly-Asp) sequence is incorporated, since this motif
is present in many receptor binding domains of protein ligands [43]. Specially constrained
conformations of the RGD motif are recognized by the αvβ3 and αvβ5 integrins, matrix-
binding receptors upregulated in tumour blood vessels [34] (see Chapter 9 for a detailed de-
scription of the use of these peptides in drug targeting strategies).
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11.3.4 Modifications of the Physicochemical Properties of the Protein

Apart from the incorporation of small functional groups in a protein that recognize spe-
cific receptors, a more general modification of the physicochemical properties of the protein
can also lead to selective drug targeting. For instance, the coupling of lipophilic drug mole-
cules to a carrier protein like serum albumin can result in cell-specific uptake of the conju-
gate by the non-parenchymal cells of the liver, i.e. the Kupffer and endothelial cells [8,11].
Competition experiments with poly-anionic substrates for the type B scavenger receptor,
demonstrated that this receptor was involved in the clearance of such conjugates [8]. Two
changes in the physicochemical properties of the protein in particular conjugates could be re-
sponsible for the affinity for the scavenger receptor: either the increase in net negative
charge, due to the removal of primary amino groups in the protein, or the increased hy-
drophobicity of the proteinaceous structure [11].

Another approach that results in an altered surface-charge of the protein, is the derivati-
zation of lysine residues with negatively charged substituents. Several carboxylic acids, such
as succinic acid (Suc), aconitic acid (Aco) or maleic acid (Mal), have been used for this pur-
pose.Anionized proteins are preferentially accumulated in the liver endothelial cells, but up-
take by macrophages in the liver and spleen has also been observed [9,44]. Interestingly,
while this approach resulted in an increased scavenger receptor-mediated uptake in the liver
of large proteins like albumin or catalase, the uptake of anionized LMWPs like superoxide
dismutase (SOD) and LZM was only slightly affected [44]. Instead, Suc-LZM might be an in-
teresting carrier for delivery of drug substances to the bladder, since its excretion into the
urine was greater than that of drug–LZM conjugates [45]. Although liver targeting of SOD
could not be achieved via succinylation of the LMWP, the attachment of negatively charged
polymeric substituents like DIVEMA (DIVEMA: copolymer of divinyl ether and maleic an-
hydride) did result in an increased liver accumulation, as did the attachment of galactose or
mannose sugar residues [46,47].

Another target defined for anionized albumins are cells of the immune system that have
been infected with the human immunodeficiency virus (HIV). Suc-HSA and Aco-HSA are
potent inhibitors of HIV-1 replication in vitro [48]. Thus, anionized albumins can be regard-
ed as pharmacologically active proteins, that can be used either as such, or as dual-active con-

282 11 Development of Proteinaceous Drug Targeting Constructs

Table 11.2. Targets for peptide homing devices identified by phage display.

Target tissue Molecular target References

Tumour cells; angiogenic Melanoma- associated [36]
endothelial cells antigen 

Lung vasculature Membrane dipeptidase [37]

Endothelial cells in inflammatory E-selectin [38]
lesions

Skeletal and cardiac muscle Unknown [35]

Tumour vasculature avβ3 and αvβ5 integrin [34] [39, 40]

Tumour vasculature Aaminopeptidase N [41]

Tumour cells Sialyl Lewis x antigen [42]



jugates for the delivery of other anti-HIV drugs such as azidothymidine-monophosphate
(AZTMP) [49].

When high doses of anionized albumins are administered, the uptake by the scavenger re-
ceptors in the liver and spleen becomes saturated [50]. Under these conditions, the negative-
ly charged albumins were shown to distribute rapidly into the lymph. Furthermore, high con-
centrations of the protein were sustained in the lymph, which may be advantageous in rela-
tion to the antiviral effects of the drug, since the virus also resides in the lymphoid tissue [51].

11.4 The Active Drug

While being the main reason from a therapeutic point of view, for developing drug targeting
structures, the choice of active drug substance is often determined by rather opportunistic
reasons such as the availability of the substance or its suitability for common coupling reac-
tions. Many proof-of-principle studies have been carried out with the same model drug com-
pounds, an example of this being doxorubicin. Whether those studies can be extrapolated to
other drug compounds depends on factors related to the drug, target cell and targeting con-
struct. The following considerations should offer some guidelines that may be of use in the
design of new targeting constructs.

The first step in the selection of a drug substance is to determine whether the drug actual-
ly exerts its action in the target cell or tissue.This question might seem obvious for drugs that
act by killing their target cells, such as anti-neoplastic drugs, which are toxic for proliferating
cells. Such drug molecules have frequently been incorporated into drug delivery prepara-
tions. Since tumour therapy is associated with a high incidence of severe side-effects, these
drug molecules make excellent candidates for targeted delivery. However, other categories
of drugs exert their therapeutic effects by influencing multiple cell types or organs, which
makes it difficult to define the therapeutic target site. Examples of this latter class include for
instance, cardiovascular-active compounds, which can be active in blood vessels, the heart,
the kidney and even the central nervous system.Thus, it might well be that their beneficial ef-
fects on a specific organ relate to multiple effects somewhere else in the body. Selective drug
delivery of such drug substances might even result in an impaired therapeutic response if an
essential target is missed by the ‘delivered’ drug. Although such drug delivery constructs will
prove to have poor therapeutic properties, they can however be important in elucidating the
potential therapeutic actions of a drug molecule in vivo. Many claims regarding the thera-
peutic potential of drugs under investigation are based on in vitro experiments, often per-
formed on non-relevant cell types or using therapeutically unattainable doses. The selective
delivery of such compounds may corroborate such studies or, conversely, prove their irrele-
vancy.

After a therapeutic agent and its target have been chosen, the next step is to ensure that
the drug can reach its pharmacological target from the site of accumulation of the construct.
As will be discussed in the next section on linkages, many drug targeting constructs will find
their way into the lysosomal compartment, in which the complex will be degraded and the
parent drug liberated from the carrier. Since most pharmacological targets are outside the
lysosomal compartment, the liberated drug will have to traverse the lysosomal membrane in
order to exert its pharmacological activity. Little is known about this final step in the target-
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ing process. Most likely, the passage of the drug across the membrane is mediated by passive
diffusion, but carrier-mediated transport via one of the many transporters in the lysosomal
membrane cannot be excluded [52]. Several characteristics of the drug can influence its pas-
sive diffusion rate across the membrane, such as its lipophilicity and the presence of charged
functional groups.The acidic pH in the lysosomes favours the diffusion of weak acids into the
cytosol, but can inhibit the transport of basic compounds such as amines. Particularly when
the lysosomal conditions are hostile towards the drug (e.g. when the drug has a peptide-like
structure), this might result in a rapid degradation of the drug before it can exert its thera-
peutic activity. For such compounds, an alternative method of targeting should be considered,
or a membrane-translocating modality should be included in the targeting construct (see Sec-
tion 11.9.2).

A final important factor that contributes to the therapeutic success of a drug targeting
preparation is the kinetics of processing of the delivered drug by the target cell.A rapid elim-
ination of the free drug, either by metabolism at the target site or by (carrier-mediated) trans-
port to other sites in the body, might prevent the drug from reaching effective therapeutic
concentrations. Although rapid metabolism of the drug at the target site seems disadvanta-
geous, this process can contribute to a high selectivity of targeted versus non-targeted phar-
macological actions. This principle has been applied in the so-called soft-drug approach,
which uses pro-drugs that are activated into rapidly-metabolized compounds. Since the latter
compounds display very short elimination half-lives, their actions remain predominantly re-
stricted to the site at which they are activated [53].

When the drug is cleared from the target site by redistribution to other tissues, the route of
elimination can be relevant in relation to possible side-effects of the drug.When a drug is de-
livered into cells of the excretory organs, the liver and kidney, the elimination of the free
compound may take place directly via the bile and urine respectively, thus preventing sys-
temic redistribution. In most other tissues, the delivered drug can be eliminated only via the
systemic circulation. Redistribution of the drug might eventually lead to effects on tissues
other than the target tissue, especially if the clearance of the drug from the body is low. Fur-
thermore, relatively high concentrations of the drug will accumulate in the organs that are re-
sponsible for the clearance of the drug.

As mentioned in Section 11.2, a special class of proteinaceous targeting constructs are
those in which a therapeutic protein is used as the active drug substance. In such a prepara-
tion, the protein is redirected to the target tissue by the attachment of site-directing ligands
such as those discussed in Section 11.3. For instance, interferon beta (IFN-β) can be redirect-
ed to the liver by enzymatic desialylation in a procedure similar to that described earlier for
fetuin (Section 11.3.1). The resultant asialo-IFN-β was found to have an in vivo anti-viral ef-
fect when tested in a hepatitis B model in athymic nude mice [54].

A well-studied example of a proteinaceous drug is SOD. This enzyme is capable of deacti-
vating reactive oxygen species such as superoxide radical O2

–, and has been proposed as a po-
tential therapeutic for liver fibrosis. The attachment of liver-directing ligands such as galac-
tose (Gal-SOD) or mannose (Man-SOD) resulted in an increased distribution of the protein
to hepatocytes and Kupffer cells respectively [47]. Disappointingly, Man-SOD showed no
anti-inflammatory effect when tested in a rat model of liver disease, despite significant intra-
hepatic accumulation [46]. A possible explanation is that Man-SOD is rapidly endocytosed
and degraded, which limits its therapeutic effects.
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Several other modifications have been explored for the targeted delivery of SOD. Chemi-
cal modification with hydrophilic monomethoxypolyethyleneglycol polymers (MPEG) re-
sulted in a derivative with an increased molecular weight of 130 kDa, and hence a reduced re-
nal elimination rate. The MPEG-SOD preparations reduced arthritic lesions in a complete
adjuvant arthritis model in the rat, while native SOD did not show an anti-inflammatory ef-
fect [55].

Another antioxidative enzyme that has been targeted to the liver is catalase (CAT). Suc-
cinylation and mannosylation resulted in an increased accumulation of the protein in the
non-parenchymal cells of the liver. Furthermore, the CAT derivatives reduced hepatic injury
in an ischaemia/reperfusion injury model [56].

The advances in recombinant DNA techniques can have a great impact on the preparation
of (modified) therapeutic proteins. Technically, most recombinant preparations can be re-
garded as proteins in which the pharmacological activity is encoded in the protein backbone.
An illustrative example of a recombinant targeting construct is the fusion protein of SOD
and the non-toxic fragment of tetanus toxin which will be discussed in more detail in Section
11.8.2.2 [57]. By means of the targeting properties of the toxin fragment, this hybrid protein
is selectively endocytosed by neuronal cells, and as such might be used for the treatment of
cerebral ischaemia/reperfusion injury [58].

11.5 The Linkage Between Drug and Carrier

Proteins contain many different functional groups that can be used for conjugation reactions.
The more hydrophobic residues are normally situated in the core of the protein and only be-
come available after disruption of the tertiary structure of the protein. Hydrophilic amino
acid residues are exposed at the protein surface and, consequently, these groups are normal-
ly the target for the conjugation reaction. In addition, some carrier proteins, for instance IgG
molecules, contain surface-exposed glycosyl residues, which may also be used for the conju-
gation of drug molecules.

Many conjugation procedures are based on nucleophilic substitution reactions, in which an
activated electrophilic group of the drug reacts with a nucleophilic group of the protein [59].
This reaction is preferred over the activation of side-chain residues of the protein, since such
activated groups might react with nucleophilic residues in the protein, resulting in internal
cross-linking and polymerization of the carrier.

Of the hydrophilic side chain residues, the cysteinyl thiol group is the most reactive. How-
ever, cysteine residues are involved in the formation of disulfide bridges between loops of the
protein backbone, and therefore only few proteins contain free thiol groups. For instance,
serum albumin and SOD, both proteins with an uneven number of cysteine amino acids, have
a single free thiol group [47,60]. Such a residue can be used for the site-specific conjugation
of drug molecules, as was demonstrated for HSA. A thiol-derivative of the cytostatic drug
mitomycin was conjugated via the cys34 residue of HSA in a 1 : 1 molar ratio [61].

Following cysteine residues, the second most reactive groups in a protein are the primary
amino groups, available in both lysine residues and at the N-terminus of the protein back-
bone. Since primary amino groups are present in abundance in proteins, most conjugation re-
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actions are directed towards these groups [62]. Although the direct coupling of a drug sub-
stance to an amino group might seem the most straightforward approach from a synthesis
point of view, most constructs developed so far contain an indirect linkage which is achieved
via a spacer molecule between the drug molecule and the protein residue. Spacers are used
for the conjugation of drug molecules for two reasons, namely to facilitate the conjugation re-
action and to introduce a biodegradable linkage between the drug and the carrier. Excep-
tionally, small drug molecules linked in a non-degradable manner, show biological activity,
for instance as active metabolites containing a fragment of the protein backbone. This is il-
lustrated by the drug targeting preparations naproxen-LZM and naproxen-HSA, which are
degraded to naproxen-lysine [63]. The naproxen-lysine derivative showed pharmacological
activity similar to that of naproxen. However, most small drug molecules in the current drug
targeting preparations require the regeneration of the parent drug in order to be therapeuti-
cally effective. The following sections will discuss general approaches to the insertion of
bioreversible linkages into a drug–protein conjugate.

How can the properties of the target site be utilized to facilitate the regeneration of the
parent drug? Both enzymatic and chemical degradation of the linkage between the drug and
carrier may result in the release of the drug substances. Several of the more universally ap-
plicable approaches will be presented in the following sections (Figure 11.3). Figure 11.4
shows representative examples of the drug molecules that have been coupled via these link-
ages.

11.5.1 Intracellular Degradation

Many drug–protein conjugates accumulate in the target organ by receptor-mediated or ad-
sorptive endocytosis and subsequent transport to the lysosomes [64]. This cellular compart-
ment contains a variety of enzymes, e.g. peptidases and esterases, which are capable of de-
grading drug targeting constructs [65]. Table 11.3 lists some peptide spacers which have been
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Figure 11.3. Different types of biodegradable linkages that have been used for the conjugation of small
drug molecules. (a and b) Amide linkages. Peptide spacers can be used in the conjugation of drug
molecules that contain a carboxylic acid group (a) or a primary amino group (b). X1-4 denotes the
consecutive amino acids that are present in the spacer. (c and d) Ester linkages. (c) L-lactic acid spacer
used for linking drug molecules containing a carboxylic acid group. (d) Linkage of drug molecules via
their hydroxyl groups using a succinic acid spacer. (e–h) Acid-sensitive linkages. (e and f) Linkages
formed with the cis-aconityl linker and a second-generation dicarboxylic acid spacer. The latter spacer
forms a similar type of linkage with the amino group of the drug molecule as the cis-Aco spacer. (g)
Schiff base acid-sensitive linkage. This linkage is formed with a carbonyl group of the drug molecule,
resulting in an imino bond with the spacer. (h) Acid-sensitive phosphamide linkage formed between a
phosphate group of the drug molecule and an amino group of the carrier protein. (i) Disulfide linkages.
This type of linkage can be formed with drug molecules that contain free thiol groups or, alternatively,
with drug derivatives in which a free thiol group has been introduced (see Figure 11.4, colchicine). (j and
k) Polymeric linkages. Multiple drug molecules can be covalently attached to a single functional group
of the carrier when polymeric bridges are used. (j) Dextran polymer which has been derivatized with
drug molecules by oxidative amination, and subsequently reacted to an amino group of the protein. (k)
The polymeric PGA bridge has been reacted with adipic hydrazide, after which these groups were used
for the formation of a Schiff base linkage with carbonyl groups in the drug. Conjugation to the protein
was achieved via the same adipic hydrazide groups at oxidized carbohydrate residues in the protein.
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developed for lysosomotropic drug delivery (i.e. delivery with constructs whose final desti-
nation is the lysosomes). The enzymes involved in the degradation of the spacers shown in
Table 11.3 are normally not present in extracellular areas. For this reason, and since peptide
bonds are very resistant towards chemical degradation, the linkages that are formed with
these spacers are generally very stable in the circulation.

The peptide spacers shown in Figure 11.3a–b are susceptible to degradation by endopepti-
dases, which either disrupt the bond between the spacer and drug molecule or, alternatively,
one of the internal peptide bonds of the spacer. In a subsequent degradation step the re-
maining part of the spacer is either attacked by other peptidases or is degraded via non-en-
zymatic processes [68,69]. Peptide spacers have been used for the delivery of drug molecules
that contain peptide carboxylic acid groups, an example of which is the cytostatic drug
methotrexate. It should be noted however that peptide spacers are ill-suited for the linkage
of drug molecules which contain non-peptide carboxylic acid groups. Probably, the peptidas-
es involved have high substrate specificities, resulting in the inability to degrade the amide
bond that is formed with the drug molecule [63]. Peptide spacers have also been used for the
conjugation of drug molecules to a primary amino group (Figure 11.3b). As can be conclud-
ed from the listed drugs in Table 11.3, the peptidases involved in the release of these drug
molecules tolerate different types of non-peptide primary amino groups.

For drug molecules with carboxylic acid groups, ester bonds seem suitable linkages for
lysosomal delivery.The anti-inflammatory drug naproxen has been conjugated to a proteina-
ceous carrier via an ester linkage by means of an α-hydroxy acid spacer (Figure 11.3c) [70].
Such a spacer, of which L-lactic acid is a typical example, contains in addition to the hydrox-
yl group a carboxyl group that can be used to link the spacer to the protein. Similar types of
linkages can also be formed with a drug molecule containing an hydroxyl group and a spac-
er with two carboxylic acid groups, such as the succinate spacer (Figure 11.3d). Examples in-
clude the conjugates prepared with the corticosteroid dexamethasone and the taxoid pacli-
taxel [11,71,71,72].
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Table 11.3. Peptide sequences that have been used as spacers in lysosomotropic drug delivery.

Drug Spacer References

Conjugation at carboxylic acid group of the drug [66]

Methotrexate ala-leu-ala-leu
gly-gly-gly
gly-gly-phe
gly-phe-ala

Conjugation at amino group of the drug [67]

Doxorubicin, daunomycin ala-leu-ala-leu
gly-gly-gly-leu
gly-gly-phe-gly
gly-phe-leu-gly

5-Fluorouracil gly-phe-leu-gly-leu-gly

Mitomycin C ala-leu-ala-leu
gly-phe-ala-leu
gly-phe-leu-gly

Primaquine ala-leu-ala-leu



The relatively acidic pH of the lysosomes (pH 5) has led to the development of several
linkage types which are susceptible to acid-catalysed degradation. These acid-sensitive spac-
ers are relatively stable at the neutral pH of the bloodstream, but become hydrolytically la-
bile at lower pH values. Depending on the type of linkage and the functional group of the
drug molecule, three subtypes can be distinguished: cis-aconityl linkers (cis-Aco) (Fig-
ure 11.3e–f), Schiff base hydrazones or imino linkages (Figure 11.3g), and phosphamides
linkages (Figure 11.3h), respectively. The cis-Aco linker can be used for the conjugation of
drug molecules with a primary amino group [73,74]. The amide linkage that is formed be-
tween the linker and the drug is chemically destabilized at lower pH values due to the flank-
ing carboxylic acid group (anchiomeric assistance). When the cis-Aco spacer is conjugated
via its flanking carboxylic acid group to the protein, the acid-sensitivity of the spacer is lost.
In order to prevent such loss of pharmacological activity, several other cis-Aco spacers have
been developed that are conjugated via a different chemistry to the protein (exemplified in
Figure 11.3f) [75,76]. Often, these spacers contain maleimide and haloalkyl groups for the
purpose of the final coupling to the protein, since these groups can be reacted under mild
conditions with thiol groups which have been previously inserted into the protein.

The Schiff base hydrazone linkers form an imino-linkage between a carbonyl group of the
drug and a hydrazine functionality of the spacer. Such linkages have been formed with drug
molecules containing either a keto group (doxorubicin) [77,78], an aldehyde group (strepto-
mycin) [79] or a carboxylic acid group (chlorambucil) [80] (Figure 11.4). Recently, the use of
a branched spacer has been reported, which enables the attachment of multiple drug mole-
cules to the spacer [81]. For the conjugation of the hydrazone spacer to a protein, strategies
similar to those used in the case of the second generation cis-Aco spacers have been fol-
lowed.

The third class of acid-catalysed linkages, the phosphamide linkages, are formed between
a phosphate group and a primary amino group (Figure 11.3h). This type of linkage has been
used for the lysosomotropic drug delivery of nucleotide analogues to the liver and
macrophages [22,82,83].

Another type of linkage that is degraded intracellularly is the disulfide bond (Fig-
ure 11.3i). Disulfide linkages have been extensively used in the preparation of immunotoxins
[84]. For instance, Ricin A immunotoxins are pharmacologically active only when they con-
tain a biodegradable disulfide linkage [85]. With respect to the targeting of small drug mole-
cules, disulfide linkages have been used in conjugates with the angiotensin converting en-
zyme inhibitor captopril, a drug molecule that contains a free thiol group, and in conjugates
with derivatives of colchicine and methotrexate [14, 86–88].

A disadvantage of the disulfide linkage is its relative instability in the bloodstream. Disul-
fide bonds can be degraded by reducing enzymes or disrupted chemically by thiol-disulfide
exchange with free thiol compounds such as gluthathione [89]. Although the latter process
will proceed preferably intracellularly, due to the higher intracellular concentration of free
thiol compounds, thiol-disulfide exchange can result in premature drug release. Disulfide
spacers that contain sterically hindered disulfide bonds showed improved stability towards
this non-enzymatic degradation [90,91].

One of the limitations of the use of a proteinaceous carrier is the relative small number of
drug molecules that can be conjugated without gross alterations in the structure of the pro-
tein. For example, extensive derivatization of an antibody carrier may lead to the loss of its
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homing potential if the antigen recognition domain is affected. To circumvent this problem,
dextran and poly-glutamic acid (PGA) polymers have been used as bridging molecules for
the conjugation of cytostatic drugs (Figure 11.3j–k) [92,93].These polymers were loaded with
the drug and subsequently reacted with amino groups or carbohydrate residues of the carri-
er. This technique enabled the conjugation of about 80 doxorubicin molecules per protein in
the case of the dextran bridge, and up to 100 doxorubicin molecules as a result of the PGA
linkage. Efficacy studies with tumour cell lines and in vivo tumour xenograft models in mice
demonstrated the potential of the above-described conjugates [93].

11.5.2 Extracellular Degradation

In addition to targeting constructs which are endocytosed and which release the active drug
substance intracellularly, other constructs are activated outside the target cell. The latter ap-
proach is not appropriate for target tissues in which the extracellular fluid is rapidly removed
by perfusion, since this would result in a reduction of the time that the drug remained at the
target site and consequently systemic redistribution of the drug would occur. Thus, extracel-
lular drug release is preferred for use in compartments or tissues where the rate of perfusion
is low. Conditions of slow perfusion are associated with most solid tumours due to their poor
lymphatic drainage. In addition, many tumour cells secrete proteolytic enzymes that are ca-
pable of degrading extracellular matrix in the process of tumour growth and metastasis. If
such enzymes are present in the tumour and in minimal amounts in the extracellular fluid of
other tissues, their presence can be exploited for the selective release of the drug in the tu-
mour tissue. Examples of such enzymes include cathepsins, that are normally only present in
the lysosomes, and matrix-degrading enzymes such as collagenase or plasminogen activators
[67]. These enzymes are all peptidases, and therefore peptide linkers are feasible spacers for
use with this approach. In the case of a secreted lysosomal enzyme, the same spacer se-
quences shown in Table 11.3 can be used for the linkers.

An attractive approach to drug targeting is the delivery of the drug-regenerating enzyme
instead of the actual drug substance to the target site. This approach, also referred to as
ADEPT (antibody directed enzyme pro-drug therapy), is based on a two-step targeting prin-
ciple. In the first step, an enzyme is selectively delivered to the target site by means of an an-
tibody–enzyme conjugate. In the second step, small-molecule pro-drugs are administered,
which will subsequently be activated by the targeted enzyme [94,95].

A point to be noted regarding ADEPT relates to the plasma half-life of the enzyme–anti-
body construct. Generally, antibody–enzyme conjugates, are slowly cleared from the central
circulation.Their sustained presence in the bloodstream will lead to non-target site activation
of the pro-drug.Thus, the enzyme and pro-drug should be consecutively administered after a
well-chosen time interval when the concentration of the antibody-enzyme conjugate is still
high in the target tissue while being low in the central circulation and non-target tissues.
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11.6 Recombinant DNA Approaches

The importance of recombinant DNA techniques for the synthesis of drug targeting con-
structs is rapidly increasing. This approach offers, in theory, the possibility of generating all
three components of a drug targeting preparation as outlined in Figure 11.1.A carefully cho-
sen cloning strategy results in a uniform end-product with optimum positioning of the differ-
ent components. To obtain such a fully genetically engineered drug targeting construct, all
three components must be peptides or proteins.With respect to the active drug substance this
is likely to be an exception rather than the rule. Some constructs, such as immunotoxins and
immunocytokines, that do fulfil these requirements have been studied extensively in drug
targeting and will be described in detail.

By using recombinant DNA techniques, modifications in the protein backbone, such as ad-
ditions, deletions and alterations of amino acids, are easily achieved. These modifications can
contribute to improved pharmacokinetic properties of the construct.Additions may consist of
the introduction of residues that allow covalent conjugation of drug molecules. Deletions of
amino acids can employed to remove membrane-bound regions of a protein, thereby increas-
ing its solubility. Single amino acid modifications can be used to minimize antibody responses
and alter the binding specificity and/or the three-dimensional structure of a certain protein.

The final requirement of a recombinant DNA approach to the preparation of a drug de-
livery construct, is the ability to produce large amounts of the protein. This can by achieved
by bacterial, fungal, insect and mammalian expression systems.The choice of system depends
on how the expression of the protein is regulated, the required purity and yield of the pro-
tein, and whether the protein is toxic to certain types of producer cells. Furthermore, individ-
ual scientists may prefer a particular type of expressing system, depending on laboratory fa-
cilities, safety considerations and production costs. The possibilities and limitations of differ-
ent expression systems will be discussed and general guidelines which need to be taken into
account when choosing an appropriate strategy, will be mentioned briefly. Thereafter, with
the aid of several examples, the development and applications of drug delivery constructs ob-
tained using recombinant DNA technology will be described.

11.7 Recombinant DNA Expression Systems

11.7.1 Heterologous Gene Expression in Escherichia coli

The Gram-negative bacterium E. coli is probably the most widely used host for heterologous
protein production. An obvious advantage of this system is its simplicity. The genetics are
well characterized, the cells grow fast allowing rapid production and analysis of the expressed
protein, and transformation is simple and requires minimal amounts of DNA.

In E. coli foreign genes are normally cloned using inducible promoters such as the lac pro-
moter that is regulated by the lac repressor and induced by isopropyl β-D-thiogalactopyra-
noside (IPTG). This controls gene expression and prevents loss of the gene in situations
where production of the protein might be toxic to the cells. Stronger synthetic promoters, de-
rived from the lac system, tac and trc promoters, are commercially available. Other common-
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ly used promoters include T7 RNA polymerase promoter and promoters that are regulated
by temperature shift, such as the temperature sensitive λPL promoter and the cold shock pro-
moter cspA [96].The latter promoter is especially beneficial for proteolytically-sensitive pro-
teins since proteolysis is reduced at low temperature. Additionally, promoters that are acti-
vated by a decrease in temperature may provide a partial solution to another frequently en-
countered problem, namely misfolding and denaturation of proteins. Since cultivation under
low temperature favours correct protein folding, this problem is less likely to occur.

The (over)expression of proteins in the cytoplasm of E. coli often leads to the formation of
insoluble aggregates known as inclusion bodies. In fact this can simplify the purification pro-
tocol but at the same time often requires in vitro refolding of the protein into its active form,
which can sometimes be difficult to achieve. Besides lowering the culture temperature (see
above), the solubility of the expressed protein can be improved by constructing fusion pro-
teins. Commercial systems suitable for fusion to maltose-binding protein (MBP), thioredox-
in and glutathione S-transferase are available. Not only are fusion partners used to increase
the solubility of the protein of interest, but they can also facilitate its purification. Addition-
ally, poly-histidine tags are commonly used for efficient purification via immobilized metal
affinity chromatography. Although the presence of the poly-His (and other) tags is accept-
able in many cases because they rarely alter protein structure or function, their removal may
be required in some therapeutic applications.The liberation of the heterologous protein from
its fusion part (or affinity tag) is theoretically possible but needs expensive proteases and is
very seldom complete. This generally results in reduced yields of the active product.

A new insight into the problem of insolubility of heterologous proteins has evolved from
further information regarding the in vivo function of molecular chaperones in protein fold-
ing.As reviewed by Baneyx, co-expression of chaperones in the bacterial system can improve
the folding and hence the yield of heterologous proteins [96].

An alternative approach is to direct secretion of proteins into the periplasmic space by us-
ing a signal peptide sequence that is removed during the translocation process [97,98]. Vari-
ous signal sequences, derived from naturally occurring secretory proteins, including PelB, β-
lactamase and alkaline phosphatase can be used for secretion of heterologous proteins. The
periplasm is an oxidizing environment, containing enzymes necessary for the formation and
rearrangement of disulfide bonds. This is especially relevant for the recombinant production
of antibodies which require disulfide bonds for activity [99].

An important point which should be taken into account when expressing eukaryotic genes
in E. coli, is the difference in codon usage between prokaryotes and eukaryotes. For instance,
the arginine codons AGA and AGG are common in eukaryotic genes but rarely found in E.
coli. This problem can be solved, either by site-directed mutagenesis or by co-overexpression
of the gene encoding tRNAArg(AGG/AGA). Another and more important limitation of E. coli
as an expression system for eukaryotic proteins, is its inability to glycosylate proteins. There-
fore, if glycosylation is required, other expression systems should be used.

11.7.2 Fungal Expression Systems

Fungi, both filamentous fungi and yeast, are often the expression system of choice when a
high yield of eukaryotic protein is desired. Fungi grow rapidly on cheap medium and gene
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manipulation is not difficult. In contrast to E. coli, fungi are able to carry out post-transla-
tional modifications, such as glycosylation, proteolytic processing, folding and disulfide
bridge formation. By applying fermentation technology, clinically and industrially important
proteins have been successfully expressed in fungi [100–102].

The most commonly used filamentous fungi for heterologous gene expression belong to
Aspergillus and Trichoderma species. The transformation system is based on complementa-
tion of auxotrophic mutants or on dominant selection marker genes and results in the inte-
gration of the foreign gene into the host genome [103]. Filamentous fungi have effective se-
cretory machinery, allowing for accumulation of proteins in the culture medium. In As-
pergillus, expression cassettes consisting of the foreign gene fused to an endogenous glu-
coamylase and separated by a KEX-2 proteolytic site, have resulted in elevated expression
levels [102,104]. The KEX-2 site is effectively cleaved by an endopeptidase in the endoplas-
mic reticulum during secretion resulting in the correctly processed protein accumulating in
the medium.

Several yeast species have been engineered for heterologous protein production but the
most commonly used for these purposes are the baker’s yeast Saccharomyces cerevisae and
the methylotropic yeast Pichia pastoris. Yeast systems utilize both integrated and extrachro-
mosomal (non-integrated) vectors.

Strong inducible yeast promoters used for protein production in S. cerevisae, include
GAL1, GAL5, and GAL7 promoters which are induced by galactose, and repressed by glu-
cose. The wealth of information on its genetics and molecular biology has made S. cerevisae
an excellent model organism for protein–ligand and protein–protein interactions. However,
for an abundant expression of heterologous proteins, other yeast systems such as P. pastoris
with its strong and highly regulated alcohol oxidase (AOX1) promoter, have been more suc-
cessful. In the last 16 years expression of more than 300 foreign proteins have been reported
using this system [105]. Examples of more than 100-fold higher protein yield of recombinant
single chain antibodies in P. pastoris compared to E. coli have been reported [106,107].

In summary, fungal expression systems are often an excellent choice for eukaryotic protein
expression. However, like any other system, fungi have their own limitations, including the
inability to carry out the same types of glycosylation as higher eukaryotic organisms and, in
some cases, problems related to accurate protein folding resulting in degradation of the pro-
tein.

11.7.3 Baculovirus Expression Systems

Baculoviruses are members of a large group of double-stranded DNA viruses which only in-
fect invertebrates, including insects.The restricted host range makes baculoviruses safer than
mammalian expression systems. The most widely used baculoviruses are Autographa califor-
nica nuclear polyhedrosis virus and the Bombyx mori nuclear polyhedrosis virus. The host
cell most commonly used is Sf9, derived from the fall armyworm Spodoptera frugiperda.

Typically, the foreign gene is placed under the control of the extremely strong polyhedrin
promoter, allowing for a highly efficient secretion of the heterologous protein into the insect
cell culture medium. Glycosylation and other post-translational modifications occur in the
insect cells. Up to 1998, more than 500 different heterologous proteins had been produced by
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the baculovirus expression vector, of which more than 95% had the correct post-translation-
al modifications [108]. No doubt, this number has rapidly increased since. However, a limita-
tion of the baculovirus system is that optimal expression levels require high-quality growth
media, careful culturing and the expression of the foreign protein during the phase in which
the producing cells are dying.

11.7.4 Stable Transformations of Insect Cells

Although not as popular as the baculovirus-system, stable transformations of insect cells can
be used to circumvent the problems mentioned in the last paragraph. Common hosts include
the fruitfly and mosquito. The expressed genes are often under the control of the Drosophi-
la metallothionein promoter. Genes coding for resistance to antibiotics such as hygromycin
and neomycin are used as selection markers.

11.7.5 Expression Using Mammalian Cells

The mammalian cell expression system contains all the necessary regulatory machinery for
accurate and efficient processing and secretion of eukaryotic proteins, although there may be
species differences. Foreign DNA is introduced into the cells either via virus infection or di-
rectly, employing chemical (for instance lipocomplexes or calcium phosphate) and physical
(electroporation or microinjection) methods. The transcriptional control elements (en-
hancers and promoters) are complex and vary between mammalian cell types. However,
simian virus 40 (SV40) and human cytomegalovirus (CMV) promoters are active in many
cell types and are therefore commonly used. Obtaining stable transfected cell lines can be
time consuming and therefore a transient expression system is often used for initial analysis.
Typically COS (African green monkey kidney) and CHO (Chinese hamster ovary) cells are
used for this purpose. An obvious advantage of mammalian cell expression is the possibility
of advanced glycosylation. Generally, the yield of heterologous proteins produced in a mam-
malian cell system is much less than in other expression systems. However, for some proteins,
the use of mammalian cells may solve the problems observed in prokaryotic and lower eu-
karyotic organisms with regard to accurate folding and modifications.

11.7.6 Expression Systems: Concluding Remarks

The choice of an expression system for the production of a drug delivery construct is of vital
importance but at the same time a difficult task. Several general considerations when choos-
ing an appropriate expression system are outlined in Table 11.4. The use of microorganisms
(bacteria and fungi) results in high yield of the product and they are therefore often pre-
ferred by researchers. However, for highly specific therapeutic applications, the use of mi-
croorganisms is less favourable since they are unable to carry out the post-translational mod-
ifications necessary for activity of the protein. For instance, glycosylation is not possible in E.
coli and although possible in fungi, it differs from that in mammalian systems. Use of insect
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and mammalian systems can, at least in part, overcome these limitations, but these systems
are more expensive and difficult to manipulate due to complex regulatory systems. The
choice of appropriate expression organism depends on the individual protein and its appli-
cations. In the past few years, the fundamental insights into the mechanisms of production,
stability and cellular locations of proteins have increased greatly.This knowledge will help re-
searchers working in the field of drug targeting to rationalize their choice of expression sys-
tems.

11.8 Recombinant DNA Constructs

11.8.1 Antibody-based Constructs

As stated above, a coding sequence for carrier, homing device and active drug can be de-
signed together in one fusion construct. However, even if this construct consisted of a small
carrier, a very short recognition sequence as the homing device and a small proteinaceous
drug substance, the final design would encode for a relatively large protein. Due to the size
of the construct, one could expect problems regarding the stable maintenance of the encod-
ing gene in a certain expression system, in addition to problems with respect to accurate syn-
thesis, export and folding of the recombinant protein. The smaller the total size of the re-
combinant protein, and the smaller the changes made to the construct as compared to a nat-
ural protein, the less likely it will be for these problems to occur.A significant reduction in re-
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Table 11.4. Advantages and limitations of various expression systems.

Expression system Advantages Disadvantages

E. coli Economical, fast, easy, high yield, Insolubility and misfolding of pro-
well characterized genetics, teins, no glycosylation possible,
large number of cloning vectors difference in codon usage between 

prokaryotes and eukaryotes

Fungi Economical, fast, easy, high yield, Glycosylation and other post-
well characterized genetics (yeast), translational modifications are often 
glycosylation possible, able to different to mammalian systems 
secrete correctly folded and 
processed proteins 

Insect cells
baculovirus high yield, safe due to restricted Controlled culture conditions are 

host range, able to perform most required, expression peaks when 
of the post-translational modifi- cells are dying
cations carried out by mammalian 
cells

stable transformants Stable Time consuming, relatively low yield

Mammalian cells Advanced post-translational Time consuming, relatively low yield
modifications, signals for synthesis,
processing and excretion are Complex regulatory system
correctly recognized



combinant protein size, and thereby in complexity of the construct can be achieved when
both the carrier and homing device functions are intrinsic properties of one protein.

Antibodies make up a group of proteins which can be considered to have the properties of
both a carrier and a homing device and, as a result, have been used in many drug targeting
studies [18,109]. However, the relatively large size (150 kDa) of whole IgG molecules ham-
pers tissue penetration of these molecules. Several modifications of the original antibody
structure can be carried out to reduce the size of the IgG molecule. For instance, in natural
antibodies (Figure 11.5a) the Fc-region is necessary to activate T-cells of the immune system.
Since this function of the antibody is not required in most drug targeting constructs, these do-
mains have been removed by recombinant cloning techniques [110]. The resulting F(ab′)2,
and Fab fragments, with molecular weight of around 100–110 and 50–55 kDa respectively, are
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Figure 11.5. Schematic representation of genetically engineered antibody constructs for drug targeting.
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fragments (b) or to monovalent Fab fragments (c). These fragments are stabilized via disulfide bridges.
Alternatively, the variable heavy and light chain fragments are linked via a flexible linker resulting in a
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individual scFv fragments (h). Non-covalent interactions between scFv fragments are created by
introducing leucine zipper sequences into the construct (i) or via streptavidin–biotin interactions (j).



linked together by one or more disulfide bridges (Figure 11.5b, c). Even smaller antibody-de-
rived fragments, the so-called single chain Fv (scFv) molecules (Mw around 30 kDa), built up
of a VH and a VL region linked by a flexible peptide linker, have been constructed (Fig-
ure 11.5d).

By fusion of a therapeutically active protein to a site other than the antigen recognition
domain, these antibody fragments are able to function as carriers with intrinsic homing de-
vices. However, a major drawback of these smaller fragments is the loss of the bivalent char-
acter normally present in the antibody, which ensures high avidity (functional activity). In
many cases the multivalent character has been restored by genetic engineering [17,18]. Both
covalent and non-covalent interactions have been used to combine two or more ScFv mole-
cules to so-called di-, tri- and tetravalent constructs (Figure 11.5e–j). Covalent interactions
can be achieved with totally genetically-engineered constructs consisting of two (or more)
scFv moieties connected by a peptide linker, for instance repetitive sequences of the Gly4-Ser
motif [111]. Alternatively, covalent interaction between the subunits is established by the in-
troduction of a cysteine residue at the C-terminus of the monovalent molecules or via chem-
ical cross-linking reagents [17]. Non-covalent interactions have been created with specific se-
quences such as the leucine zipper domains (Fos- and Jun-fragments) which can interact with
each other [112]. Another approach is the assembly of multiple scFv molecules using strep-
tavidin-scFv fusion proteins [113]. This strategy will result in the production of tetrameric
complexes due to the non-covalent assembly of four streptavidin moieties. In addition, bi-

298 11 Development of Proteinaceous Drug Targeting Constructs

Table 11.5. Immunotoxins, immunocytokines, cytotoxins and toxin-targeted constructs.

Type of construct Targeting moiety Effector moiety Examples References

Immunotoxins Antibody or antibody Bacterial or plant 3B3-PE [114]
fragment (scFv, Fab, toxin αTac-DT [115]
F(ab’)2) BerH2-SAP [116, 117]

OM124-PAP [117, 118]

Immunocytokines Antibody or antibody Cytokine, interleukin αEpCAM-IL-12 [119] 
fragment or growth factor αHer2/neu-IL-12 [120]

RM4-TNFα [121]
RM4-IFNγ [122]

Cytotoxins Cytokine, interleukin, Toxin, toxic protein IL-2-DAB [123]
growth factor or the or apoptosis-inducing TGFα-PE40 [124, 125] 
receptor binding do- protein IL-2-BAX [126]
mains of these proteins bFGF-SAP [127]

bFGF-RNase [128]

Toxin-targeted Receptor binding ROS-scavenging pro- TT-SOD [57]
constructs domain of toxin tein, CTL-epitopes LFn-Ova257-264 [129]

(e.g. gp120 HIV) LFn-LLO91-99 [130]
LF254-gp120 [131]

Antibodies have been used as the targeting moiety for the delivery of active drug substances like toxins
(immunotoxins) or cytokines and other immunomodulatory proteins (immunocytokines). For reviews
on immunotoxins see references [132–135]. Cytokines or their receptor binding domains have also
been used as targeting moieties for toxins and other cell-killing proteins (cytotoxins). For reviews on
cytotoxins see references [132, 134]. The receptor binding domain of toxins has been used to target
other effector molecules, such as enzymes or CTL epitopes, to the cells expressing receptors for the to-
xin.



otin-labelled molecules can be attached to the recombinant protein via the biotin binding site
of the construct.

Recombinant drug targeting constructs utilizing the targeting moiety of antibodies have
predominantly involved toxins and cytokines as the active drug substance (Table 11.5). The
bacterial toxins most commonly used for immunotoxin constructs are diphtheria toxin (DT),
pseudomonas exotoxin (PE) and to a lesser extent shiga(-like) toxin (ST/SLT). These toxins
all have the same overall composition: a receptor binding moiety, a fragment involved in
membrane translocation and a toxic or catalytic domain. In order to avoid interactions with
cells that bear the ‘normal’ toxin receptor, the receptor-binding domain is removed, resulting
in so-called truncated toxins. Genetic coupling of such chemical ‘bombs’ to an antibody or
scFv, results in a highly selective and potent drug targeting construct.

A variant of the original immunotoxin approach is the so-called immunocytokines. In
these constructs the antibody targeting moiety is maintained, but the toxin as the effector
molecule is replaced by a cytokine. In contrast to toxins, cytokines are often proteins en-
dogenously produced in man. If both the antibody and cytokine are of human origin, then no
foreign proteins are introduced which could provoke an antibody response from the host im-
mune system when the drug targeting preparation is clinically applied.

Selective targeting of very potent cytokines may be an attractive approach to overcome
the many side-effects seen after general systemic administration of such compounds [122].
Most cytokines are LMWPs and as such rapidly eliminated by renal glomerular filtration.
Consequently, high doses are necessary to obtain locally effective concentrations.

The potential of immunocytokines was elegantly demonstrated in two separate studies us-
ing IL-12 for anti-tumour therapy. IL-12, a potent stimulator of natural killer cells and cyto-
toxic T-lymphocytes (CTL), activates the immune system to eradicate the cancer cells. IL-12
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P40P35 L chain H chain (Gly4Ser)3 linker
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S-S bridge

Figure 11.6. Schematic diagram showing the assembly of IL-12 protein for antibody-based drug
delivery. (a) The mature sequences of the p35 subunit of IL-12 are fused to the C-terminus of the heavy
chain of a tumour-specific antibody and co-expressed with the antibody light chain and the p40 subunit
of IL-12. Formation of the final immunocytokine requires the creation of disulfide bridges between the
antibody chains and interactions of p35 and p40 subunits of IL-12 [119]. (b) Alternatively the IgG heavy
chain and both subunits of IL-12 can be linked via flexible linkers allowing for equimolar assembly of IL-
12 [120].



is a heterodimeric protein composed of a p35 and a p40 subunit.A different approach for the
final assembly of the IL-12 protein was followed in the two studies (Figure 11.6). Gillies et al.
prepared a recombinant fusion construct of the p35 unit of IL-12 and a humanized anti-tu-
mour antibody [119]. Co-expression of this construct with the p40 subunit yielded the final
immunocytokine. In the second study, Peng et al. used recombinant single chain IL-12 (scIL-
12), in which both subunits of the cytokine are linked via a flexible peptide linker, for the
preparation of an IL-12–antibody construct [120]. This latter approach ensures the correct
equimolar assembly of IL-12, and may confer stability to the fusion protein. Both approach-
es proved successful when tested in tumour xenograft models.

11.8.2 Receptor-targeted Constructs

Instead of utilizing the specific interaction between an antibody and its antigen epitope as
the homing mechanism of a drug targeting construct, one could choose from a whole variety
of specific interactions between structures on the target cell surface (receptors) and other
molecules (ligands). Here some examples of constructs or potential construct moieties for
drug targeting based on receptor–ligand interactions will be discussed.

11.8.2.1 Cytotoxins

The immunotoxins and immunocytokines have already been discussed.Another type of con-
struct which makes use of both cytokines and toxins is the cytotoxin (Table 11.5). In these
constructs the cytokine moiety is responsible for the targeting function, in contrast to the im-
munocytokines in which the cytokine moiety is the active drug compound. An example of a
cytotoxin is the DT-IL-2 construct. The over-expression of the high affinity receptor for IL-2
on activated T-cells, B-cells and macrophages was utilized to selectively kill these cells. The
receptor-binding domain of DT was replaced by the N-terminal IL-2 fragment to form the
DAB486-IL-2 construct [123,134]. Upon binding to the IL-2 receptor, the construct was in-
ternalized by receptor-mediated endocytosis, and produced its toxic activity in the cytosol of
the target cell.
Moreover, given its safe and well-tolerated behaviour in phase I/II clinical studies, and based
on further information regarding the minimal structural requirements for the membrane
translocation moiety and proteolytic activation, a second generation construct DAB389-IL-2
is currently being evaluated in a phase III clinical study [136]. These results have shown that
immunotoxins and targeted cytotoxins can be used safely. However, the use of toxins is not
always without risks and side-effects. For example, DT390-anti-CD3sFv and DT390-IL-3
showed, despite their selectivity, toxic side-effects in mouse models [137,138].

11.8.2.2 Toxin-targeted Constructs

As discussed in Section 11.8.1, many toxins of bacterial or plant origin are built up of differ-
ent moieties or subunits which mediate binding, membrane translocation and catalytic or
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toxic activity. Anthrax and tetanus toxin are examples of toxins whose binding and mem-
brane translocation moieties, but not their toxic moiety, have been used in drug targeting
constructs.

Anthrax toxin is a bacterial toxin from Bacillus anthracis consisting of three parts: protec-
tive antigen (PA), lethal factor (LF) and edema factor (EF). Both LF and EF compete for
binding sites on the PA protein.The PA protein binds with high affinity to an as yet unknown
receptor on macrophages and related cell types. When PA is internalized by the target cells,
it functions as a shuttle protein for either EF or LF. Intracellularly, in the acidic environment
of the endosome, EF and LF are capable of entering the cytosol by pH-dependent pore for-
mation [139].

The potential use of anthrax toxin as a delivery system aimed at antigen-presenting cells is
most clearly demonstrated in the delivery of HIV gp120-derived peptides [131]. The N-ter-
minal domain of LF was genetically fused to the gp120 portion of the HIV envelope protein.
When administered in combination with recombinant PA, this construct elicited a specific cy-
totoxic T-lymphocyte immune response towards the HIV gp120 protein. This study and oth-
ers, in which other peptide epitopes were delivered to antigen-presenting cells, imply a gen-
eral application for the anthrax toxin as a peptide vaccine delivery vehicle [129,139].

A second example of a toxin that has been used as targeting device is tetanus toxin.
Tetanus toxin is a potent neurotoxin, which can undergo uptake in the nerve endings of mo-
tor neurones and subsequent retrograde transport into the central nervous system. The non-
toxic C-fragment of tetanus toxin (TTC, 451 amino acids), has been used to increase the neu-
ronal uptake of the therapeutic protein SOD [57]. Following intravenous infusion, the re-
combinant hybrid protein reduced the occurrence of ischaemia-induced cerebral infarction
in rats [58].

11.8.2.3 TfR-directed Constructs

The most frequently reported target for translocation of proteinaceous drugs across the
blood–brain barrier is the transferrin receptor [140] (see also Chapter 2). Recently, a system-
atic study has reported on the genetic fusion of human transferrin and NGF [140]. This work
clearly demonstrated the importance of controlling the positions of the different components
within a drug targeting construct, and how this could be obtained by recombinant DNA tech-
nology. Only when NGF was cloned at the N-terminus of transferrin did the fusion protein
retain the activities of both component molecules. In addition, a relatively long flexible link-
er between the two moieties, designed to promote dimerization, was required for functional
activity. Direct attachment of NGF to transferrin probably prevented dimerization by steric
hindrance.

The use of the TfR for drug targeting can be extended beyond the blood–brain barrier
since all cells that have a high requirement for iron, such as actively proliferating tissues and
tumour cells, express large numbers of transferrin receptors on their surface [19]. Cell acti-
vation, induced for instance by HIV-1 replication, also upregulates the levels of TfR expres-
sion. The delivery of anti-viral agents via the transferrin uptake pathway into HIV-infected
cells has been reported [141]. DNA sequences, encoding nine amino acid residues, cleavable
by HIV-1 protease, were cloned into the human transferrin gene. After uptake of these con-
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structs, the recombinant protein could function as a competitive substrate for HIV-1 pro-
tease.This approach made use of the fact that surface-exposed loops of globular proteins can
often tolerate insertions of additional amino acids without altering the function of the pro-
tein [142]. Molecular modelling was used to select candidate insertion sites in surface-ex-
posed loops of transferrin that were distant from the biologically active domains.

Evidently, resolution of the three-dimensional structures of proteins will aid in the design
of rational approaches for constructing drug conjugates, as demonstrated by the above-men-
tioned examples. Evaluation of molecular structure at this level may prove to be one of the
more successful approaches used in the design of recombinant drug conjugates.

11.9 Recombinant Domains as Building Blocks for Drug
Targeting Constructs

With the growing knowledge about protein structure–function relationships and the avail-
ability of new techniques like phage display, we are now able to select small proteinaceous se-
quences that could function as building blocks for recombinant targeting constructs. Such
building blocks can function as a targeting moiety (homing device), a membrane transloca-
tion moiety and/or an active drug substance. In order to facilitate the construction of recom-
binant preparations, it seems reasonable to assemble the final construct from smaller sub-
units.

11.9.1 Targeting Domain

Probably the smallest sequence known to be responsible for receptor recognition is the
RGD-tripeptide, initially discovered in fibronectin [143]. However, the specificity of the in-
teraction with different integrins, the counter receptors of RGD sequences on the cell sur-
face, is established by the flanking sequences of the RGD motif and the conformation of the
tripeptide. In other words, the presentation of the RGD sequence is important for specific
recognition by individual integrins.

Insertion of RGD sequences as targeting domains into protein carriers, is an attractive ap-
proach for integrin-directed targeting. Studies with RGD sequences of viral origin cloned
into solvent-exposed regions of β-galactosidase demonstrated binding and internalization of
the active chimeric enzyme into mammalian cells [144]. Likewise, introduction of an RGD
motif into the capsid protein of adenoviruses was shown to increase the cell-specific delivery
of adenoviral vectors as gene delivery vehicles [145]. Fusion proteins containing RGD se-
quences are likely to be effective delivery systems but the clinical relevance thereof awaits
further analysis.The RGD motif can form the targeting domain, but at the same time can also
function as the active drug, since its binding to the receptor may result in prevention or dis-
ruption of the natural ligand–integrin interaction, and consequently in a therapeutic re-
sponse.

The use of phage-display techniques has identified peptide ligands with specific affinity to
cell surface receptors or specific tissues (see Table 11.2). Such peptide homing devices can be
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genetically inserted into a recombinant protein backbone. For some of these peptides, the
surface receptor has not yet been elucidated. Further investigation into the cellular process-
ing of the receptor and its bound ligand is essential to ensure a rational design for the target-
ing constructs that are being developed.

11.9.2 Membrane Translocation Domain

Most of the targeting domains mentioned above are aimed at cell surface molecules for the
obvious reason of accessibility. In many cases these target receptors are able to internalize to-
gether with the bound ligand. However, this process will deliver the construct to the lyso-
somes, a compartment in which enzymes and low pH will result in degradation of proteins. In
order to escape this aggressive environment, a membrane translocation domain might be in-
troduced so that the drug delivery preparation can cross the cell membrane in a receptor-in-
dependent manner.

Membrane translocation domains have been identified in toxins and viruses and derived
from signal sequences of secreted proteins.When derived from a signal sequence the translo-
cation domain contains hydrophobic sequences [146–148] while the toxin and viral translo-
cation domains contain mostly basic residues [149,150].

In terms of targeting, membrane translocation domains lack specificity for particular cells
or tissues. Therefore, these domains should be combined with targeting domains such as
those discussed in the previous section. In such a construct, the targeting domain will ensure
a rapid accumulation at the surface of a specific cell type and the translocation domain will
facilitate entry into the cytosol of the target cells.

11.9.3 Assembly Domain

Although feasible and resulting in highly uniform end-products, the construction and syn-
thesis of a complete drug targeting preparation as one genetic construct has one major dis-
advantage: lack of flexibility. If a construct does not show the expected results, the whole
process of designing and production has to be repeated. Therefore, the use of assembly do-
mains in the individual components of the drug targeting construct can be advantageous. Re-
cently several studies have reported on the flexibility of such constructs containing an
avidin/streptavidin moiety for non-covalent binding to biotinylated proteins. This approach
was followed for the delivery of biotinylated compounds across the blood–brain barrier us-
ing a genetic fusion protein of avidin and an anti-TfR antibody [151].A similar approach was
used to engineer the RGD cell adhesion sequence into accessible surface regions of strepta-
vidin without disrupting the biotin binding properties [152].

Even greater flexibility was achieved by genetic fusion of streptavidin with protein A
[153,154]. Protein A specifically binds the Fc domain of IgG immunoglobulins of almost all
mammals without inhibiting the antigen binding activity of the antibody. The
streptavidin–protein A fusion construct was used for the assembly of complexes of biotiny-
lated β-galactosidase and different monoclonal antibodies specific for tumour cell receptors.
As a result these complexes were efficiently delivered into several cancer cell lines [154].
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11.10 Concluding Remarks

This chapter has presented many approaches to the preparation of drug targeting constructs.
In these constructs, a protein or part of it may function as a carrier for attached drug mole-
cules, as a specific targeting moiety, or as a therapeutically active substance. Two entirely dif-
ferent approaches have been followed in the preparation of proteinaceous drug targeting
constructs. First, chemical derivatization of existing proteins with site-directing ligands
and/or drug molecules, and second, the engineering and expression of recombinant DNA
constructs. Depending on the type of construct required, each approach has its own unique
advantages. For instance, the engineering of protein backbone structures is most accurately
performed by recombinant techniques. On the other hand, chemical approaches can be used
for the attachment of small organic drug molecules, offering numerous opportunities for
therapeutic intervention which cannot be matched by proteinaceous drug substances. There-
fore, with reference to the title of this chapter, proteinaceous drug targeting constructs
should preferably be prepared by chemical and recombinant DNA techniques, rather than by
the exclusive use of either one.
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12 Use of Human Tissue Slices 
in Drug Targeting Research

Peter Olinga, Geny M. M. Groothuis

12.1 Introduction

It has long been recognized that in vitro research can provide valuable information on basic
mechanisms with respect to kinetics and efficacy of drug targeting concepts. Such in vitro re-
search includes the use of isolated cells, cell lines and perfused organs. In this chapter the in-
troduction of tissue slices into drug targeting research will be discussed.A brief history of the
slice technique will first be given. Until now most research on the slice technique has been fo-
cused on the metabolism and transport of drugs and this topic will therefore be summarized
before embarking on a discussion of the contribution of the tissue slice technique to the area
of drug targeting research.

In vitro research began with organ culture of embryonic organ rudiments [1]. The slice
technique, using slices of tumour and liver tissue, was performed as early as 1923 by Otto
Warburg [2] and in the following years by H. A. Krebs [3], who investigated the metabolism
of amino acids in liver slices of cats, dogs and rats. These liver slices were prepared manually
with limited reproducibility and viability [4].After a decline in the application of slices in liv-
er research in favour of the use of isolated hepatocytes as well as isolated perfused liver
preparation, the development of the Krumdieck slicer in the 1980s led to a ‘comeback’ of the
technique enabling the production of reproducible and viable liver slices [5].This technology
induced a renaissance of the slice technology.The development of these in vitro preparations
has been of paramount importance for research on human liver function. As most of the re-
search with tissue slices concerned the liver, this chapter will focus on the use of liver as the
target tissue and only briefly mention the use of slices from other tissues in the concluding
section of the chapter.

The most abundant cell type in the liver is the hepatocyte, other cells in the liver are the
non-parenchymal cells: Kupffer cells, the resident macrophages of the liver, endothelial cells
and stellate cells. These cells have been discussed in more detail in Chapter 4.

Since a high yield isolation procedure of rat hepatocytes was described in 1969 [6], hepa-
tocytes have become the model of choice for drug transport studies in the liver in vitro [7].
With this procedure, isolated hepatocytes from many species have been prepared, including
hepatocytes from rat, mouse, chicken, dog, fish, hamster, pig, cow, sheep and monkey liver
(for an extensive review see reference [8]). Before 1976, only relatively small numbers of hu-
man hepatocytes could be isolated, due to the use of non-perfusion techniques [9]. Bojar et al.
[10] were the first to use a perfusion technique on human livers which greatly enhanced the
yield of hepatocytes. In principle the procedure that is now commonly used, is based on the
one described by Seglen [6] for rat hepatocytes. Either a biopsy wedge with intact capsula on
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three sides [11,12], or single lobes of liver [13] and even entire human livers [14] are used.
One or more cannulas are inserted into (branches of) the portal vein(s) [12,13] and the tissue
is perfused with collagenase. In general, the yield of human hepatocytes (5–20 x 106 hepato-
cytes g–1 liver [12, 15–18]) is low compared to rat hepatocytes (60–70 x 106 hepatocytes g–1 liv-
er, average yield in our laboratory).

The first studies with isolated human hepatocytes concentrated on the characterization of
these hepatocytes, as well as on the improvement of the isolation procedure, and the possi-
bilities of culturing these cells [16,19–24]. Thereafter studies were performed to investigate
the metabolism of drugs [25–28], in which emphasis was often put on the activity and con-
centration of cytochrome P450 isoforms. Nowadays, hepatocytes are more generally used in
metabolic studies of specific compounds, in order to unravel potential species differences and
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are also extensively used in a variety of other research fields including pharmacology and
toxicology.

Isolation from human liver of other cell types, such as Kupffer, endothelial and stellate
cells has also been developed and extensively reviewed [29–31].

Although the isolated (human) liver cells have been shown to be valuable in the study of
mechanisms of drug transport in drug targeting research, the isolation procedures involves
digestion to disrupt the cell-to-cell contacts. Clearly, enzymatic digestion may also damage
plasma membranes and transport systems therein. In addition, for hepatocytes the normal
polarity is lost after isolation. For instance it has been reported that by using collagenase di-
gestion to isolate hepatocytes, the amount of asialoglycoprotein receptor present on the
membrane of the hepatocyte is reduced [32]. Recently, Ikejima et al. [33] showed that Kupf-
fer cells isolated by the standard isolation procedure with collagenase and pronase had lost
their CD14 receptor, presumably an important receptor in the uptake of lipopolysaccharide.

In contrast to isolated liver cells, no enzymatic digestion is necessary for the isolated per-
fused liver preparation.The isolated perfused liver preparation, extensively used to study rat
liver functions [34], has also been employed with human liver tissue, but the application is
limited by the fact that only pieces of tissue that are encapsulated with liver capsula can be
used. The use of the isolated perfused human liver preparation has been discussed further in
Chapter 4.Another in vitro liver preparation that can be used without the need for enzymat-
ic digestion is the liver slice (Figure 12.1). One of the main features of slices is that the origi-
nal architecture of the organ is retained in the slice.Therefore, in liver slices, the different cell
types of the (human) liver; i.e. hepatocytes, Kupffer-, endothelial and stellate cells are still
present in contact with their original matrix environment, which enables the function of all
cell types present and their normal intercellular communication to be studied. In addition,
studies on cell selective distribution of carriers and drug–carrier conjugates can be per-
formed in liver slices, which is of major importance in drug targeting research.The slice tech-
nique itself can also be used on other solid organs such as kidney, lung, intestine and even
brain; the use of slices from these organs will be described in the concluding section of this
chapter, whilst the greater part of the chapter will describe the use of liver slices in drug tar-
geting research.

12.2 Preparation of Liver Slices

Liver slices were initially prepared manually using razor blades or mechanical instruments
such as the Stadie Riggs tissue slicer [4]. The reproducibility of the thickness of the slices at
that time was largely dependent on the skills of the operator. Of note is the fact that the min-
imal slice thickness that could be produced was about 0.5 mm. This dimension appeared to
limit the penetration of nutrients and oxygen into the inner cell layers: central necrosis in the
slice occurred during incubation [35].

The introduction of the Krumdieck slicer enabled a more optimal and reproducible prepa-
ration of liver slices (Figure 12.1).With this technique the thickness of the slices is adjustable
to a value as low as 100 µm.The slicing procedure itself is performed in a buffer assuring min-
imal trauma of the tissue. In addition, the Krumdieck slicer provides a rapid and automated
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production of slices with reproducible thickness. Recently, the so-called ‘Brendel slicer’ was
introduced, which has largely the same characteristics as the Krumdieck slicer, but offers the
advantage of more constant oxygenation. However, with this technique the slices have to be
prepared manually [36]. Liver slices from both tissue slicers have been evaluated. No signifi-
cant differences were observed in levels of protein, potassium, total glutathione (i.e. GSH
and GSSG), reduced glutathione (GSH) and cytochrome P450 and activities of 7-ethoxyre-
sorufin O-deethylase and 7-benzoxyresorufin O-debenzylase in freshly cut rat liver slices
produced by either of the two tissue slicers [37].

To prepare liver slices with the Krumdieck slicer, cylindrical cores of tissue are first isolat-
ed from the liver specimens (Figure 12.1). These tissue cores are prepared preferably by ad-
vancing a sharp rotating metal tube into the liver tissue using a drilling press, thus assuring
the preparation of accurately cylindrical cores. If a biopsy punch is used to prepare the cores,
it is difficult to obtain a uniform cylindrical shape.

The cores are subsequently placed in the slicer, and the slicing procedure is performed by
advancing the core over an oscillating knife in a controlled environment (Figure 12.1). Cold
(4°C) Krebs–Henseleit buffer (pH = 7.4, saturated with 95% O2 and 5% CO2) supplement-
ed with 25 mM glucose is commonly used in preparing the slices [35,38–40], but Williams’
medium E [41], Earle’s balanced salt solutions [37], Sacks preservation medium [42] and V-7
preservation buffer [43,44] are also used.

All these buffers have a glucose concentration of 25 mM, which seems to be essential for
the viability of the slices.

The optimal thickness for liver slices, in order to retain their viability during culture, is ap-
proximately 175–250 µm. Price et al. [45] reported that the optimal thickness of liver slices for
drug metabolism studies should be 175 µm. In slices thicker than 250 µm the inner cell layers
suffer from a lack of oxygen and substrates, and in slices thinner than 175 µm the ratio of
damaged cells in the outer cell layers to the living cell mass becomes unfavourable
[36,43,44,46–48]. For cryopreservation slightly thicker slices were reported to give better re-
sults [40], although recent developments show that slices of approximately 200–250 µm can
also be successfully used for cryopreservation (unpublished observation).

12.3 Incubation and Culture of Liver Slices

12.3.1 Incubation Systems

Previously, liver slices were incubated in static organ cultures [1]. Hart et al. [49] cultured rat
liver slices for 24 h spread out on wet filter paper, floating on top of the incubation medium.
Several slice-containing vessels were placed in a box with saturated 95% O2 and 5% CO2 at
37°C. However, the slices employed were rather thick (approximately 0.3 mm) and only the
upper cell layers (0.2 mm) in the slice contained viable cells. Together with the introduction
of the Krumdieck slicer [5,46], a new incubation technique for slices, the dynamic organ cul-
ture system (DOC), was introduced [35]. The main characteristic of this system is the inter-
mittent exposure of the slice to incubation medium and the gas phase. The DOC is in fact a
modified version of the Trowell incubation system [1].
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Meanwhile many incubation systems have been developed, mostly based on either DOC
or culturing the slices in multi-well incubation systems [38,40–43,50–52] and all have been
used in pharmacological and toxicological research [36]. The most remarkable phenomenon
emerging from these studies is the observation that the liver slices can be cultured for up to
72 h with the maintenance of their biotransformation activities [43]. In contrast, the use of
primary suspensions of hepatocytes for metabolic and transport studies is restricted to a few
hours [25]. Culturing of the hepatocytes allows experiments to last for a longer period of time
(up to approximately 5–7 days). The hepatocytes form monolayers and develop bile canalic-
ular-like spaces in between the cells [20]. However, specific liver functions such as albumin
secretion, transport activity and cytochrome P450 activity decrease considerably during in-
cubation [53,54]. After 24 h of culturing, drug metabolism activity will already have de-
creased by about 50%. This is very likely due to de-differentiation on the level of gene tran-
scription [55]. In recent years much effort has been put into the improvement of the culture
conditions of hepatocytes by adding extracellular matrix components or by co-culturing with
other cell types in order to maintain their differentiation status [54,56–63].Although survival
and functioning of these cells has been greatly improved, complete maintenance of differen-
tiated isoenzymes patterns has not been achieved yet. In fact, the liver slices can be seen as
the most natural co-culture system within the original matrix.

12.3.2 Evaluation of Incubation Systems

There are only a few studies published in which the various incubation systems for liver slices
were evaluated. Smith et al. [35] showed that slices in dynamic organ culture maintain their
viability, as measured by ATP and potassium concentration, up to 20 h. Connors et al. [64]
used a 24-well incubation system, in which the medium was stirred with a magnetic stirrer. In
this incubation system rat liver slices were cultured for 8 h and human liver slices for 9 h dur-
ing which time a high potassium concentration was maintained in the slices. Connors et al.
[65] reported that the 24-well incubation system and the dynamic organ culture gave similar
metabolite patterns after 24 h of incubation with a somatostatin analogue. Vickers et al. [66]
also used the 24-well incubation system for 24 h, but no viability parameters were described.
Dogterom et al. [51] showed that in a 12-well culture plate, which is put on a gyratory shaker,
rat liver slices maintain their viability up to 11 h as determined by potassium concentration
and ATP content. However, an impairment of the rat liver slices in a 24-well incubation sys-
tem on the gyratory shaker was seen after 11 h. This was explained by the insufficient agita-
tion of the medium in the 24-well incubation system. Leeman et al. [41] described a modifi-
cation of the dynamic organ culture: a netwell insert (200-µm polyester mesh carrier) placed
in the wells of a six-well culture plate on a rocker platform. In this system, as with the DOC,
the slices are intermittently exposed to the gas phase, which in this system is 40% O2/5%
CO2/55% N2 and to the medium. Using this incubation system, the 3[4,5-dimethyl-thiazole-
2-yl]-2,5-diphenyltetrazolium bromide (MTT) reduction, a test for the cellular reduction ca-
pacity both in mitochondria and extramitochondrially involving NADH and NADPH [67],
was maintained in the slices for up to 72 h [41]. Simple incubation of slices in a 25-ml Erlen-
meyer flask in a shaking water bath was reported by de Kanter et al. to be successful over a
24-h period [40].
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Figure 12.2. The five incubation systems for liver slices, divided into two groups: incubation systems
continuously submerged in culture medium and dynamic organ culture-related incubation systems,
where the liver slices are intermittently exposed to the medium and to the air.



Based on these various findings under a variety of conditions a thorough comparison of
five incubation systems (Figure 12.2) was made by us in a collaborative study of four labora-
tories [52]. The five systems that were evaluated included: the shaken flask (a 25-ml Erlen-
meyer flask in a shaking water bath [40]), the stirred well (24-well culture plate equipped
with stainless steel grids and magnetic stirrers [38,64]), the rocker platform (a DOC system
using six-well culture plates with Netwell inserts, rocked on a platform [41]), the roller system
(dynamic organ culture rolled on an insert in a glass vial [35]) and the six-well shaker (six-
well culture plates in a shaking water bath). In the rocker platform 40% O2/5% CO2/55% N2

was used whereas in the other four systems 95% O2/5% CO2 was used to oxygenate the tis-
sue.The liver slices were incubated in these incubation systems for 0.5, 1.5 and 24.5 h and sub-
sequently subjected to viability and metabolic function tests. The viability of the incubated
liver slices was evaluated by potassium content, MTT assay, energy charge, histomorphology
and lactate dehydrogenase (LDH) leakage.Their metabolic functions were studied by deter-
mination of the metabolism of lidocaine (Figure 12.3), testosterone and antipyrine. Up to
1.5 h of incubation, all five incubation systems gave similar results with respect to viability
and metabolic function of the slices. However, after 24 h, the shaken flask, the rocker plat-
form and the six-well shaker incubation systems, appeared to be superior to the stirred well
and the roller incubator. It is notable that the cytochrome P450-dependent metabolism of
testosterone and lidocaine was retained at the same levels as found after 0.5 and 1.5 h of in-
cubation in the shaken flask, rocker platform and six-well incubation systems. This suggests
that the de-differentiation seen after 24 h in pure hepatocyte culture does not occur in slices
for at least 24 h.
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Brendel’s group compared two incubation systems, the roller system (dynamic organ cul-
ture (Figure 12.2)) and the 12-well plate culture (the plates were put on a gyratory shaker),
with respect to their ability to maintain the functionality of rat liver slices over 72 h of cul-
turing. The slices were evaluated with respect to ATP concentration, potassium retention,
MTT reduction and protein synthesis, in addition to alanine transaminase (ALT) and LDH
leakage. Metabolic function was investigated by oxidative O-deethylation of 7-ethoxycoumarin
(7-EC) [43]. It was concluded that dynamic organ culture was superior to multi-well plate
culture [43]. Recently, another comparison has been made between the DOC-system and 12-
well system, showing that the 12-well system was superior to the DOC-system with regard to the
metabolism of xenobiotics following long-term incubations (> 24 h) [68]. However, this study
was performed in 95% air and 5% CO2, which may have influenced the results obtained. A
high oxygen percentage of at least 40% is essential for optimal incubation of liver slices, as
will be described in more detail below. In addition, both sets of experiments were carried out
using different incubation media, which also may have influenced the results obtained.

12.3.3 Incubation Systems for Human Liver Slices

Various incubation systems have also been tested using human liver slices, these include the
24-well plates with magnetic stirrers [38,66,69], the six-well plates in a shaker [52] and the
DOC roller system [70,71], but no direct comparison has been made as yet. Human liver
slices can be cultured for 72 h in DOC and maintain their ability to respond to specific in-
ducers of cytochrome P450 such asmethylclofenapate and Aroclor 1254 [71].

12.3.4 Oxygenation and Culture Media for Liver Slice Incubation

In addition to the incubation system itself, the oxygen and nutrient concentration of the
medium are also important for the viability of liver slices [46,47]. It appeared that a nutrient-
enriched medium containing bicarbonate maintained the slice viability better than a simpler
medium such as Krebs–HEPES buffer [44]. It was shown that K+-retention, protein synthe-
sis and LDH leakage was maintained in rat liver slices for 5 days in a Waymouth’s/bicarbon-
ate medium in a dynamic organ culture system [44]. Oxygenation of the hepatocytes, espe-
cially those in the centre of the slice, has been a major concern. In this respect it is important
to note that oxygen at too high a concentration may be toxic, due to tissue damage by oxygen
radicals, whereas excessively low levels of oxygen may result in ischaemia. Both 95% air/5%
CO2 and 95% O2/5% CO2 are commonly used. In long-term culture up to 5 days [43] the
DOC system or DOC-related incubation systems are recommended, because of the inter-
mittent exposure of the slice to culture medium and to the gas phase. This feature was
claimed to be important for optimal gas exchange. In our experiments however, slices that
were continuously submerged in medium performed equally well or even better than those
in the DOC system or DOC-related system (six-well culture plate on the rocker platform
[72]). It can be calculated that liver slices consume only 0.3–1% of the dissolved O2 per
minute. This implies that, provided that the medium is continuously oxygenated, the avail-
ability of O2 is unlikely to be a limiting factor. In our laboratory we have carried out a study
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to investigate the effect of different oxygen percentages on ATP-levels and the rate of lido-
caine metabolism in liver slices in the six-well incubation system. When rat liver slices were
incubated for up to 24 h with oxygen percentages between 50 and 95%, no differences were
observed in either ATP levels or the rate of lidocaine biotransformation. However, if liver
slices were incubated for up to 24 h with 20% O2 both ATP levels and the rate of lidocaine
biotransformation were significantly decreased. Moreover, this also explains why the lower
oxygen percentage (40%) used in the rocker platform system [72] did not seem to influence
the functionality or viability of rat liver slices [52]. Thus it seems that the agitation of the
medium and a sufficient O2 supply is more influential with regard to the viability of the slices
than their intermittent exposure to the medium and the gas phase.

12.3.5 Pre-incubation of Liver Slices

Another important issue in the incubation of liver slices is the potential benefits of pre-incu-
bation. We showed that at least 1.5 h of incubation is necessary to restore K+ and ATP levels
[52]. It has been suggested that a change of medium after pre-incubation is useful in remov-
ing cell debris created by cells which were damaged during the slicing process. This is of spe-
cial importance when leakage of cell components, such as LDH and ALT, is used as a mark-
er of cell damage in toxicity studies. However, no conclusive evidence regarding the necessi-
ty and duration of pre-incubation has been published as yet.

In conclusion, for short incubations the choice of incubation system is not critical for slice
viability which may be determined by other features, such as the volume of the medium, the
duration of the sampling procedure and the costs. For studies where rapid sampling of the
slices is necessary, for instance in studies on drug uptake, incubation in the shaken six-well
system is recommended. In the 24-well system the agitation of the medium appeared insuffi-
cient, whereas in the DOC systems the uptake rate of the drug may be influenced by the lim-
ited supply of substrate from the medium during exposure to the gas phase. For longer term
incubations, the choice of incubation system and medium seems to be more critical and fur-
ther basic studies on slice technology need to be carried out to assure optimal long-term cul-
ture of liver slices. Among other conditions, incubation experiments should be undertaken
using different oxygen concentrations and concomitant measurement of oxygen consump-
tion, in order to establish the optimal oxygen concentration. The agitation of the medium
should also be studied in more detail. Care should be taken when extrapolating results ob-
tained with rat liver slices to human liver slices, since considerable species differences with
respect to the influence of incubation systems on slice viability have been reported [43].

Finally, inter-laboratory standardization of incubation systems and culture media would
increase the validity of comparisons made between results from different laboratories.

12.4 Viability and Functionality of Liver Slices

For pharmacological, toxicological and transport studies it is of utmost importance to assess
not only the viability but also the functionality of the liver slices. This is essential both for
end-point determination of toxic cell damage, and to assess the quality of the tissue during in-
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cubation. Several viability tests have been developed for liver slices, in line with those for iso-
lated hepatocytes: K+ retention, ATP content, energy charge, enzyme (LDH, ALT, AST)
leakage, protein synthesis and MTT reduction [36,43,44,51,52,72,73]. Specific liver function
tests include urea synthesis, albumin synthesis, gluconeogenesis, biotransformation of test
substrates (such as testosterone and 7-ethoxycoumarin) and GSH concentration [40,74–77]
Potassium retention is generally used to assess the viability of liver slices [36,43]. However, in
our studies on the comparison of incubation systems and on cold storage of slices, the potas-
sium concentration in the slices was retained while their metabolic capacity had clearly de-
creased [78].This illustrates that in drug metabolism studies the rate of metabolism of a stan-
dard drug should be included as a viability test.

The determination of the energy charge (EC) is of limited value in assessing the viability
of liver slices, because changes in ATP, ADP and AMP have to be quite large before a signif-
icant variation in EC is observed. Fisher et al. [43] proposed the following ranking of sensi-
tivity for tests aimed at the detection of cellular viability: ATP content > K+ retention > pro-
tein synthesis > enzyme leakage > MTT reduction.

Because these different viability tests all reflect different aspects of cell viability, the choice
of test depends on the aim of the study. For toxicity studies where biotransformation is an im-
portant bioactivation or detoxification step, metabolic function tests should be included to
judge the validity of the method, whereas viability tests are needed to assess toxic effects.
Both positive and negative controls should be included in such studies. When human liver is
used, the characterization of metabolic activity is especially important because of the large
inter-individual variability associated with this property [75].

The viability and function tests described above are used to evaluate the hepatocytes with-
in the slice. Up to now, tests to measure the viability of the non-parenchymal cells have not
been reported. The presence of the latter cell types is one of the conceptual advantages of
slices as compared to isolated hepatocytes. As some drug targeting devices are designed to
target non-parenchymal cells in the liver, the development of tests for the sinusoidal cell
types deserves more attention. For example, the uptake of substrates such as succinylated hu-
man serum albumin (Suc-HSA, which is specifically endocytosed by endothelial cells [79]), or
hyaluronic acid [80], can be used to assess the functionality of endocytotic pathways in the
endothelial cells in the liver [81]. Other modified proteins that are specifically taken up by
Kupffer cells such as mannosylated HSA, may be used to assess the functionality of the en-
docytotic pathway in Kupffer cells [79]. Another parameter which can be used to assess the
functionality of these non-parenchymal liver cells, is the excretion of cytokines in response to
pro-inflammatory stimuli. Non-parenchymal cell function in liver slices will be described in
more detail in the Section 12.7.

12.5 In Vitro Transport Studies

12.5.1 Transport in Hepatocytes

In the liver drugs are predominantly taken up by the hepatocytes, e.g. by carrier-mediated up-
take, metabolized in the hepatocyte and excreted either via the bile canaliculus into the bile
or back into the bloodstream, e.g. by carrier-mediated excretion.
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The mechanisms of uptake and excretion of drugs by the liver has been widely studied us-
ing isolated hepatocytes and isolated perfused livers of rodents. The subject was extensively
discussed by Oude Elferink et al. [82], summarized in a comprehensive special issue of the
Journal of Hepatology in 1996 [83] and reviewed in several papers and chapters by our group
[84,85]. In general, the rate and mechanism of drug uptake in isolated rat hepatocytes are
very similar to those found in vivo. Only a few studies have investigated transport of drugs in
human hepatocytes, and even fewer have used liver slices. However, studies in human and rat
hepatocytes are hampered by the fact that the isolation procedures involve collagenase di-
gestion for the disruption of cell-to-cell contacts. Clearly, this proteolytic enzyme may also
damage plasma membranes and transport systems therein.
Jansen et al. [86] published an example of transport of a drug targeting preparation in human
and rat hepatocytes. They found that the anti-viral drug ara-AMP coupled to lactosaminated
human serum albumin, was taken up to the same extent by human and rat hepatocytes. This
is one of the few examples where an equal rate of transport was found in both species. In gen-
eral the uptake of drugs in human hepatocytes is slower than that in rat hepatocytes. In vit-
ro–in vivo scaling calculations [87,88] showed that these differences in the uptake rate of
drugs between rat and human cells, actually reflect inter-species differences rather than be-
ing due to differences in viability. Moreover, the differences described in rate and mechanism
of drug transport in rat and man emphasize again that extrapolation to man of pharmacoki-
netic data obtained in rat, is hazardous. Most of the current knowledge on drug transport car-
riers is derived from experiments with rats. Therefore, more studies need to be carried out in
human liver preparations to further elucidate the mechanisms of drug transport in the hu-
man liver and hence the relevance of animal data.

These results also indicate that human hepatocytes are an appropriate model in which to
study inter-species differences and the mechanisms of hepatic transport in man.

In contrast to isolated hepatocytes, liver slices retain the cellular architecture of the liver
without prior digestion with collagenase. This makes a systematic comparison of the data re-
lating to transport of free drugs as well as drug targeting moieties from isolated hepatocytes
and liver slices, an attractive model for studying the potential and limitations of the liver slice
model in this area of research.

12.5.2 Transport in Liver Slices

Mechanisms of drug uptake in liver slices were studied in vitro as early as in 1963 by
Schanker and Solomon [89]. The results obtained in these experiments are still valuable and
show that the influence of temperature, anoxia, metabolic inhibitors and substrate inhibition
can be successfully studied in this preparation. However, as mentioned before, at that time
the preparation of reproducible precision-cut slices was not feasible. Therefore, the slice in-
cubation technique was virtually abandoned in transport studies after the introduction of the
successful isolation of rat hepatocytes.

In order to investigate the possibilities and limitations of the use of precision-cut liver
slices prepared with a mechanical slicer in drug transport studies, different aspects of the
mechanism of uptake of several classes of drugs in human and rat liver slices were investi-
gated in our laboratory. Four model compounds which enter hepatocytes via entirely differ-
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ent membrane transport mechanisms were investigated: the fluorescent dyes rhodamine B
and lucigenin, the cardiac glycoside digoxin and the neo-glycoprotein lactosylated albumin.
Receptor-mediated endocytosis into endothelial cells was studied with succinylated and
aconylated albumin. The rate of penetration into the rat liver slice was studied with the
lipophilic cationic compound rhodamine B (RB) and the hydrophilic organic cation luci-
genin (LU). RB, which enters hepatocytes by passive diffusion was homogeneously distrib-
uted throughout the rat liver slice (250 µm thickness) within 5 min [81] (Figure 12.4). These
results indicate that for very lipophilic components both the penetration rate into the slice
and the diffusion rate into all the cells are rapid processes. In contrast, after incubation with
LU, which is taken up by hepatocytes through adsorptive endocytosis, fluorescence in the in-
ner cell layers could only be detected after 15 min. If the rates of uptake of drugs in liver
slices are to be compared with parameters obtained in vivo, some difficulties may arise. The
uptake rate of compounds into the slice may not only reflect the uptake rate of the cells in-
volved, but may also be influenced by the rate of penetration of the substrates (i.e. diffusion
through sinusoidal spaces) into the slice. From our results with the lipophilic agent rho-
damine B it is clear that the penetration process into the slice takes at least 5 min.Therefore,
for substrates that are taken up into hepatocytes relatively fast, penetration into the slice may
limit the uptake of the drug by the inner cell layers in the slice.

Digoxin uptake into rat liver slices showed a temperature-dependent component, compat-
ible with the involvement of carrier-mediated uptake mechanisms. Quinine markedly inhib-
ited the uptake of digoxin, in contrast to its diastereomer quinidine, which only slightly in-
hibited the digoxin uptake in rat liver slices. This stereoselective inhibition is in line with re-
sults obtained in isolated rat hepatocytes and isolated perfused rat livers [90,91]. These re-
sults were also found after cryopreservation of the slices, indicating that carrier-specific phe-
nomena can be studied after cryopreservation [92].

From these results it can be concluded that liver slices are a powerful tool for studying the
mechanisms and specificity of carrier-mediated uptake of drugs and drug interactions which
occur at the transport level.
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Figure 12.4. Rhodamine
B (25 µM) distribution in
the cross-section of a rat
liver slice (± 250 µM) after
5 min incubation. Fluo-
rescence microscopy,
bar = 100 µM.



Many drugs that are taken up and metabolized by hepatocytes are excreted via the bile
canaliculi into the bile. One of the remaining topics in liver slice research is the question of
whether liver slices are capable of bile excretion via the bile canaliculus. Thompson et al.[93]
showed that slices are capable of excreting bile acids, however, there is a need for more ex-
periments to determine whether this excretion takes place across the bile canalicular mem-
brane.

12.6 The Use of Liver Slices in Drug Targeting Research

12.6.1 Distribution and Transport of Drug Targeting Devices

In our Institute, drug targeting devices are predominantly developed for the treatment off in-
flammatory diseases of the liver, such as fibrosis and cirrhosis. In order to increase the thera-
peutic efficacy of drugs, human serum albumin is used as a protein backbone; modifying this
protein by the attachment of different sugar groups or peptide molecules targets these mod-
ified proteins to specific cell types in the liver as described in more detail in Chapter 4. Anti-
inflammatory agents are subsequently coupled to the protein backbone to serve as effector
moieties.

Further studies are needed to determine whether these liver-directed drug targeting
preparations are actually delivered to the specific liver cells. In addition, experiments should
be carried out to ascertain whether the drug coupled to a drug targeting device is released in
the target cell in the liver, and to ensure that the drug is still active in these cells. Up until now
the distribution of these modified proteins has been tested in vivo mainly in rats, and in vitro
in the perfused rat liver or isolated liver cells (both parenchymal and non-parenchymal
cells). Almost no studies have been performed in the target species, man. As the main aim of
drug targeting research is the development of preparations for clinical use, we investigated
whether precision-cut liver slices could be used to study the uptake of these modified pro-
teins into target cells of the human liver.

The temperature-dependent uptake and immunohistochemical localisation of modified
proteins, Lactose27-Human Serum Albumin (Lact27-HSA), Succinylated-Human Serum Al-
bumin (Suc-HSA) and Aconylated Human Serum Albumin (Aco-HSA), in rat and human
liver slices showed that large molecules can enter the slice and are probably taken up by re-
ceptor-mediated endocytosis (Figure 12.5). These large modified proteins were found dis-
tributed all over the liver slice, as was determined by immuno-histochemistry [81] (Fig-
ure 12.6). Recently, Beljaars et al. [94] showed that mannose-6-phosphate21-Bovine Serum
Albumin (M6P21-BSA) is taken up by the non-parenchymal cells of human liver using slices
from cirrhotic human livers. The non-parenchymal cells were identified as hepatic stellate
cells (HSC) or endothelial cells. The involvement of hepatocytes, Kupffer cells, and bile duct
epithelial cells was excluded. Until now, there has been little information concerning the
presence of the mannose-6-phosphate receptor in human adult livers. The accumulation of
M6P-modified albumin in human cirrhotic livers demonstrates, however, that M6P receptors
are present in the human liver and that M6P-modified albumin may be useful as a drug car-
rier for the targeting of anti-fibrotic drugs in patients. In another study by Beljaars et al. [95],
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the internalization of modified human serum albumin (HSA) with 10 cyclic peptide moieties
recognizing the collagen type VI receptor (C*GRGDSPC*, in which C* denotes the cycliz-
ing cysteine residues) yielding pCVI-HSA, was studied in normal and cirrhotic rat liver slices.
125I-pCVI-HSA was used to detect internalization in the liver slices. In contrast to 125I-HSA,
an increase in the degradation products of 125I-pCVI-HSA was found over time, during the
incubation of liver slices. These data show that pCVI-HSA is taken up and degraded in the
cells of the liver slice. By immunohistochemistry it was shown that pCVI-HSA was specifi-
cally bound to rat HSC, in particular to the activated cells.

These distribution studies show that liver slices can be used to assess the level of uptake of
a drug into the target cells in both healthy and diseased human liver. Isolation of non-
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* Figure 12.5. Uptake of 125I-Suc-HSA in liver
slices from humans and rats at 37°(❍) and 4°C
(•). The accumulation factor is defined as the
concentration of the compound in the slices
divided by the concentration in the medium.
Each point is the mean of 5-6 separate
experiments ± SEM. n = number of livers.
*p < 0.05 versus 4°C. The dotted line represents
the accumulation factor if 125I-Suc-HSA is
exclusively distributed within the sinusoids.
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parenchymal cells from diseased livers is experimentally very difficult, therefore the liver
slice technique offers a unique opportunity to study drug targeting preparations in diseased
liver.

12.7 Efficacy Testing of the Drug Targeting Device in the Liver

It is of paramount importance to ensure that the drug targeting device with the drug attached
or incorporated, is not only taken up by the target cells in the liver, but is also released from
the device and remains active within the target cell. In the case of the development of drug
targeting strategies for inflammatory liver diseases, an in vitro system was needed that could
be used to test the anti-inflammatory effect of the drug-targeting preparations in the human
liver.

To set up and validate the in vitro systems we initiated a study with rat liver slices. Stimu-
lation by lipopolysaccharide (LPS) in liver slices was used to evoke a pro-inflammatory re-
sponse in the liver. Lipopolysaccharide (LPS), a component of Gram-negative bacterial cell
walls (also called endotoxin), has been associated with tissue injury and sepsis. In the liver
LPS activates the resident macrophages, the Kupffer cells, which results in cytokine release
[96]. Furthermore, LPS is cleared by the liver, mainly by Kupffer cells [97]. One of the major
features of endotoxic shock is the induction of nitric oxide synthase in the liver [98]. In-
ducible nitric oxide synthase (iNOS), the expression of which is induced by LPS and cy-
tokines, produces nitric oxide (NO) in large quantities [99].

The induction of iNOS by LPS, as observed in the hepatocytes in vivo [99], cannot be
achieved in pure cultures of isolated hepatocytes. In fact, the induction of hepatocyte-associ-
ated iNOS is found in pure cultures only after incubation with a mix of LPS and cytokines
[100]. Induction of iNOS by LPS alone can be accomplished in co-cultures of hepatocytes
and Kupffer cells with LPS [98]. These data indicate that induction of iNOS by LPS is medi-
ated by cytokines released by the Kupffer cells in the liver and is thus a result of intercellular

Figure 12.6. Fluorescein-
labelled aconylated human
serum albumin distribu-
tion in the cross-section of
a rat liver slice (± 250 µM)
after 120 min incubation.
Bar = 100 µM.



communications. However, the establishment of such co-cultures is technically complex
while the cellular organization as present in the intact liver cannot as yet be achieved in cul-
ture. Therefore, to study the effects of LPS stimulation and the subsequent pharmacological
intervention by targeted anti-inflammatory drugs in the whole liver in vitro, a system analo-
gous to liver slices in which all cell types are present as in the original liver, would be the 
ideal.

Until recently only a few studies have focused on the activity or the viability of cell types
other than hepatocytes within the liver slice [101,102]. Therefore, we attempted to establish
whether non-parenchymal cells are still viable in the rat liver slice and whether they 
respond to LPS stimulation. Cytokine levels (tumour necrosis factor α (TNFα), interleukin
1β (IL-1β) and interleukin-10 (IL-10)) were measured in the incubation medium as a 
marker of non-parenchymal cell function. We found that in liver slices stimulated by LPS,
IL-1β, TNFα and IL-10 are formed. In addition, the study was designed to elucidate the in-
teraction between non-parenchymal and parenchymal cells in the liver after LPS induction.
After LPS activation of rat liver slices iNOS was upregulated in the hepatocytes as deter-
mined by immunohistochemistry (Figure 12.7). This resulted in the production of NO, as
measured by nitrate and nitrite (NOx) in the incubation medium (Figure 12.8). In addition 
to studying the pro-inflammatory response on a protein level, enzyme induction was studied
at the transcription level. By RT-PCR, changes in specific mRNA were studied during 
the LPS-induced pro-inflammatory response. In rat liver slices the mRNA of iNOS was 
already upregulated only 2–3 h after induction with LPS, whereas the enzyme iNOS was
found after 5 h.

Anti-inflammatory drugs such as pentoxyfilline and dexamethasone inhibited the release
of cytokines and thereby the induction of iNOS and the release of NO in the LPS-stimulated
liver slices.

Melgert et al. [103] used this in vitro system to determine whether the drug targeting
preparation containing the anti-inflammatory drug dexamethasone coupled to HSA, was still
able to manifest its anti-inflammatory properties in liver slices. Dexamethasone10–HSA and
uncoupled dexamethasone showed effective inhibition of LPS-induced NO and TNFα pro-
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Figure 12.7. Cross-section of rat liver stained for iNOS. Left panel: control incubation after 24 h. Right
panel: after 24 h incubation with 100 µg ml–1 LPS.



duction (Figure 12.9) in the liver slice model. These results show that the conjugate dexa-
methasone10–HSA is taken up intracellularly and that active dexamethasone is released.

Studies similar to those described above are now being carried out in human liver slices.
LPS induction in human liver slices also increased TNFα production to the same extent as
was found in rat liver slices [104] (Figure 12.10). Human liver slices also produced IL-6, IL-8
and IL-1β, although the latter to a lesser extent than that observed in the liver slices of rat ori-
gin. However, human liver slices produced less NO after LPS stimulation than those of the
rat. More experiments will be undertaken to elucidate this species difference.

Taken together these results indicate that non-parenchymal cells are still active in the slice
preparations and that intercellular communication is still intact. Furthermore, pharmacolog-
ical intervention by anti-inflammatory drugs can be successfully studied in liver slices. To-
gether with the results obtained in regard to drug transport, liver slices seem to be a very
promising in vitro system for studying intercellular distribution, cellular processing and ef-
fectiveness of anti-inflammatory drugs coupled to a targeting device.
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Figure 12.8. NO production in rat liver slices after incubation in the absence or presence of 100 µg ml–1

LPS for different time periods. The NO production is measured as nitrate/nitrite (NOx) concentrations
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stimulation by LPS.
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Figure 12.9. (a) TNFα production by rat liver slices (n = 9) after stimulation with 100 µg ml–1 LPS for
24 h in either the presence or absence of dexamethasone (D). Vehicle consists of PBS. *p < 0.05 versus
vehicle + LPS. (b) TNFα production by rat liver slices (n = 9) after LPS stimulation for 24 h with or
without Dexa10-HSA (DH). Vehicle contains PBS and an equimolar amount of HSA. *p < 0.05 versus
vehicle + LPS.



12.8 Tissue Slices from Other Organs

Precision-cut tissue slices have also been prepared from other organs apart from the liver.
Kidney slices are prepared by the same method as liver slices [73]. Kidney slices from differ-
ent species, including man are used in the study of the toxicology and metabolism of drugs
[65,66,73,105–108], organic anion and cation transport [109,110], release of prostaglandin and
noradrenalin [36,111], and also in the study of organ preservation [70,112]. Since region-se-
lective slices (cortex or medulla slices) can be prepared from the kidney, toxicity and metab-
olism in different regions of the kidney can therefore be studied [36,108,113]. Lungs cannot
be sliced directly but need to be filled with 1.5% (w/v) low melting agarose solution contain-
ing 0.9% (w/v) NaCl at 37°C and allowed to gel on ice [73]. Lung slices have been used for
drug transport and toxicity studies [114–118]. Up until now slices from other organs have not
been used in the (transport) study of drug targeting devices, but like liver slices, these in vit-
ro preparations have the potential and advantages to be useful in the study of transport, cel-
lular processing and efficacy of drug targeting devices. In addition, slices of tumours could be
used to study drug targeting in cancer research.

12.9 Summary and Future Possibilities

Drug targeting preparations are designed to be used in man, however most research with
these preparations is carried out in animals. Due to known species differences, the study of
these preparations in man in an early stage of development is therefore of paramount im-
portance. In vitro studies exploiting human tissue can be used to ensure that these drug tar-
geting devices reach the desired target cells and once there, are effective. When cells in the
liver are the main target, in vitro research should be undertaken using preparations of both
healthy and diseased human liver. As was discussed earlier in this chapter, liver slices seem
like the ideal in vitro preparation for this purpose.The original architecture of the liver is still
intact in the slice, which enables normal intercellular communication and cell-selective dis-
tribution of drugs. Slices can also be used to study drug interactions and the mechanisms and
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specificity of carrier-mediated uptake of drugs. In addition, the distribution of the drug into
different cell types in the tissue can easily be studied in preparations of organ slices, as can
the efficacy of the drug which is coupled to the targeting device. Furthermore, metabolism
and toxicity of the drug targeting device or the released drug can be determined in the hu-
man liver. And finally, an important aspect of this type of in vitro research in man is, that it
will ultimately lead to a reduction in the use of animal experiments.

In future, drug targeting devices aimed at other human organs may also be studied using
precision-cut tissue slices.The latest data/literature on precision-cut tissue slices can be found
at http://www.farm.rug.nl/slice/open.html.
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13 Pharmacokinetic/Pharmacodynamic
Modelling in Drug Targeting

Johannes H. Proost

13.1 Introduction

13.1.1 Drug Targeting and Effectiveness: The Role of Pharmacokinetics

The key issue in drug targeting is the improvement of the effectiveness of the intended drug
therapy in comparison to conventional drug administration. In the present context, effec-
tiveness is defined as the net benefit of drug administration, that is, the balance of the thera-
peutic drug effect and any harmful effect, including minor and major side-effects and toxici-
ty. For the sake of simplicity, any harmful effect of the drug will be referred to as toxicity
throughout this chapter. Also, effectiveness may be defined in terms of the increased appar-
ent potency and/or therapeutic effect of the administered drug. A drug targeting system pro-
duces a larger and/or more prolonged pharmacologic effect than an equimolar dose of the
free drug, and a lower single dose and/or dosing rate is needed to reach the same effect.

To demonstrate an improvement in effectiveness, relevant and reliable measures of the ef-
fect of drug administration should be available. Generally speaking, the best measure of the
effectiveness of drug therapy should be a measure of the ultimate goal: the benefit to the pa-
tient. Although this approach is conceptually sound and logical, in practice the leap between
the experimental development of drug targeting preparations and the ultimate benefit to the
patient is extremely large. First, the experiments in the early development phase of a drug are
usually carried out in small laboratory animals. Second, the pathogenesis in these animals is,
in general, different from that in the patient for whom the therapy is intended. Third, the
measures of effectiveness and toxicity may differ between laboratory animals and man. In
laboratory animals the range of potential parameters or end-points is practically not limited,
since the complete animal can be analysed after sacrifice. On the other hand, the eventual
goal of the therapy, efficacy in the patient, cannot be readily assessed in objective terms.

Despite limitations, the measurement of the effectiveness of drug therapy in laboratory
animals, for example, by the reduction in size of a solid tumour or decreased levels of surro-
gate tumour markers, is indispensable for the development of drug targeting preparations.
However, during rational drug development it is not sufficient to ascertain that one drug
preparation is more effective than another, it is important to find out the reasons why this is
the case.This will enable the introduction of further improvements in the process of optimiz-
ing the design of the drug preparation. In the understanding of the effectiveness of drug ther-
apy, pharmacokinetics (relating drug administration to drug concentration at the site of ac-
tion) and pharmacodynamics (relating drug concentration to drug effect) are essential ele-
ments [1,2]. It should be stressed that PK and PK/PD modelling (Section 13.2) are essential
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tools in the evaluation of the effectiveness of any dosing strategy, including drug targeting. In
some cases, it is sufficient to measure the drug concentration in the target tissue, if the rela-
tionship between concentration and drug effect is relatively simple (Section 13.2.5). In other
case, however, the complex relationship between concentration and effect, for example due
to dependence on time, dose, rate of drug administration, drug concentration, or rate of drug
concentration change, requires the application of PK/PD modelling [3]. A detailed review of
the pharmacodynamic aspects of drug delivery has been published recently [4].

A second, and equally important, application of pharmacokinetics in the field of drug tar-
geting is the evaluation of the potentials and limitations in the drug targeting approach in re-
lation to the properties of the drug and the drug–carrier conjugate. The theoretical frame-
work designed by Stella and Himmelstein [5], and explored further by Hunt et al. [6], Boddy
et al. [7], and others, is a useful tool to investigate the desirable properties of the drug and the
drug–carrier conjugate, including the selection of therapeutic agents to be targeted by the
chosen drug carrier.

Finally, pharmacokinetic and pharmacokinetic/pharmacodynamic modelling can be used
for the purpose of prediction of the concentration–time profile of the drug and drug–carrier
conjugate after repeated administration from single dose data, as well as for the prediction of
the dose needed to maintain the concentration at the target site within a therapeutic window.

13.1.2 Pro-drugs and Drug–Carrier Conjugates

From the point of view of pharmacokinetics, there is no principal difference between pro-
drugs and drug–carrier conjugates [5,6,8]. In both cases the active drug is administered as a
part of a molecule that has pharmacokinetic and pharmacodynamic properties that are usu-
ally largely different from that of the active moiety (‘drug’). The kinetics of pro-drugs which
are converted in the body to the active form by conjugation (for example, the formation of
the phosphorylated active forms of nucleoside analogues) can be modelled using the same
approach. In general, however, the pharmacokinetic properties of pro-drugs and drug–carri-
er conjugates are quite different due to their different physicochemical properties, for exam-
ple, with respect to their molecular weights, hydrophilic/hydrophobic character or exposed
functional groups, among other structural features. The pharmacokinetic properties of pro-
drugs and drug–carrier conjugates can be further optimized during the development phase of
a product, the objective of which is to improve the pharmacokinetic properties by conjuga-
tion of the compounds to targeting devices which have a wide variety of physicochemical
properties, without affecting the intrinsic potency of the coupled agent. In contrast, the phar-
macokinetic properties of the active drug itself cannot usually be modified without affecting
its pharmacologic profile. However, there are examples in which novel compounds were de-
signed with improved pharmacokinetic properties without loss of potency or changes in the
spectrum of activity.

Drug targeting technology may increase the drug concentration at the target site, may de-
crease the drug concentration at the sites where toxicity may occur, may prolong the reten-
tion time at the target site, and thus may improve the efficacy of drug administration.

For the sake of simplicity, in this chapter it is assumed that both the drug–carrier conjugate
and the drug carrier itself, or the pro-drug, do not exert any pharmacologic or toxicologic ef-
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fect, and that any therapeutic or toxic effect is due to the released or activated drug.This does
not take into account the possibility of using intrinsically active carriers, which not only de-
liver the coupled drug to the appropriate site, but also contribute to the overall therapeutic
effect, an approach known as ‘dual targeting’ [9].

13.1.3 Scope of this Chapter

The aim of this chapter is to provide an overview of the application of PK and PK/PD mod-
elling and analysis to the field of drug targeting research. For those readers not familiar with
the general principles of pharmacokinetics and pharmacodynamics, modelling, simulation,
and data analysis, these topics are described in some detail in Section 13.2. These methods
can be used for advanced PK and PK/PD modelling and analysis, as well as for conventional
analysis of plasma concentration–time profiles of drugs, drug carriers, and drug–carrier con-
jugates. Conventional pharmacokinetic approaches, including descriptive methods for the
evaluation of the concentration or concentration ratio profiles in different tissues, are not
dealt with in this chapter.

The particular models used in drug targeting research are dealt with in Section 13.3, and
quantitative measures of the effectiveness of drug targeting are described in Section 13.4, fol-
lowed by a discussion relating to their application in Section 13.5.

Drug targeting by direct regional drug administration, controlled drug release, and phar-
macokinetic modelling and analysis of in vitro experimental data, are outside the scope of
this chapter. For the sake of completeness, some references to relevant papers in these areas
are given in Section 13.6. After a short section (13.7) on software for pharmacokinetic mod-
elling and data analysis, the perspectives of the application of PK and PK/PD modelling are
discussed (Section 13.8).

13.2 Pharmacokinetics and Pharmacodynamics, Modelling,
Simulation, and Data Analysis

13.2.1 Pharmacokinetics

13.2.1.1 Pharmacokinetic Processes

‘Pharmacokinetics’ (PK) can be defined as the study of the mechanisms and kinetics of drug
disposition in the body (acronym ‘LADME’), and includes the following:

• Liberation of drug from the dosage form. For example, the dissolution of drug from a
tablet;

• Absorption, the transport from the site of administration to the general circulation. For ex-
ample the transport of a drug from the gastrointestinal lumen, via the portal vein and the
liver to the central venous blood pool;
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• Distribution of the drug throughout the body, characterized by the volume of distribution
(V) which is defined as the amount of drug in the body divided by the drug concentration
in plasma;

• Metabolism, the biotransformation of the drug into metabolites, which may be inert, ac-
tive, or toxic;

• Excretion of the intact drug, and its metabolites, into urine and faeces.

The term ‘elimination’ is used as a common term for the disappearance of the drug from
the body by either metabolism or excretion. The term ‘clearance’ (CL) is used as a measure
of the collective capacity of the eliminating organs to remove a certain drug, and is defined
as the rate of drug elimination (amount/time) divided by the drug concentration in plasma,
and indicates the volume of plasma that is cleared from the drug per unit of time (dimension
volume/time). The elimination rate constant (k) is defined as the rate of drug elimination
(amount/time) by the amount of drug in the body, and is equal to the clearance divided by
volume of distribution (CL/V). The (elimination) half-life (t1/2) is the time taken for the plas-
ma concentration, as well as for the amount of drug in the body, to fall by 50%, and is ap-
proximately equal to 0.7/k [10].

In the field of drug targeting, the LADME processes refer to both the drug–carrier conju-
gate and the active drug. Liberation would refer to the release of the drug from a drug–carri-
er conjugate or the conversion of a pro-drug to the active moiety.

13.2.1.2 Transport Mechanisms

The transport mechanisms that operate in distribution and elimination processes of drugs,
drug–carrier conjugates and pro-drugs include convective transport (for example, by blood
flow), passive diffusion, facilitated diffusion and active transport by carrier proteins, and, in
the case of macromolecules, endocytosis. The kinetics of the particular transport processes
depend on the mechanism involved. For example, convective transport is governed by fluid
flow and passive diffusion is governed by the concentration gradient, whereas facilitated dif-
fusion, active transport and endocytosis obey saturable Michaelis–Menten kinetics.

13.2.1.3 Perfusion and Permeability

Both distribution of the drug within the body and elimination from the body require two se-
quential steps: the transport of the drug by blood flow to the organ or tissue (perfusion), and
transport from the capillary to the tissue, and then to receptors on or in the cells of the tissue.
The latter processes are governed by the permeability of the barriers between the capillary
lumen and the receptor site, and may imply passive or carrier-mediated membrane passage.
If there are hardly any barriers for the transport to the tissue, that is, if permeability is high,
the supply of drug by the blood flow, that is, the perfusion of the organ or tissue may become
the rate-limiting step of transport. In this case a large fraction of the drug present in blood is
transported to the tissue, so the extraction ratio is high. On the other hand, if the perfusion is
high, and the barriers for the transport within the tissue are considerable, permeability, may
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become the rate-limiting step of transport. In this case a small fraction of the drug present in
blood is transported to the tissue, and the extraction ratio is low. So, depending on the rate-
limiting step, the net transport may be perfusion-limited or permeability-limited. In any case,
the upper limit to the rate of delivery is provided by the product of blood flow and the blood
concentration of the drug.

13.2.1.4 Plasma Protein Binding and Tissue Binding

Many drugs are partly bound to plasma proteins, primarily albumin for acidic drugs and α1-
acid-glycoprotein for basic drugs, and to various macromolecular structures in the tissues
[10].An extensive discussion of the influence of plasma protein binding and tissue binding on
pharmacokinetics is beyond the scope of this chapter. However, it should be noted that the
binding of drugs has a major influence on pharmacokinetic and PK/PD modelling [11]. The
unbound drug concentration is the driving force for transport within the body, including dis-
tribution, metabolism, and excretion, and for interaction with receptors, and thus for the
pharmacologic effect. Unfortunately, the majority of PK and PK/PD models do not take into
account plasma protein binding and tissue binding, and describe only the total drug concen-
tration. It should be noted that this approach may lead to erroneous interpretations of PK
and PK/PD.

13.2.2 Pharmacodynamics

‘Pharmacodynamics’ (PD) can be defined as the study of the mechanisms of drug action, in-
cluding the relationship between drug concentration at the site of action and the drug effect.
In many cases drug action is the result of the interaction of the drug and a receptor. Howev-
er, many PD models (Section 13.2.5) do not take into account the precise mechanism of ac-
tion, and are applicable to both receptor-mediated drug effects and effects initiated by other
mechanisms.

The effectiveness of drug targeting should be evaluated by taking into account not only
pharmacokinetic aspects, but also the pharmacodynamic aspects. The latter include the con-
centration–effect relationship in the target tissue and at the sites where toxicity may occur
[7,12]. The therapeutic effect of the drug and its toxic effect may be different with regard to
their mechanisms, and hence their concentration–effect relationship may also be different,
both qualitatively (different PD models) and quantitatively (different model parameters).

13.2.3 Model and Modelling

The relationship between drug administration and the drug concentration at the site of ac-
tion (PK) and the relationship between drug concentration at the site of action and the drug
effect (PD), may be quantified by mathematical models describing the PK and PD processes
involved in the drug activity profile. Combining PK and PD models allows the quantification
of the relationship between drug administration and drug action (PK/PD models).
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PK models (Section 13.2.4), PD models (Section 13.2.5), and PK/PD models (Section
13.2.6) can be used in two different ways, that is, in simulations (Section 13.2.7) and in data
analysis (Section 13.2.8). Simulations can be performed if the model structure and its under-
lying parameter values are known. In fact, for any arbitrary dose or dosing schedule the drug
concentration profile in each part of the model can be calculated. The quantitative measures
of the effectiveness of drug targeting (Section 13.4) can also be evaluated. If actual measure-
ments have been performed in in-vivo experiments in laboratory animals or man, the rele-
vant model structure and its parameter values can be assessed by analysis of plasma disap-
pearance curves, excretion rate profiles, tissue concentration data, and so forth (Section
13.2.8).

13.2.4 Pharmacokinetic Models

There are many types of PK models, which can be divided in two classes.

13.2.4.1 Compartmental Models

These are relatively simple models describing drug transport between compartments which
are not necessarily specified in a physiological or anatomical context.The quantity of drug in
each compartment is assumed to be evenly distributed throughout the volume of the com-
partment, and the rates of drug elimination and transport to other compartments are as-
sumed to be proportional to the drug concentration in the original compartment. In pharma-
cokinetic literature these compartments are called well-stirred compartments [10,13,14].
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Figure 13.1. Compartmental model based on clearance and volume (Section 13.2.4.1). The drug is
administered at a rate R1 into the central compartment, which is characterized by a volume of
distribution V1. The drug is transported to and from the peripheral compartment with inter-
compartmental clearance CL12 and CL21, respectively (usually it is assumed that there is no net
transport between the two compartments if the concentrations in both compartments are equal; in this
case CL21 = CL12). The peripheral compartment is characterized by a volume of distribution V2.
Elimination may take place from both compartments and is characterized by clearance CL10 and CL20,
respectively.



These models have relatively few parameters, and the parameters have a limited physiologi-
cal or anatomical meaning. For example, a compartmental volume relates the quantity of the
drug to its concentration in a compartment, and does not refer to an anatomically- or physi-
ologically-defined area of the body.

The differential equations defining a compartmental model are derived from logical and
simple principles. As an example, consider a model with two compartments as depicted in
Figure 13.1.The change in the quantity of a drug in a compartment is the net result of the rate
of entry of the drug, that is, the sum of the amount of drug administered to the compartment
(for example, an intravenous infusion) or formed within the compartment (for example, re-
lease from a drug–carrier conjugate) and the rate of transport from other compartments, re-
duced by the rate of exit, that is, the sum of the rates of removal from the compartment by
elimination or by transport to other compartments.

The rate of transport from a certain compartment is governed by the concentration in that
compartment and a proportionality constant, denoted (elimination or distribution) clearance
(dimension: volume time-1) as formulated below.

(13.1)

where V1 is the apparent volume of compartment 1, C1 is the drug concentration in com-
partment 1, R1 is the rate of drug administration or drug release in compartment 1, CL12 is
the distribution clearance from compartment 1 to compartment 2, and CL10 is the elimina-
tion clearance from compartment 1.

Usually, it is assumed that there is no net transport between two compartments if the con-
centrations in both compartments are equal; in this specific case CL21 = CL12.

Similar equations can be written for compartment 2. The same principle can be applied to
any compartmental model, irrespective of its complexity.
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V1 ·
dC1 = R1 + CL21 · C2 – CL12 · C1 – CL10 · C1dt
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Figure 13.2. Compartmental model based on rate constants (Section 13.2.4.1). The drug is administered
at a rate R1 into the central compartment, which is characterized by a volume of distribution V1. The
drug is transported to and from the peripheral compartment with rate constants k12 and k21, respectively.
The peripheral compartment is characterized by a volume of distribution V2 (usually it is assumed that
there is no net transport between the two compartments if the concentrations in both compartments are
equal; in this case k21 · V2 = k12 · V1). Elimination may take place from both compartments and is
characterized by rate constants k10 and k20, respectively.



Usually, the differential equations are written in a different form, by relating the rate of
transport from a compartment to the quantity of the drug in that compartment and a rate
constant (dimension: time-1), as depicted in Figure 13.2. and formulated as follows.

(13.2)

where A1 is the quantity of the drug in compartment 1, k12 and k21 are distribution rate
constants and k10 is the elimination rate constant.

Comparing Eq. 13.1 and 13.2, it follows that a rate constant kxy is equal to CLxy / Vx.
From the assumption that there is no net transport between two compartments if the con-

centrations in both compartments are equal, it follows that 
k21 · V2 = k12 · V1 (= CL21 = CL12).

Eq. 13.1 and 13.2 are mathematically equivalent, and thus may be used arbitrarily without
affecting the modelling results. However, Eq. 13.1 (and Figure 13.1) is preferred since it re-
flects better the mechanistic basis, as drug transport is governed by drug concentration, both
for passive diffusion according to Fick’s Law, and for carrier-mediated transport. In the case
of the latter, the terms referring to the rate of transport from compartment x to compartment
y,

CLxy · Cx (13.3)

should be replaced by their Michaelis–Menten equivalent

(13.4)

where Vmaxxy is the maximum transport rate between compartments x and y, and Kmxy is
the Michaelis–Menten constant of the transport between x and y.

An example of the use of Michaelis–Menten kinetics in a compartmental model is given in
the model of Stella and Himmelstein [5], depicted in Figure 13.3.

13.2.4.2 Physiologically-based Pharmacokinetic (PB-PK) Models

These are relatively complex models describing drug transport between blood and a series of
physiological and/or anatomical entities, for example, organs, tissues, or cells [15–20]. PB-PK
models are characterized by a relative large number of parameters. In many cases, several of
these can be estimated from physiology or anatomy (for example, blood flow and volumes),
others may be obtained from in vitro experiments (for example, partition coefficients be-
tween water and tissue), or by experiments in isolated tissues (for example, binding and me-
tabolism in isolated liver cells or slices; see Chapter 12). In principle, PB-PK models are well
adapted to take into account the extracellular and/or intracellular events in the disposition of
the targeting device.

The number of compartments in a physiologically-based pharmacokinetic model may vary
between two (in drug targeting: a target compartment and a non-target compartment) and 10
or more, depending on the desired degree of differentiation. The more compartments, the
greater the ability of the model to define the true behaviour of the drug. However, the in-
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dA1 = R1 + k21 · A2 – k12 · A1 – k10 · A1dt

Vmaxxy · CxKmxy + Cx



creased number of parameters increases the problem of assigning reliable values to these pa-
rameters, both in simulation (Section 13.2.7) and in data analysis (Section 13.2.8). As a gen-
eral rule, the number of compartments should be chosen carefully, according to the parsimo-
ny principle: start the modelling with the simplest model that can discriminate the processes
of interest. If the chosen model does not provide satisfactory results (in terms of credible pre-
dictions or satisfactory goodness-of-fit), the model can be explored further by adding com-
partments or connections in a step-by-step procedure.

On the other hand, PB-PK models are frequently used in toxicokinetics for a different
purpose, that is, the model should be able to explain the drug distribution over a large num-
ber of tissues as measured from in vivo animal studies, with the eventual goal of data extrap-
olation to man. In this case, the starting point is a model including each organ and tissue from
which measurements are available. If necessary, the number of compartments can be reduced
by combining compartments with similar properties. A detailed description of the process of
explicit (or formal) combining has been given by Nestorov et al. [19] and Weiss [20].

The principles of PB-PK modelling will be explained using the model of Hunt [6], depict-
ed in Figure 13.4, a PB-PK model suited for evaluation of drug targeting strategies (Sections
13.3.2 and 13.4). For this model, the following set of differential equations describing the drug
transport (mass per unit of time) can be written according to mass balance:

(13.5)

(13.6)

(13.7)

(13.8)

where V is the volume of the compartment, C is the drug concentration, Q is the blood (or
plasma, whichever is the reference fluid) flow, K is the tissue/blood partition coefficient, CL
is the (elimination) clearance, and R is the rate of drug input; subscripts C, R, T and E refer
to the central compartment, response (or target) compartment, toxicity compartment, and
elimination compartment, respectively (Note: Hunt et al. [6] did not include the partition co-
efficient K as such, in their equations. Rather, their tissue concentrations refer to a blood or
plasma concentration which is in equilibrium with the tissue concentration, equal to the ratio
C/K; consequently, their tissue volumes refer to apparent volumes, equal to the product K · V).

13.2.4.3 Compartmental Models Versus Physiologically-based Models

Although compartmental models and physiologically-based models may at first, seem quite
different, and are usually treated as two different classes of models, both approaches are ac-
tually similar [17].When appropriately defined, probably any PB-PK model can be written as
a compartmental model and vice versa. This can be seen by comparing the models in Fig-
ures 13.1 and 13.3, and their mathematical descriptions in Eq. 13.1 and 13.5.

13.2 Pharmacokinetics and Pharmacodynamics, Modelling, Simulation, and Data Analysis 341

VC · 
dCC = RC + QR · 

CR + QT · 
CT + QE · 

CE – (QR + QT + QE) · CCdt KR KT KE

VR · 
dCR = RR + QR · CC – QR · 

CR – CLR · CRdt KR

VT · 
dCT = RT + QT · CC – QT · 

CT – CLT · CTdt KT

VE · 
dCE = RE + QE · CC – QE · 

CE – CLE · CEdt KE



The major difference between both approaches is not in the mathematical or pictorial de-
scription, but in the interpretation of the parameters. In compartmental modelling, the start-
ing point is the parameters that do not necessarily have a particular anatomical or physio-
logical meaning. This meaning, however, may become clear after a careful analysis of the
data, including measurements in different organs and tissues. On the other hand, PB-PK
starts with a model with physiologically meaningful parameters. It should be stated that,
when applying a PB-PK model to real data, the identification of the parameters may become
a major problem in the interpretation (see Section 13.2.8.4).

13.2.4.4 Principles of Modelling

In both types of models, the quantity or concentration of the drug in various sites of the body
is described by mathematical equations quantifying drug administration, drug transport and
drug elimination. These mathematical representations are usually in the form of differential
equations, which can be solved numerically. In some simple cases an explicit analytical solu-
tion of the differential equations can be obtained, thus facilitating the calculations. The nu-
merical procedure of solving the differential equations is more generally applicable, but is
complicated by the necessity to find a compromise between accuracy and speed of execution.
However, using modern, user-friendly software and fast-performing hardware, this is much
less of an issue today (see Section 13.7).

13.2.5 Pharmacodynamic Models

Pharmacodynamic (PD) models are used to describe the relationship between drug concen-
tration and drug effect.An overview of various PD models can be found in the literature [21].
The essential elements will be treated in the following sections.

13.2.5.1 Sigmoid Emax Model

For simplicity, a linear relationship between concentration and effect is often assumed, re-
ducing the problem of PK/PD to the pharmacokinetics. However, the concentration–effect
relationship of any drug tends towards a plateau, and a sigmoidal model (sigmoid Emax mod-
el or Hill equation) is more appropriate [21–24]:

(13.9)

where E is the drug effect (arbitrary unit; same unit as E0 and Emax), E0 is the drug effect
in the absence of drug (typically zero, or baseline effect), Emax is the maximum achievable
drug effect, Ce is the drug concentration at the effector site, γ is a dimensionless value, indi-
cating the gradient of the concentration–effect relationship, and EC50 is the drug concentra-
tion at which the drug effect is 50% of the maximum effect Emax.
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In some cases more complex relationships between drug concentration and effect may oc-
cur, for example, when indirect drug effects, threshold concentration, all-or-none effect, time
effects, or development of tolerance have to be taken into account.

13.2.5.2 Growth/Kill Models

For antibiotic and anti-tumour drugs, more complex models should be applied, taking into
account the growth of microorganisms and tumour cells in the absence and presence of the
drug.

The following PD model has been proposed for antibiotic drugs [25,26]:

(13.10)

where N is the number of microorganisms, λ is the microbial growth rate in the absence of
drug, Nmax is the maximum number of microorganisms that can be reached, Emax is the max-
imum achievable killing rate, Ce is the drug concentration at the effector site, γ is a dimen-
sionless value, indicating the gradient of the concentration–effect relationship, and EC50 is
the drug concentration at which the killing rate is 50% of its maximum value Emax. If N0 is the
initial number of microorganisms at time zero, N reflects the number of microorganisms at
time t.

For anti-tumour drugs, Ozawa et al. [27] proposed the following models. For cell cycle
phase non-specific drugs (type I drug), the cytotoxic activity depends on the drug exposure,
as reflected in the area under the intracellular concentration–time profile (AUC), and can be
modelled using the following formula [2,28]:

(13.11)

where N is the number of tumour cells, ks is the cell proliferation rate constant of the tu-
mour cells in the absence of drug, kr is the rate constant of physiological cell degradation, k
is the drug-induced cell killing rate constant, fuT is the unbound fraction (unbound concen-
tration divided by total concentration) within the cells, CT is the drug concentration within
the cells, and Cmin is the minimum concentration required for the cell killing effect [28].
The cytotoxic activity of cell cycle phase specific drugs (type II drugs) is time-dependent, and
is different for cells in the sensitive phase (NS) and in the resistant phase (NR), as described
as follows [2,27,28]:

(13.12)

(13.13)

where k1 and k2 are the drug-induced cell killing rate constants for sensitive and resistant
cells, respectively, and kSR and kRS are the cell-cycle traverse rate constants from S-phase to
R-phase, and from R-phase to S-phase, respectively.
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dN
= { λ · (1 –   

N ) – Emax ·
Ce

γ } · N
dt Nmax Ce

γ + EC50
γ

dN
= {ks – kr – k · fuT · (CT – Cmin)} · N

dt

dNs = 2 kRS · NR – {kSR + kr + k1 · fuT · (CT – Cmin)} · NSdt

dNR = kRS · NS – {kRS + kr + k2 · fuT · (CT – Cmin)} · NRdt



(Note the typing errors in Nakai et al. [28]; in their equations 16 and 19, the second term
kSR should be replaced by kRS; similarly, in equations 17 and 20, the second term kRS should
be replaced by kSR).

13.2.5.3 Empirical PK/PD Relationships

Many empirical relationships between PK and PD have been described in the literature. Sev-
eral of these empirical relationships have been reviewed by Kobayashi et al. [29].

13.2.6 Pharmacokinetic/Pharmacodynamic (PK/PD) Models

PK/PD models are obtained by combining a PK model (Section 13.2.4) and a PD model (Sec-
tion 13.2.5), allowing the quantification of the relationship between drug administration and
drug action.The principles of PK/PD modelling will be dealt with briefly. For a more detailed
treatise, some excellent reviews can be found in the literature [21].

Usually, the target compartment of the PK model is the site where the active drug is re-
leased. If there is a negligible diffusion barrier between the site of drug release and the site
of drug action (effector site), the drug action (Eq. 13.9) is governed by the concentration in
the target compartment. In other cases the site of action may be more remote from the site
of drug release, and the concentration at both sites may be different due to a diffusion barri-
er. In such cases, an extra compartment (effect compartment, effector site) can be added to
the model as a link between the ‘driving’ compartment (here, the site of drug release) and the
drug effect [23,24]:

(13.14)

where Ce is the drug concentration in the effect compartment, C is the concentration in the
driving compartment, and ke0 is the transfer rate constant between the effect compartment
and the driving compartment.

13.2.7 Simulations

If an appropriate model is selected and the model parameters are known, the time course of
the drug concentration in each compartment (PK models) and the drug effect (PK/PD mod-
els) can be calculated for any dosing regimen. In addition, the relevant measures of the ef-
fectiveness of drug targeting can be calculated (see Section 13.4).

Usually, the most appropriate model and values of model parameters are not known, in
which case, the relevant information is obtained from simulations with various models and
parameter values, based on reasonable estimates and on previously obtained experimental
data. Despite their limitations, such simulations can be helpful in drug design and develop-
ment, including the prediction and evaluation of drug targeting strategies. Using PK or
PK/PD models, the effect of drug targeting can be quantified, taking into account not only
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dCe = ke0 · (C – Ce)
dt



the process modified in order to target the drug, but also the kinetics of the carrier–drug con-
jugate and the active drug after liberation. Such a modelling process might precede the ex-
perimentation process, in order to gain insight into the potential benefit of a drug targeting
concept in comparison to traditional administration of the drug.

13.2.8 Data Analysis by Modelling

Data analysis by modelling may be applied for various reasons, for example:

• To condense the data, thus obtaining a model with relatively few model parameters in-
stead of one with a large number of measurements.

• To explore mechanisms involved in the process under investigation (for example, carrier-
mediated transport).

• To make predictions (for example, to predict the dose needed to maintain the concentra-
tion of the drug at the target site within a therapeutic window).

13.2.8.1 Model Building

The process of data analysis by modelling implies building a model from measurements,
which involves two steps: (a) building the model structure, and (b) assessment of model pa-
rameters.

First, the simplest model which includes the minimum number of compartments and mod-
el parameters must be defined. For this model, the parameters are estimated from a set of
measurements obtained by non-linear regression or curve-fitting (Section 13.2.8.3). The pur-
pose of this process is to find a set of model parameters which best fits the measurements
(Section 13.2.8.2). If the goodness-of-fit is acceptable (Section 13.2.8.5), the model can be
evaluated by comparison with other models (Section 13.2.8.6).

13.2.8.2 Defining the Objective Function

The first step in ‘curve fitting’ is to define the ‘best fit’. Usually, the criterion for ‘best fit’ is a
weighted least-squares criterion, based on statistical grounds [30–34]. Assuming that the er-
rors in the measured concentrations are normally distributed, the best fitting set of parame-
ters is obtaining by minimization of the following objective function, OBJ:

(13.15)

where

n = total number of concentration measurements
Cmeas,i = measured concentration at time point i (i = 1,2,...,n)
Ccalc,i = calculated concentration at time point i
σi = standard deviation of the measurement at time point i
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In Eq. 13.15, the squared standard deviations (variances) act as ‘weights’ of the squared
residuals.The standard deviations of the measurements are usually not known, and therefore
an arbitrary choice is necessary. It should be stressed that this choice may have a large influ-
ence of the final ‘best’ set of parameters. The scheme for appropriate weighting and, if ap-
propriate, transformation of data (for example logarithmic transformation to fulfil the re-
quirement of homoscedastic variance) should be based on reasonable assumptions with re-
spect to the error distribution in the data, for example as obtained during validation of the
plasma concentration assay. The choice should be checked afterwards, according to the pro-
cedures for the evaluation of goodness-of-fit (Section 13.2.8.5).

Usually, the standard deviation of the measurement is dependent on the magnitude of the
concentration. The most commonly applied assumption is that the standard deviation is pro-
portional to the concentration, which is either the measured concentration (also referred to
as ‘data-based weighting’), or the calculated concentration (model-based weighting).

Many software packages provide only a limited selection of weighting procedures. The
most commonly applied weighting procedure is based on the assumption that the standard
deviation of the concentration is proportional to the measured concentration. In that case,
the objective function may be simplified to:

(13.16)

Alternatively, the following objective function may be used, assuming that the errors in the
measured concentrations are log-normally distributed:

(13.17)

Since both Eq. 13.16 and 13.17 assume a constant coefficient of variation of the measure-
ment error, these equations provide similar (but not identical) results.

13.2.8.3 Searching the Best-fitting Set of Parameters

The best-fitting set of parameters can be found by minimization of the objective function
(Section 13.2.8.2). This can be performed only by iterative procedures. For this purpose sev-
eral minimization algorithms can be applied, for example, Simplex, Gauss–Newton, and the
Marquardt methods. It is not the aim of this chapter to deal with non-linear curve-fitting ex-
tensively. For further reference, excellent papers and books are available [18].

The fitting procedure may be performed by any suitable minimization algorithm. In theo-
ry, the final parameter set depends only on the objective criterion (Section 13.2.8.2) and is
not dependent on the minimization algorithm, nor on the initial set of parameter values (ex-
cept for rounding-off errors). However, in practice, the minimization algorithm may fail to
reach the minimum of the objective function, and may end in a local minimum. In this re-
spect, minimization algorithms may vary widely. An algorithm which is insensitive to the
choice of the initial estimates, is said to be robust, which is a highly desirable property.To low-
er the risk of convergence to a local minimum of the objective function, the convergence cri-
terion (or stop criterion, for example the relative improvement of the objective function)
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chosen should be sufficiently small, and the fitting procedure may be repeated with a differ-
ent set of initial estimates, or a different minimizing algorithm.

13.2.8.4 Identification of Model Parameters

The procedure to obtain the best fitting set of model parameters (Section 13.2.8.3) can be
performed only if each model parameter is uniquely identifiable from the measurements
[35–38]. This implies that the same set of model parameters is obtained, irrespective of the
initial set (Section 13.2.8.3). In some cases one or more model parameters cannot be identi-
fied uniquely, because the measurement data do not contain enough ‘information’ on that
particular parameter, for example:

• In the model depicted in Figure 13.1, the parameters CL10 and CL20 cannot be obtained
uniquely if only measurement data from compartment 1 are available. There is an infinite
number of parameter sets yielding exactly the same concentration profile in compartment
1. Only if certain constraints are imposed (for example, CL20 = 0 or CL20 = CL10), can the
model parameters be identified uniquely.

• In the case of Michaelis–Menten kinetics (Eq. 13.4), Vmaxxy and Kmxy cannot be assessed
uniquely if the concentration Cx is far below the value of Kmxy; in that case, Eq. 13.4 re-
duces to Eq. 13.3, and only one parameter CLxy, or the ratio Vmaxxy/Kmxy can be calcu-
lated uniquely.

• In the model shown in Figure 13.1, if CL12 is very large compared to CL10, and if no data
shortly after administration of a bolus dose are available, the model would behave as a sin-
gle compartment model, and CL12 will not identifiable; also, only the sum of the volumes
rather than both volumes separately can be assessed.

The problem of identification grows rapidly with increasing complexity of the model. In
some cases this problem can be solved by an appropriate experimental design. As a general
rule, the problem is reduced if the concentrations in compartments other than the central
plasma compartment can be measured. Also, simultaneous measurement of drug and
drug–carrier conjugate or pro-drug is a condition for identification of the models described
in Section 13.3.

Jacquez and Perry [37] developed the program IDENT to investigate the identification of
model parameters. In most cases, problems of identification can be detected by inspection of
the standard errors of the model parameters (the standard error of a model parameter is a
measure of the credibility of the parameter value, which is provided by the most fitting pro-
grams). A high standard error (for example, more than 50% of the parameter value) indi-
cates that the parameter value cannot be assessed from the data, most likely due to an iden-
tification problem. In that case, the parameter value itself is meaningless, and thus the para-
meter set should be discarded (see Section 13.2.8.5).
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13.2.8.5 Goodness-of-Fit

After fitting the parameters of a model to a set of measurement data, criteria for the good-
ness-of-fit are required. There will always be some differences between the measured data 
and the values calculated from the model. These differences may be due to the following
causes:

• Measurement errors in the data, for example, inevitable analytical errors implicit in the
chosen analytical method. In general, measurement errors are random errors, and their or-
der of magnitude may be known from the precision of the assay, as assessed during the val-
idation of the assay. If the magnitude of the measurement errors is comparable to the pre-
cision of the assay, the goodness-of-fit is acceptable.The possibility of problems in the case
of measurements close to the detection limit of the assay should be taken into account. In
this case, the relative errors in the analysis may be significantly larger than over the usual
range.

• Model mis-specification. If an inappropriate model is chosen (for example, a model with
too small a number of compartments, or an incorrect structure), it will not be able to de-
scribe the measurements adequately, resulting in systematic deviations between the mea-
surements (for example, plasma or tissue concentrations) and the values calculated from
the model. Such systematic deviation can be detected by the visual methods described be-
low.

• Other errors in the procedure, such as failure to distinguish between carrier-bound and un-
bound drug, as well as errors in dosing, deviations in the time of measurement, incorrect
sampling procedure, exchange of samples, mistakes in dilution during sample treatment, and so
forth.These types of error are the most problematic, and no general solution can be given.

There are several methods available for the assessment of goodness-of-fit, however, there are
no exact and objective criteria for its evaluation.This is due to the following: (1) goodness-of-
fit is not a single property, and cannot be expressed in a single value, and (2) numerical mea-
sures of goodness-of-fit do no have an absolute meaning.Therefore there is a dependence on
somewhat subjective criteria.To ensure maximal objectivity, the criteria for accepting a set of
model parameters obtained by the fitting procedure as a valid result should be defined ex-
plicitly before the analysis is initiated. In practice, however, this condition is hardly applica-
ble during the development of new drug targeting preparations, taking into account the com-
plexity of the modelling procedure.

The following criteria could be used to ensure an acceptable goodness-of-fit:

• Visual inspection of the observed and calculated data should not reveal any significant
lack of fit.

• Residuals (difference between observed and calculated data) or normalized residuals
(residuals divided by the corresponding standard deviation) should be scattered random-
ly around zero, by visual inspection.

• Normalized residuals should be neither diverging nor converging when plotted against
time or plotted against (logarithm of) concentration, by visual inspection.

• Residuals should not be serially correlated, as identified by visual inspection or by an ap-
propriate statistical test (for example a Run’s test).

348 13 Pharmacokinetic/Pharmacodynamic Modelling in Drug Targeting



• The standard error of each relevant parameter should be lower than a predefined value
(for example 50% of the parameter value). High standard errors may reflect problems in
the identification (see Section 13.2.8.4).

• In the case of any of the calculated pharmacokinetic parameters being seen as physiologi-
cally unfeasible, the analysis should be interpreted with care, and should not be presented
without comments.

• Outlying data points should be dealt with explicitly, and should not be discarded unless felt
to be physiologically impossible. The impact of elimination of the outlying points on the
parameter estimates should be investigated.

Non-compliance with one or more of these criteria may indicate that an inappropriate mod-
el or an inappropriate weighting scheme was chosen.

13.2.8.6 Model Selection

There may be more than one plausible model structure that can be used to describe the data.
In that case, any plausible model is analysed in a similar way. If the goodness-of-fit of more
than one model is acceptable (see Section 13.2.8.5), a procedure for selecting the ‘best’ mod-
el is required.

It is common practice to compare the results of different models, each yielding an accept-
able goodness-of-fit, according to the following procedure. First, the models are classified hi-
erarchically in a tree structure.The more complex models are considered as extensions of the
simpler models, by adding extra parameters, for example, an extra compartment, a extra
degradation step, or a time lag. It can be said that the simpler model is a special case of the
more complex model, for example because one or more parameters have a fixed value (in
general a zero value). Then, starting with the simplest model (see Section 13.2.8.1), the mod-
els are compared in pairs according to their hierarchical relationship. Such a comparison can
be based on statistical criteria, for example [39]:

(a) An F-test by which the following value is calculated:

(13.18)

where N is the number of measurements, P is the number of model parameters, and WRSS
is the weighted residual sum of squares (see Section 13.2.8.2); the subscript s refers to the
simpler model and the subscript c to the more complex model.

If the value F exceeds the tabulated value of Fischer’s F-distribution for (Pc – Ps) and
(N – Pc) degrees of freedom, and a confidence level of (usually) 95% (α = 0.05), then the
complex model fits significantly better to the data than the simpler model. If not, the ‘parsi-
mony’ principle dictates that the simpler model should be accepted as the ‘best’ model.
(b) Akaike Information Criterion (AIC). For each model the AIC is calculated according to
the following equation:

AIC = N · ln (WRSS) + 2P (13.19)

The model with the lowest AIC value is accepted as the ‘best’ model.
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13.3 Pharmacokinetic Models for Drug Targeting

In 1980, Stella and Himmelstein [5] introduced the principles of pharmacokinetic modelling
into the field of pro-drugs and site-specific delivery. In 1986, Hunt et al. [6] extended the mod-
el of Stella and Himmelstein by taking into account a specific area where toxicity occurs.
Their work may be considered as the frame of reference for later work in this area.

13.3.1 Model of Stella and Himmelstein

The model of Stella and Himmelstein [5], depicted in Figure 13.3, was originally derived for
pro-drugs, and may be considered as a minimal model for evaluating the pharmacokinetics of
pro-drugs and drug targeting systems. Since the drug–carrier conjugate (DC) and the active
drug (D) are different entities, and since the model should be able to discriminate between
the target site and non-target sites, a pharmacokinetic model for drug–carrier conjugates
should include, at least, the following compartments (Figure 13.3):
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Figure 13.3. Model of Stella and Himmelstein, adapted from reference [5] (Section 13.3.1). The
drug–carrier conjugate (DC) is administered at a rate RC(DC) into the central compartment of DC,
which is characterized by a volume of distribution VC(DC). DC is transported with an inter-
compartmental clearance CLCR(DC) to and from the response (target) compartment with volume
VR(DC), and is eliminated from the central compartment with a clearance CLC(DC). The active drug
(D) is released from DC in the central and response compartments via saturable processes obeying
Michaelis–Menten kinetics defined by Vmax and Km values. D is distributed over the volumes VC(D)
and VR(D) of the central and response compartment, respectively. D is transported with an inter-
compartmental clearance CLCR(D) between the central compartment and response compartment, and
is eliminated from the central compartment with a clearance CLC(D).



• The DC in non-target sites, including the plasma compartment (central compartment).The
drug–carrier conjugate in the non-target sites may be modelled as a single compartment, if
DC distributes rapidly over its distribution volume.That is, the plasma compartment in the
case of large macromolecular carriers which cannot cross the endothelial lining of blood
vessels, or the extracellular volume in the case of smaller compounds which do have the
opportunity to extravasate. Both administration (except for delivery to the target site) and
elimination occur in this DC central compartment. If necessary, one or two peripheral
compartments may be added to improve the accuracy of predicting the distribution of the
DC concentrations in the body.

• DC in target sites (response compartment). The drug–carrier conjugate is targeted by
some specific mechanism to the target site. The volume of this compartment depends on
the specificity of this mechanism, and can also be influenced by the disease process which
is being targeted. This value may range from a few milliliters (for a focal inflammation or
infection site) to several liters (for a widely spread disease) [40].

• D in target sites (response compartment). Ideally, the target site of the drug is located very
near to the DC target site, where the drug is released or activated. In that case, the target
sites of DC and D are identical, and any amount of drug released or activated may exert
its effect immediately. However, if the drug is released or activated at sites distant from the
target site of the drug, an additional compartment is required. This will have a detrimental
effect on the efficacy of the targeting strategy [40].

• D in non-target sites, including the plasma compartment (central compartment). After re-
lease or activation of the drug in or near the target site, the drug will be transported to the
plasma compartment by diffusion and/or convection. Also, some drug may be released or
activated at non-target sites. The central compartment in which the drug distributes may
vary, depending on its physicochemical properties: from a minimum value equal to the
plasma compartment to high values, exceeding the physical volume due to excessive bind-
ing of the drug to tissue components [10]. Elimination of the drug occurs from this central
compartment. If necessary, one or two peripheral compartments may be added to enable a
more accurate prediction of the drug concentrations in the body to be made. If drug D is
converted to active metabolites, additional compartments to account for the fate of these
metabolites may be required.

The central compartment may also include the sites where toxicity occurs. Alternatively,
these sites may be modelled as compartments connected to the central compartment, analo-
gous to the D target-site compartment. If the drug is released or activated within these toxi-
city sites, and/or the drug carrier is targeted to some degree to these sites, an additional DC
compartment should be modelled, analogous to the DC target site.

Using the model shown in Figure 13.3, the main processes involved are the following.

13.3.1.1 Disposition of DC

This refers to the distribution and elimination of the DC, excluding transport to the target
site (and toxicity site, as shown in Figure 13.4). In general, it is desirable that the DC is not
rapidly eliminated from the circulation. This is necessary both to minimize the exposure of
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eliminating organs to the targeted drug (in the case of release or activation of the drug in the
eliminating organs) and to maximize the therapeutic availability, that is, to maximize the frac-
tion of the dose that reaches the target site. Ideally, the elimination of the DC should take
place exclusively in the target organ (see Sections 13.3.1.2 and 13.3.1.3). Elimination at other
sites reduces the efficiency of targeting. For example, elimination of the DC without release
of the active drug implies a waste of a sophisticated and expensive product, and elimination
of the DC with release of active drug in non-target tissue increases the concentration of D in
non-target tissue, thus lowering the Drug Targeting Index (DTI, see Section 13.4.2) [12].

In general, optimization of the disposition of DC is the simplest part of the design of a drug
targeting system. There are many methods by which the retention time of the drug carrier
within the target tissue can be prolonged (described in other chapters of this book), and 
the assessment of the disposition of the DC by measuring its plasma or blood concentra-
tion–time profile is relatively simple.

13.3.1.2 Delivery of the DC to the Target Site

The focus of research in the field of drug targeting is mainly on the selectivity of the DC for
the target site (see other chapters in this book), undoubtedly because it is the essential
process in drug targeting.

Although the delivery of the DC to the target site is a critical step in the efficacy of drug
targeting, it is not necessarily the most critical step. In fact, each of the processes involved
may be critical, and it is possible that in practice, given the sophisticated principles which are
applied to increase the selectivity of DC for the target site, one of the other processes in-
volved (see Sections 13.3.1.1. and 13.3.1.3.6) is responsible for the eventual failures of drug
targeting systems.

The general principles of drug transport have been described in Sections 13.2.1.2 and
13.2.1.3.The rate of delivery of the DC to the target site is not critical in absolute terms. Even
if the delivery rate is low, as long as the selectivity of the DC for the target site is high effi-
cient targeting is assured. In this case, it will take more time to reach effective steady-state
drug levels in the target organ and the duration of the drug effect will be prolonged. Howev-
er, if the selectivity of DC for the target site is less than 100%, the slow delivery of the DC to
the target site may decrease the efficacy of drug targeting [12].

If the rate of delivery of the DC to the target site is high compared to the release of the ac-
tivated drug (see Section 13.3.1.3), accumulation of DC at the target site might result in a loss
of DC from the target site either back into the blood, or via lymphatic drainage, and thus in
a decrease of the efficiency of targeting. An example of this is the occurrence of retro-endo-
cytosis in which the endocytosed DC is refluxed back into the systemic circulation before it
has released the drug to be targeted [41]. The possibility that receptor-mediated endocytosis
is a bidirectional rather than a unidirectional process is often not taken into account in drug
targeting models. Yet, a secondary release of endocytosed material through reactivation of
endocytotic vesicles in the plasma membrane has been demonstrated in various cell types.
This process may be of quantitative importance, especially if trafficking to and association
with lysosomes is slow or if proteolytic degradation is rate-limiting.
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13.3.1.3 Release or Activation of D at the Target Site

The release of the drug from the drug–carrier conjugate or the formation of the active moi-
ety from the pro-drug, is also reported to be of major concern in many research papers on
drug targeting (see other chapters in this book). Although this process cannot be measured
in vivo in most cases, valuable information can be obtained from in vitro measurements, for
example, using cultured cell lines. The mechanism of release or activation may contribute to
the selectivity of the target site, for example, in case of the formation of the phosphorylated
active forms of nucleoside analogues by viral enzymes. In the case of release or activation by
enzymatic processes, the rate of release or activation may be limited by saturation of the en-
zyme capacity.

In general, rapid release contributes to the efficiency of drug targeting, although in many
cases the rate of release may not be critical as a result of rate limitation in the delivery of the
DC to the target site. With respect to the selectivity of the target site for the release or acti-
vation in comparison to non-target sites, it can be stated that the more selective the delivery
of the DC to the target site, the less important is the selectivity of the release or activation at
the target site.

13.3.1.4 Removal of D from the Target Site

Little attention has been paid to this aspect in most research papers on drug targeting, de-
spite several reports on the importance of removal of the released drug from the target site
[6,12,42]. Most likely, this lack of attention is related to at least three factors: removal of drug
from the target site (1) cannot be manipulated by the design of the drug targeting system, (2)
is difficult to measure, and (3) may be the bottleneck of the efficiency of drug targeting
strategies.

A striking example of the importance of the secondary removal of a drug from the target
site are the multi-drug-resistance (MDR) processes of tumour cells. For instance antineo-
plastic drugs can be extruded efficiently by P-glycoprotein [43]. Although this example is
only relevant for a limited category of drugs, it clearly demonstrates that the delivery of a
drug into a cell does not guarantee an optimal retention time in the cell nor an optimal drug
effect. Levy [42] assumed that in many cases drug elimination from the target site will be
much more rapid that drug elimination from the body, as exemplified for intracerebroven-
tricular injections of barbiturates.

Removal of active drug from the target site can occur by two different routes: direct re-
moval by a local elimination process (typically a metabolic process, causing inactivation of
the drug), or removal by the blood flow following diffusion out of the target cell. In both cas-
es removal reduces the efficiency of drug targeting by lowering the concentration of the ac-
tive drug at the target site. However, in case of local removal, the active drug is not trans-
ported to non-target tissues, and does not contribute to toxicity. In contrast, removal by the
bloodstream causes an increase of concentration in the non-target tissue, thus lowering the
targeting efficiency further. It may be noted that a high blood flow to the target tissue favours
the delivery of the DC to the target site, but also increases the rate of removal of the active
drug. Ideally, the active drug should be eliminated slowly from the target site, so that effec-

13.3 Pharmacokinetic Models for Drug Targeting 353



tive drug levels are maintained at the site after administration of relatively low maintenance
doses of the drug targeting system. Obviously, a low, but substantial, rate of active drug re-
moval is a prerequisite for controlling the intensity and duration of the drug effect.

13.3.1.5 Release of D at Non-target Sites

The release or activation of a drug at non-target sites is the undesirable counterpart of re-
lease at the target site (see Section 13.3.1.3), determining the selectivity of the release or ac-
tivation of the drug, and thus of the drug targeting.

In principle, the release at non-target sites can be measured by the same methods as used
for the target site (Section 13.3.1.3). In practice, however, measurement must be limited to
one or more selected cell lines, which do not necessarily include all the non-target sites in
which the drug may be released outside the intended target tissue.

13.3.1.6 Disposition of D

The distribution and elimination characteristics of the active drug have a profound influence
on the efficiency of drug targeting. This topic is dealt with in Section 13.5.

13.3.2 Model of Hunt

Hunt et al. [6] extended the model of Stella and Himmelstein by adding two compartments,
that is, a specific area where toxicity occurs, and an elimination compartment consisting of
the liver and kidney (Figure 13.4). Their model may be regarded as a simplified physiologi-
cally-based pharmacokinetic model (Section 13.2.4.2). It is assumed that the drug concentra-
tion in the blood or plasma (whichever is the reference fluid) exiting the compartments is a
function of the concentrations within the corresponding compartments. This implies that tis-
sue perfusion rather than permeability of the drug between blood and tissue is assumed to be
the rate-limiting step of the transport between the central compartment and each of the oth-
er compartments (Section 13.2.1.3).

The model does not use a pharmacokinetic model for the drug–carrier conjugate. Instead,
the release of the active drug is modelled as an input function in each of the four compart-
ments: ‘blood’ (central compartment), ‘response’ (target site), ‘toxicity’, and ‘elimination’.
The aim of their model was the derivation of the Therapeutic Availability (TA, Section
13.4.1) and the Drug Targeting Index (Section 13.4.2). For the particular derivations, several
simplifications were made; for example, the aforementioned drug input replaces the model
for DC. As a result, their simplified approach cannot be used for the prediction of the time
course of the drug concentrations in the various compartments. This limitation does not af-
fect the ability of the model to evaluate steady-state drug concentrations, which can also be
used as an appropriate measure of the average concentration over a single dose interval af-
ter repeated administration. However, their analysis does not give insight into the time
course of drug action, that is, the time needed to reach steady state, and the duration of the
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drug effect after the conclusion of drug administration.To evaluate the time course of action,
a full model, including the pharmacokinetic behaviour of the drug–carrier conjugate, should
be used, for example the model of Stella and Himmelstein (Section 13.3.1) or the model of
Boddy et al. (Section 13.3.3).
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Figure 13.4. Model of Hunt, adapted from reference [6] (Section 13.3.2). The model describes the fate
of the active drug (D) only. It consists of four compartments: A central compartment (VC) representing
blood and all other tissues not accounted for by the other three compartments, a response (target)
compartment (VR) representing all tissues containing target sites for the desired response, a toxicity
compartment (VT) representing tissues where the cascade of events leading to a toxic response is
initiated, and an elimination compartment (VE) representing the eliminating organs, excluding the
elimination sites in the response and toxicity compartments. Each compartment is characterized by a
volume of distribution V, a blood flow Q (where QC = QR + QT + QE), and, except for the central
compartment, an elimination clearance CL. Drug delivery is designated by input functions R in the four
compartments. Drug targeting and conventional drug administration are modelled by changing the
relative contributions of RC, RR, RT, and RE. When RC = RT = RE = 0, the drug carrier is an ideal target-
specific carrier.



Boddy and Aarons [44] used a simplified model, in which the toxicity sites are included 
in the systemic (non-target) tissues to allow derivation of the Drug Targeting Index 
which was less restricted by model assumptions.Their approach was criticized by Siegel et al.
[45]. When some drug release from the carrier occurs at either the central, toxicity or elimi-
nation regions, the DTI is affected by the specific fraction of the drug delivered to each re-
gion. Since these regions are combined by Boddy and Aarons into a single systemic region,
their model cannot account for this effect. Siegel et al. came to the conclusion that the model
of Hunt et al. and the model of Boddy and Aarons are only equivalent in the case of an ideal
carrier.
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13.3.3 Model of Boddy

Boddy et al. [7] extended the model of Hunt by incorporating the pharmacokinetic behaviour
of the drug–carrier conjugate, analogous to the model of Stella and Himmelstein. Therefore
this model, depicted in Figure 13.5, is suited to the evaluation of the time course profile of
drug concentrations in each compartment, in contrast to the model of Hunt. Also, they re-
duced the model by incorporating the elimination compartment within the central compart-
ment. Furthermore, the model was simplified by assuming that the volumes of distribution
are the same for the drug–carrier conjugate and the active drug. It is assumed that the blood
flowing from the compartments carries the DC and D at concentrations equal to those with-
in the compartments. In this specific case, the inter-compartmental clearances for both DC
and D can be equated to the blood flow to the response and toxicity compartments. The au-
thors presented their model as a three-compartment model. However, since each compart-
ment may contain both the drug and the drug–carrier conjugate (which are treated as differ-
ent entities), it might be more appropriate to refer to it as a six-compartment model. Finally,
Boddy et al. [7] extended the model to a PK/PD model by incorporation of the pharmacody-
namic equations analogous to Eq. 13.9 describing the therapeutic and toxic effect. Therefore
this model is not only suitable for the evaluation of the effectiveness of drug targeting with
respect to drug concentrations, but also with regard to the balance between therapeutic and
toxic drug effects.

13.3.4 Model of Rowland and McLachlan

Rowland and McLachlan [46] also extended the model of Hunt to allow the evaluation of the
effect of a permeability barrier and plasma protein binding on drug uptake. The model of
Rowland and McLachlan is based on the work of Aubrée-Lecat et al. [47], who investigated
the influence of various parameters on the amount of a macromolecular drug taken up by the
target tissue. In the model of Rowland and McLachlan the target site (target tissue) consists
of three distinct sites: blood, interstitium, and cells. Although the paper refers mainly to re-
gional drug delivery (for example, intra-arterial injection), their model allows the evaluation
of the effect of a permeability barrier and plasma protein binding on the removal of the drug
from the target site, which may be a critical step in the effectiveness of drug targeting (see
Section 13.4). The influence of permeability and plasma protein binding is evaluated using
the DTI (Section 13.4.2) as a measure of effectiveness of drug targeting.

13.4 Measures of Effectiveness of Drug Targeting

For practical purposes, measures of the effectiveness of drug targeting are required. Such
measures have been derived based on the pharmacokinetic profiles of the drug targeting sys-
tem and that of the active drug.
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13.4.1 Therapeutic Availability (TA)

Hunt et al. [6] introduced the term Therapeutic Availability as the ratio of the fraction of the
dose reaching the target sites, if the dose is administered as the drug–carrier conjugate, to the
fraction of the dose which reaches the same sites if an equal dose of the active drug is ad-
ministered intravenously, as formulated below.

(13.20)

which is equivalent to

(13.21)

where AUC denotes the area under the curve (normalized for dose) after a single dose or
over one dosing interval in the case of steady state; Css denotes the average steady-state con-
centration; the subscript ‘target’ refers to the target site; DC refers to administration of the
drug–carrier conjugate, and D to the intravenous administration of the active drug.

In contrast to the parameter Bioavailability (the fraction of the administered dose reach-
ing the systemic circulation), the Therapeutic Availability may exceed a value of 1. A value
exceeding 1 implies that the drug has been targeted successfully, the concentration at the tar-
get site being higher than that following a conventional intravenous administration of the
same dose, and (see gueries) that a lower dose can be administered to reach the same con-
centration. Thus, an increase in TA is effectively equivalent to an increase in potency.

Boddy et al. [7] defined the Therapeutic Availability as the ratio of the rate of input of free
drug divided by that of the drug carrier for the same degree of maximal therapeutic effect.
When considering steady-state conditions, this definition is equivalent to that shown in
Eq. 13.20 and 13.21.

13.4.2 Drug Targeting Index (DTI)

Hunt et al. [6] also introduced the Drug Targeting Index, which was defined as the ratio of
drug delivered to the target and toxicity sites when the drug–carrier conjugate is adminis-
tered, divided by the same ratio when the active drug is administered intravenously and is
formulated as follows.

(13.22)

which is equivalent to

(13.23)

where AUC denotes the area under the curve (normalized for dose) after a single dose or
over one dosing interval in the case of steady state; Css denotes the average steady-state con-
centration; subscripts ‘target’ and ‘tox’ refer to the target and toxicity sites, respectively; DC
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refers to administration of the drug–carrier conjugate, and D to the intravenous administra-
tion of the active drug.

The concept of DTI is based on a pharmacokinetic model analogous to the model shown
in Figure 13.4. Boddy and Aarons [44] used a simplified model, corresponding to Figure 13.3,
in which the toxicity sites are included in the systemic (non-target) tissues, and the formula
for DTI should be modified accordingly.

Comparing Eq. 13.20 and Eq. 13.23, it follows that the DTI is equal to the ratio of the Ther-
apeutic Availability at the target site (Eq. 13.20 or 13.21) and the corresponding equation for
the toxicity site. In the case of an ideal carrier, that is, if the drug is released only, and com-
pletely, at the target site, and if the target site does not contribute to the elimination of the
drug, the value of the DTI is identical to that of TA [6].This could be inferred from the recog-
nition that the AUC at the toxicity sites, after administration of the drug–carrier conjugate, is
the same as that after intravenous administration of the same dose of the free drug.

Hunt et al. [6] demonstrated that the DTI is also equivalent to the ratio of the therapeutic
index (abbreviated to TI in Hunt et al.’s paper; in this chapter TI is defined differently, see
Section 13.4.3) of the drug–carrier conjugate and that of the free drug.The therapeutic index
(also called the therapeutic ratio) is a statistical measure defined as the ratio of the median
toxic dose to the median effective dose [22].

Hunt et al. [6] considered the DTI the best measure of the effectiveness of the carrier.

13.4.3 Targeting Index (TI)

Boddy et al. [7] introduced the term Targeting Index as the ratio of the toxic effect when a
drug–carrier conjugate is administered divided by the toxic effect when the free drug is giv-
en intravenously at a rate producing the same drug concentration (and thus the same drug ef-
fect) in the target site.

The Targeting Index is the ‘effect’ analogue of the Drug Targeting Index, which can be de-
fined as the ratio of the drug concentration in the toxicity compartment when a drug–carrier
conjugate is administered divided by the drug concentration in the toxicity compartment
when the free drug is given intravenously at a rate producing the same drug concentration
(and thus the same drug effect) in the target site; this definition is equivalent to Eq. 13.23.

Note that Hunt et al. [6] used the abbreviation TI for the Therapeutic Index (see Section
13.4.2).

13.5 Evaluation of Effectiveness of Drug Targeting Using PK
and PK/PD Modelling

13.5.1 Effectiveness of an Ideal Carrier

An example of the application of the model of Boddy is depicted in Figure 13.6, showing the
concentrations of active drug in the response and toxicity compartments after repeated ad-
ministration of an hypothetical drug–carrier conjugate.After the first dose the concentration
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in the response compartment is markedly higher than that in the toxicity compartment. Af-
ter repeated administration, however, the average concentration in the response compart-
ment is only slightly higher than that in the response compartment. This implies that the
Drug Targeting Index is low (close to 1).

The effectiveness of drug targeting can be demonstrated using the model of Hunt [6]. It is
assumed that the drug carrier is ideal, that is, it delivers the active drug only to the target site
and the active drug can reach the other sites only by transport from the target site. Further-
more, it is also assumed that drug elimination takes place both in the elimination compart-
ment and in the target site. In this case, the equation for the Drug Targeting Index reduces to
(equation 23 in the paper by Hunt et al. [6]):

(13.24)

where CL is the (total body) clearance of the drug, QR is the flow through the target site
(subscript ‘R’ refers to the response site), and ER is the extraction ratio of the drug in the tar-
get site; CL and QR refer to blood or plasma, whichever is the reference fluid.

Similar equations have been derived by other authors, using various types of compart-
mental models [40,48] (Section 13.2.4.1) or simplified physiological models [44,45,48] (Sec-
tion 13.2.4.2), demonstrating that the choice of the model is not critical in the derivation of
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Figure 13.6. Simulation example using the Model of Boddy. The solid line represents the concentration
of active drug in the response compartment, the dashed line the concentration in the toxicity
compartment. A hypothetical drug–carrier conjugate is administered every 24 h in a dose of 100 µg
active drug. After the first dose the concentration in the response compartment is markedly higher than
that in the toxicity compartment. After repeated administration the average concentration in the
response compartment is only slightly higher than that in the toxicity compartment. The simulation was
performed using the program Ph\EdSim (MediWare, Groningen, The Netherlands).



the DTI. Therefore the criticism of Siegel et al. [45] does not seem relevant for the apprecia-
tion of the DTI. It should be noted that the equations for the DTI in several references
[7,44,48] are seemingly different from Eq. 31.24, by using the clearance from the non-target
sites instead of the total body clearance. In fact, these equations are identical after appropri-
ate rearrangements.

Apart from drugs directed at hepatocytes and renal tubular cells, in the case of the major-
ity of conventional drugs, it is likely that the drug is not eliminated directly from the target
site, and therefore ER = 0, which further simplifies Eq. 13.24 to:

(13.25)

Eq. 13.25 is a more convenient form of Hunt’s equation (16) [6].

13.5.2 Implications of the DTI Concept

The simplicity of Eq. 13.25 is striking: the DTI is determined by only two parameters.This can
be understood qualitatively from the following reasoning. The total dose of the drug is deliv-
ered at the target site. If the drug did not leave the target compartment (that is, QR = 0), the
drug concentration at the target site would remain constant, and the DTI would be infinitely
high. The faster the removal of the drug from the target site (increase of QR), the lower the
AUC at the target site, and the higher the AUC at non-target sites, including the toxicity site,
and thus the DTI is lowered. If there is no clearance of the active drug (that is, CL = 0), it
would eventually distribute evenly over the body, and there would be no net drug targeting
effect (DTI = 1). The faster the removal of the drug which is present outside the target site
(increase of CL), the lower the concentration and the AUC in the non-target compartments,
including the toxicity compartment, and thus the higher the DTI.

The impact of Eq. 13.25 can be rather impressive, as was demonstrated in the paper of
Hunt et al. [6]. These authors evaluated Eq. 13.25 by expressing both CL and QR as percent-
ages of the cardiac output (normal value for an adult man 5 l min-1). The total blood flow
through the liver (1.5 l min-1) and kidneys (1.2 l min-1) is 54% of the cardiac output. Since a
high extraction ratio in both the liver and the kidneys is unlikely, a clearance corresponding
to 40% of the cardiac output may be considered as a maximum value for drugs eliminated by
liver and kidney (for drugs eliminated by other mechanisms, a higher value might be possi-
ble, however). If we postulate that a DTI value of 5 is a minimum for a successful targeting
strategy, it follows that for a drug with a clearance of 40% of the cardiac output, the blood
flow through the target organ must be lower than 10% of the cardiac output in order to ob-
tain sufficient targeting efficiency. The upper limit for QR is even lower for drugs with a low-
er clearance, and decreases further rapidly in the more realistic cases where the drug carrier
is not ideal. For a detailed analysis see Hunt et al. [6].

In conclusion, drug targeting to tissues that receive a relatively large fraction of the cardiac
output is unlikely to create effective targeting if transport of the free drug to and from the
target cell can occur. Particularly after multiple dosing, a steady state will be reached in which
the increase in free drug concentration in the target tissue compared to that in the plasma
and that in the toxicity related tissue, will be moderate.
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It follows from Eq. 13.24 that the DTI may be higher than in the aforementioned analysis
if ER > 0. However, for conventional drugs it is unlikely that there is a significant elimination
of the drug at the target site. Therefore the extensive evaluations of cases where ER > 0 [6, 7,
46] do not seem applicable to targeting conventional drugs. On the other hand, for newer
types of drugs, including protein drugs, antisense oligonucleotides and plasmid DNA, a ma-
jor fraction of the drug may be eliminated by lysosomal degradation at the target site [8].
Therefore these types of drug are ideal candidates for drug targeting, even with the limitation
of having to cross the cell membrane or other barriers (Section 13.5.3).

It should be noted that the conclusions inferred from the aforementioned pharmacokinet-
ic models are valid only under the condition that the rather strict assumptions on which the
particular model is based, are justified. In general, however, it is not likely that deviation from
these conditions will alter the general conclusions seriously. Despite the lack of knowledge
concerning many of the parameters of the complete model (Figure 13.4), the concept of DTI
allows an evaluation of the potential benefit of drug targeting, by providing insight into the
critical values of parameters which are of real concern in the design of drug targeting sys-
tems.

The extended model of Boddy (Section 13.3.3) may be helpful for the investigation of the
dependence of DTI, TI and TA on various model parameters. Boddy et al. [7] demonstrated
that the DTI is independent of the rate of drug release from the carrier (provided that is
takes place only in the target site) or the rate of elimination of the drug–carrier conjugate by
other mechanisms which do not lead to the release of the drug. Neither of these parameters
influences the pharmacokinetics of the free drug in the steady state. However, the TA is af-
fected by both parameters. TA increases either as the rate of drug release increases, or as the
rate of elimination of the DC decreases.

These authors also showed that an increase in the amount of drug eliminated directly from
the target site (that is, an increase of ER) does not always increase the benefits of drug tar-
geting, as in the case of the release of the free drug in the central or toxicity compartment.
Levy [42] commented on some pharmacokinetic considerations of targeted drug delivery. He
assumed that drug elimination from the target site (see Section 13.3.1) will, in many case, be
much more rapid that drug elimination from the body. Furthermore, he assumed that, fol-
lowing targeted delivery, a drug will be eliminated from the site of action to the rest of the
body, which will act, at least initially, as an infinite sink. Consequently, it may be expected
that, after a single dose, (1) the duration of action of a targeted bolus dose will be much short-
er than the duration of action of a conventionally-administered, equipotent bolus dose, and
(2) the elimination of a targeted drug from the site of action is not affected by changes in the
disposition of the active drug from the non-target compartments. During a steady state, how-
ever, the situation is completely different, since the assumption of sink conditions in the sys-
temic circulation is no longer valid, and thus systemic clearance becomes a major determi-
nant of the effectiveness of drug targeting, as reflected by Eq. 13.24 or 13.25. Levy [42] cor-
rectly stated that the selectivity of the drug targeting process will be lost as drug concentra-
tions in the systemic circulation rise. Such a loss of selectivity can be minimized by increasing
the selectivity and specificity of targeting (that is, by using an ideal carrier) or by reducing the
rate of removal of drug from the target site. The latter is reflected in the increase of DTI by
reducing QR in Eq. 13.24 or 13.25.
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13.5.3 Drug Candidates for Effective Targeting

From a pharmacokinetic point of view, drug targeting strategies may be applied to increase
the Drug Targeting Index and/or Therapeutic Availability. Although drug targeting systems
may increase DTI and TA for any drug, there are large differences between drugs with re-
spect to the efficacy of drug targeting in comparison to conventional drug administration.
Generally speaking, effective targeting can be achieved only if there is an explicit need for
targeting. If the active drug cannot reach the response sites, for example due to diffusion bar-
riers, a targeting strategy is necessary, and is more likely to be effective than the active drug,
even in the absence of barriers. Also, the efficacy of drug targeting is dependent on the phar-
macodynamic properties of the drug (Section 13.2.2). For example, if the peak concentration
at the response site is more important for the therapeutic effect than the average concentra-
tion, drug targeting may be more effective than predicted from Eq. 13.24 or 13.25, since these
equations refer to the AUC or average steady-state concentration (Eq. 13.22 and 13.23).This
situation may occur for antibiotic and antineoplastic drugs if the drug effect is dependent on
the cell cycle phase (Section 13.2.5.2). The same applies to drugs which are used therapeuti-
cally in a single dose or over a short period of time.

The theoretical analysis in Section 13.5.2 demonstrates that suitable candidates for combi-
nation with a targeted drug carrier should exhibit a rapid elimination from the non-target
compartments, or in other words, they should have a high plasma clearance rate. However,
drugs exhibiting rapid elimination, for example due to a high extraction ratio in the liver, are
poor candidates for conventional therapy, and it is unlikely that such drugs will pass the con-
ventional screening systems used during drug development [6].Therefore, currently available
drugs used in conventional therapy, are, in general, poor candidates for effective drug target-
ing with drug carrier systems.

From a pharmacokinetic point of view, the newer generation of therapeutic peptides may
be much better suited to drug targeting methods. This class of compounds tends to have a
high clearance rate which probably occurs to a large extent at the target site (ER > 0). The
rapid clearance rate implies the necessity for frequent dosing to maintain a therapeutic ef-
fect, and the use of large doses to compensate for the high loss of drug. Also, transport of the
active drug to the response site may be hampered by diffusion barriers. These problems 
may be solved by applying these peptides in combination with an appropriate drug carrier
system.

13.5.4 Limitations of PK and PK/PD Modelling

Despite the promising applications of PK and PK/PD modelling in many fields of drug re-
search [3,49] and drug utilization [29], awareness of their limitations is necessary.Among oth-
ers, the following aspects may interfere with successful PK and PK/PD modelling and analy-
sis:

• Inter-individual variability in pharmacokinetics, in particular with respect to clearance
[10]. Little is known about the variability of transport to the target site and removal from
the target site. Population analysis approaches in PK and PK/PD [50–52] may be helpful in
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identifying models and model parameters by analysing the data from a group of animals or
subjects simultaneously rather than individually.

• Inter-individual variability in pharmacodynamics. Although over the last 30 years it has
been the common view that the opposite holds true, Levy demonstrated that PD variabil-
ity in humans is extensive, reproducible and usually more pronounced than PK variability
[53,54].

• Intra-individual variability, for example due to up- or downregulation of various proteins
after multiple dosing, including receptors, carriers and enzymes, resulting in, amongst oth-
er effects, the development of tolerance.

• Complexity of the models, making selection of the most appropriate model difficult (Sec-
tion 13.2.8.6).

• Difficulty in identifying model parameters (see Section 13.2.8.4).
• Binding of drug or drug–carrier conjugate to plasma proteins and various other non-target

tissues [46,55], which potentially act as a slow release compartments (see Section 13.2.1.4).

13.6 Examples of PK Modelling in Drug Targeting

Until now, applications of drug targeting models to real data have been scarce. With the ex-
ception of the aforementioned papers dealing with models and theoretical simulations, only
a few examples of PK modelling in the area of drug targeting were found in the literature.
A brief description of the type of investigations reported in these papers will be given 
below.

13.6.1 In Vivo Studies

Nishikawa et al. [56] investigated the pharmacokinetic behaviour of dextran in mice. Dextran
is a drug carrier with several suitable properties, including high solubility, low immunogenic-
ity, and a long history as a plasma expander in clinical use. They applied it in a physiological
model including Michaelis–Menten saturable processes for hepatic uptake and extra-hepat-
ic elimination, and were able to demonstrate that dextran was taken up by the same receptor
as galactosylated albumin.

Zhu et al. [57,58] applied PB-PK modelling to radiolabelled tumour-targeted monoclonal
antibodies for radioimmunodetection and radioimmunotherapy.

Sakaeda et al. [59] described an example of physiologically-based modelling for a lung-
specific pro-drug of the antibiotic drug ceftazidime.

Mishina and Jusko [60] studied the pharmacokinetics and pharmacodynamics of methyl-
prednisolone encapsulated in liposomes in the rat. The data were analysed using PK and
PK/PD models, taking into account the plasma concentration time profile, an effect com-
partment analogous to that described by Sheiner [23,24], interaction of the drug with recep-
tors, and a PD model analogous to that defined by Eq. 13.9, using the concentration of the
drug–receptor complex as the determinant of the drug effect, that is, the suppression of lym-
phocyte proliferation.Although the authors succeeded in modelling the drug effect, their ap-
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proach cannot be considered as a true drug targeting model, since it does not take into ac-
count a target site as described in the models described in Section 13.3 (Figures 13.3–13.5).
The authors state that their liposomes were taken up by macrophages of the RES, but their
model did not include a compartment to which the liposomes are targeted. Instead, their ef-
fect compartment was directly linked to the plasma compartment, for both the liposome-
encapsulated drug and the free drug. Therefore the specific drug targeting effects were not
taken into account. The major difference between the PK/PD properties of liposome-encap-
sulated drugs and the free drug is the duration of their presence in plasma. Moreover,
the authors did not evaluate the effectiveness of their targeting approach by using the mea-
sures DTI or TA. From their results it can be concluded that the approach was successful in
reducing the dosing rate needed to maintain a desired effect, implying that the TA was in-
creased considerably. However, the authors did not provide any information regarding a pos-
sible improvement in the DTI, and it cannot be excluded that the DTI was actually close to
unity.

Swart et al. [61] investigated the pharmacokinetics of negatively-charged serum albumins
with a potent anti-HIV-1 activity in vitro, in relation to their potential applicability for dual
targeting [9], in monkeys. Using the program MW\Pharm [62], they evaluated the implica-
tions of the pharmacokinetic behaviour for dosage regimens which would maintain the con-
centration within a therapeutic range calculated from in vitro data.

13.6.2 In Vitro Studies

Sugiyama and Kato [63] described a model for the receptor-mediated endocytosis of the
polypeptide hormones epidermal growth factor (EGF) and hepatocyte growth factor (HGF)
in isolated perfused rat liver and in isolated rat hepatocytes, to estimate the efficiency of drug
targeting using these polypeptide hormones as potential drug carriers.

Chan and Murphy [64] applied a mathematical model describing the kinetics of cellular
trafficking of monoclonal antibodies against melanoma cells, and of immunotoxins targeted
by the antibodies. The model allowed the assessment of equilibrium and kinetic constants by
fitting it to the data obtained from in vitro cultured cell experiments.

13.6.3 Regional Drug Administration

Gallo et al. [65] applied a physiologically-based pharmacokinetic model to the targeting of
anti-cancer drugs to the brain following intra-arterial administration in glioma-2 bearing rats.

Malhotra et al. [66] modelled the route of administration-based enhancement of delivery
of EAB 515, a hydrophilic N-methyl-D-aspartate antagonist, to the brain.

Stevens et al. [55] determined the relationship between the DTI and pharmacokinetic pa-
rameters of three non-steroidal anti-inflammatory drugs using the rat air pouch inflamma-
tion model.The derivation of the DTI was modified to take into account the simultaneous in-
flux of plasma albumin, to which the drugs were extensively bound.

PK/PD evaluation of pulmonary administration has been described in several papers by
Hochhaus et al. [67,68].

13.6 Examples of PK Modelling in Drug Targeting 365



13.6.4 Controlled Drug Delivery

The application of PK and PD to controlled drug delivery has been promoted by, among oth-
ers, Breimer and Danhof [3,49], and Hoffman [4].

Grass et al. [69] evaluated the performance of controlled release dosage forms of the anti-
thrombic drug ticlopidine using computer simulations based on data from in vitro intestinal
permeability studies in various sections of the intestine of rabbit and monkey.

13.6.5 Pharmacokinetic Properties of Macromolecular Carrier Systems

The pharmacokinetic properties of macromolecular carrier systems for targeted drug deliv-
ery were reviewed by Takakura and Hashida [8].

13.7 Software for PK and PK/PD Modelling

Where scientists working in drug development have not encountered PK and PK/PD model-
ling, this lack of familiarity with these useful techniques may have limited their application.
Also, the complexity of the models needed for predicting drug concentrations after adminis-
tration of a drug targeting preparation, cannot be handled by many commercially-available
computer programs for ‘routine’ PK and PK/PD modelling.As a result, this field was investi-
gated mainly by researchers with a broad experience in modelling and who wrote their own
computer programs.

However, the recent availability of powerful, flexible, and user-friendly computer pro-
grams have brought these techniques within the reach of every scientist. A major break-
through was the introduction of graphics packages which facilitated structural model build-
ing on screen, without the necessity for the user to write the mathematical model equation.
Such graphics programs are included, among others, in the following packages:

• ACSL Tox (www.pharsight.com)
• Ph\EdSim (MediWare, Groningen, The Netherlands; e-mail: vanessene@cs.com)
• SAAM II [70] (Department of Bioengineering, University of Washington, Seattle, WA;

http://courses.washington.edu/rfka)
• ModelMaker (www.modelkinetix.com)

In many of the currently available computer programs, however, the user still has to write the
model equations in the case of more complex models such as that required for application to
drug targeting. These programs include:

• Adapt II (Biomedical Simulations Resources, University of Southern California, Los An-
geles, CA; www.usc.edu/dept/biomed/BMSR/index.html)

• Boomer (www.boomer.org)
• Kinetica (www.innaphase.com)
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• Simusolv (Dow Chemical Co., Midland MI; http://software-guide.com/cdprod1/swhrec/
016/481.shtml)

• WinNonlin (www.pharsight.com)

A regularly updated list of pharmacokinetic software can be found at
www.boomer.org/pkin/soft.html.

13.8 Perspectives and Conclusions

A promising concept for the targeting of a particular drug to a target tissue is a prerequisite,
but not sufficient on its own, for the development of an effective and successful drug target-
ing system. During the early days of drug targeting, and perhaps even now, many researchers
seemed to be focused primarily on the mechanism of targeting, for understandable reasons.
To date however, the increase in the therapeutic repertoire is still disappointing, certainly in
view of the enormous efforts which have been made in this area. It is tempting to ascribe this,
at least in part, to the dearth of information in the area of pharmacokinetic and pharmaco-
dynamic principles, despite the publication of several early papers [5,6,42].

On the other hand, it should be noted that many of the scientists who are experienced in
the field of PK and PK/PD modelling and analysis, did not enter the area of drug targeting
which is a challenging new field, but also a treacherous quagmire of unwarranted simplifica-
tions and over-dimensioned models. A literature survey shows that the contribution of PK
and PK/PD to the area of drug targeting is mainly found in theoretical frameworks which
have been developed to evaluate the potential benefit and limitations of drug targeting (Sec-
tion 13.5). Until now, applications of drug targeting models to real data have been scarce
(Section 13.6). It is not obvious whether this lack of successful PK and PK/PD analyses in the
literature reflects the unpredictable interactions of drug targeting systems and the living or-
ganism or the lack of scientific sophistication. It may thus be argued that many challenges
still remain before the effectiveness of drug targeting systems by appropriate PK and PK/PD
analysis can be ultimately established. Population approaches in PK and PK/PD [50–52] may
be helpful in identifying models and model parameters by analysing data from groups of an-
imals or subjects simultaneously rather than individually.

Nowadays, there can be no doubt that the application of pharmacokinetic and pharmaco-
dynamic principles in the design of effective drug targeting systems is essential [1,2].This may
be illustrated by the following examples.

(a) Pharmacokinetic simulations have taught us to estimate quantitatively the potential
benefits, and limitations, of drug targeting (Section 13.5).

(b) Pharmacokinetic simulations may identify the critical steps in the process (Section
13.3). It has become clear that targeting of the drug to a specific tissue is not always the crit-
ical step, as rapid removal of the active drug from the target organ may limit the beneficial ef-
fects of the targeting.

(c) Pharmacokinetic simulations have made clear which drugs are suitable candidates for
drug targeting and which are not (Section 13.5.3). Drugs which are rapidly cleared from the
body when administered in their free form, are poor candidates for conventional drug thera-
py, but are probably the best candidates for drug targeting.Although the latter aspect had al-
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ready been stated by Hunt et al. in 1986 [6], their message did not seem to be understood by
many researchers, given the enormous volume of literature on the targeting of conventional
drugs with a relatively low clearance rate. The fact that this basic premise does not seem to
have been acknowledged by research workers in this area, may well be related to the limited
number of successful drug targeting procedures which have been reported thus far.

Looking to the future, the newer generation of therapeutic peptides that have been iden-
tified using molecular biology technology rather than classical pharmacology, including pro-
tein drugs, antisense oligonucleotides and plasmid DNA, are excellent candidates for drug
targeting, for at least three reasons. First, targeting may be necessary for this type of com-
pound to reach the target sites, due to their physicochemical properties. Second, the clear-
ance rate of these compounds is generally high, and therefore the DTI will be high.Third, the
high clearance rate requires frequent dosing to maintain a therapeutic effect, and large dos-
es to compensate for the high loss of the drug. Drug targeting may significantly increase the
duration of action and the apparent potency.

In addition, the successful application of drug targeting to this new generation of drugs
may provide the impetus for further research and development, since well-designed drug tar-
geting strategies may be used for the delivery of potentially therapeutic compounds which
cannot be utilized in the currently available conventional drug delivery systems. The results
of future developments may challenge researchers in every discipline involved in drug de-
velopment.

In the field of PK and PK/PD modelling, the newer generation of drugs provide opportu-
nities to extend the area of research. These newer drugs may also raise many problems, for
example in the analysis of these compounds in tissues. This is particularly true in relation to
the selectivity of assays towards inactive or active metabolites, and with respect to the levels
of sensitivity required to detect very small amounts of highly active compounds. Also, PK
modelling may become more detailed with respect to the target and toxicity sites. Physiolog-
ically-based PK/PD modelling may be necessary to evaluate the effectiveness under changed
(patho-)physiological conditions (for example, changes in blood perfusion or pH of the tar-
get site, changes in receptor density and the development of tolerance). PK and PK/PD mod-
elling are valuable tools for quantifying the beneficial effects of changes in the construction
of drug–carrier conjugates, including the optimization of dosing schedules for such sophisti-
cated drug targeting systems.

In conclusion, it may be expected that further development of PK and PK/PD will con-
tribute to the successful development of new drug targeting products.
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14 Drug Targeting Strategy: Scrutinize the
Concepts Before Screening the Constructs

Dirk K. F. Meijer

14.1 Introduction

The current problems in controlling cancer, severe infections and chronic degenerative dis-
eases, as well as the lack of effective and safe pharmacotherapeutic measures for such disor-
ders, have renewed interest in the options of targeting drugs, peptides, genes and anti-sense
material to sites of disease.

Structure–activity relationship studies and rational drug design procedures have led to the
synthesis of many novel drugs that are highly potent. Yet, at the same time, they can exhibit
severe toxicity since they are also accessible to non-target cells. In fact, the physicochemical
features of drugs that dictate their pharmacologic activity also determine their distribution
patterns in the body. To overcome the undesirable side-effects and to ‘uncouple’ the phar-
macokinetic behaviour of the drug from its ‘pharmacodynamic profile’, the drug can be di-
rected to its site of action and/or be diverted from sites where it will be potentially toxic by
coupling to macromolecular carriers. The chosen carrier is then supposed to determine the
fate of the coupled drug in the body.

The design and development of potential carriers for cell-specific delivery of therapeutics
should be based on a detailed knowledge of recognition sites on the surface of target cells as
well as on insight into the internalization and further cellular disposition of such macromol-
ecules.

In the drug targeting approach, two different strategies can be distinguished: passive tar-
geting and active targeting. In the case of passive targeting, the carrier-associated drug is, for
instance, delivered to macrophages, resulting in gradual degradation of the carrier and slow
release of the liberated drug from the cells. Through size-restricted extravasation of the car-
rier, the carrier–drug complex tends to stay in the systemic circulation and is, at least partly,
prevented from distribution to sites where it may have a toxic effect. Active targeting, on the
other hand, should lead to higher therapeutic concentrations at the site of action through
cell-specific delivery via the macromolecular carrier. In principle, in active targeting, the dose
of the drug can be reduced and the side-effects will thus be decreased.

Drug delivery research in practice requires professional planning and careful avoidance of
intrinsic pitfalls. Some essential guidelines, derived from our own experience, are listed in
Table 14.1. They should not only be taken into account before embarking on a drug delivery
project, but should also be integrated during the developmental phases of the drug innova-
tion process.
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14.2 Receptor-based drug targeting

The success of drug targeting with macromolecular carriers is intimately dependent on the
selectivity of the cellular targets in the body. Other crucial factors are the anatomical and/or
pathological barriers that have to be passed en route to these recognition sites and the events
following receptor recognition and internalization of the drug conjugate: intracellular rout-
ing encompassing carrier degradation and drug release.

Table 14.2 lists a number of receptors for macromolecules that have been identified so far
and that are more or less specific for the organ/tissue or even the cell type indicated. Some of
these receptors are lectins which recognize oligosaccharide chains in a specific geometric
arrangement with a specific type of terminal sugar or otherwise clustered sugars and/or ran-
domly exposed sugars with sufficient density. Others are receptors for cytokines, growth fac-
tors and adhesion molecules which bind specific peptides that can be used as a homing de-
vices. Such receptors can select their substrates on the basis of the specific conformation pre-
sented by the functional groups and the charge density of such macromolecules. Selectivity in
binding can also be based on multivalency in sugar or peptide recognition.

Although such receptors often provide mechanisms for internalization followed by intra-
cellular transport to compartments where degradation takes place, the rates of these process-
es can be markedly different in various cell types. In some cases only external binding occurs
and consequently, the microclimate of the cell membrane at which local release of the drug
from the carrier takes place, should provide sufficient driving force to ensure uptake of the
drug into the target cell.

372 14 Drug Targeting Strategy: Scrutinize the Concepts Before Screening the Constructs

Table 14.1. General guidelines in drug targeting research.

• It is preferable to test the effects of drug-targeting preparations on the whole body as early as 
possible

• It is advisable to test drug targeting preparations with regard to possible immunogenicity at an early
stage of development

• Cell-specific distribution of the drug-targeting preparations as well as the rate of drug release from
the carrier should be studied both in the healthy and pathological situation

• Drug loading of the carrier should be carefully balanced: sufficient drug molecules should be inter-
nalized to obtain therapeutic levels. However, excessive loading may corrupt the cell specificity of
the carrier

• The chosen carrier should be non-toxic, as should its degradation products

• The chosen carrier should be capable of traversing anatomical barriers in the body en route to the
particular target tissues in the diseased state

• Since parenteral administration is required, drug targeting formulations should provide distinct ad-
vantages in efficacy and safety compared with the non-targeted drug

• Special attention should be paid to the patenting of targeting constructs: the unique combination of
drug, linker and carrier may provide options for product protection

• The large gap between pre-clinical and clinical research can be (at least partly) bridged by screening
of the disposition properties as well as the efficacy of drug delivery preparations in (diseased)
human tissues in vitro

• Aspect of therapy costs of drug targeting preparations should be carefully weighed in relation to the
present state of the art in the therapy and cost containment aspects of health care



With regard to the specificity of sugar–lectin interactions, it should be noted that interac-
tions of sugar-based compounds with lectins on different cell types seem to be determined by
the recognition of either a randomly presented sugar with sufficient density on the protein or
a particular sugar arranged in an antennary structure.Alternatively, high affinity binding may
involve recognition of a combination of different sugars. The use of one sugar type in inhibi-
tion experiments may therefore give an false picture of the true recognition sites.
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Table 14.2. Organ and tissue selective distribution of potential drug carriers based on receptor
recognizing principles: a few examples.

Organ/Tissue Carriers Species Diseases aimed at

Liver Hepatocytes Lactosaminated (H)SA Rat, man Hepatitis B and C
Arabinogalactan Man Liver cancer
Asialoglycoproteins Rat, man

Kupffer cells Mannosylated (H)SA Rat Inflammation, sepsis

Endothelial cells Negatively charged (H)SA Rat, man Organ rejection, I/R
damage

Stellate cells Man - 6 P (H)SA Rat, man Liver fibrosis
RGD oligopeptides - Rat Liver fibrosis
(H)SA

Cholangiocytes pol.IgA, alkaline Man, rat Peribiliary cirrhosis
phosphatase

Kidney Tubular cells Low MW proteins Rat, man Nephrotic syndrome
(Lysozyme) Renal cancer

Mesangial cells IgA (asialo) Rat Renal fibrosis 
Anti- Thy1-Ab Rat, man

Brain BBB endothelia Transferrin Rat, man CNS infections
Anti-Transferrin-R Ab Rat Parkinson’s disease
Anti-Insulin-R Ab Rat Alzheimer disease

Brain tumours

Lung Alveolar macrophages Glucosylated proteins Rat Lung cancer
Lung infections

Endothelial cells Anti-CD31 Ab Rat Lung inflammation/ 
cancer

Blood cells Monocytes/Macrophages ß-Glucans, Rat HIV infections
Mannosylated proteins Rat Ovarian cancer

T-lymphocytes HIV-gp120, IGF-I, sCD4 Rat, man HIV infections
Anti-CD3 Ab Rejection transpl. 

organs

B-lymphocytes Anti-CD20 Ab man B-cell cancer

Blood vessels Endothelia Lactoferrin, OxLDL Rat Atherosclerosis
Tumour vasculature Anti-VEGF-R Ab, VEGF Solid tumours

Intestines Enterocytes Dimeric IgG1 Rat Colitis, Crohn’s 
disease

Lactoferrin (enteral) Rat, man

Ab, Antibody; BBB, Blood Brain Barrier; CNS, Central Nervous System; HIV, Human Immunodefi-
ciency Virus; HSA, Human Serum Albumin; IGF, Insulin Growth Factor; I/R, Ischaemia/Reperfusion;
MW, Molecular Weight; OxLDL, Oxidized Low Density Lipoprotein; -R, -receptor; sCD4, soluble
CD4; VEGF, Vascular Endothelial Growth Factor.



A general warning should be given with regard to the design of drug targeting prepara-
tions for anti-infective drugs. If endocytosis is required for cellular delivery, infected cells
may be less active in this respect, e.g. due to depletion of energy-rich metabolites or de-
creased expression of cell surface receptors. The efficiency of the delivery process may thus
be decreased during infection, in particular after extensive transformation of cells leading to
gross changes in the surface molecules and/or the ability of the cell to degrade the drug–car-
rier complex.

Both receptor density and affinity for a given substrate as well as the presence of compet-
ing endogenous ligands, determine the extent of carrier–receptor occupation and thus the ex-
traction of the carrier–drug complex by the target tissue. Endogenous ligands can include tu-
mour antigens and soluble receptor molecules that are shed during the disease and its treat-
ment, and may partly inactivate or neutralize the chosen drug carrier delivery system.

Finally, continuous exposure of certain receptors to their macromolecular ligands can lead
to rapid downregulation of cell surface receptors, especially if receptor recycling within the
cells is incomplete. Fortunately, expression of many receptors, for example for certain cy-
tokines, growth hormones and adhesion factors, can be extensively upregulated in the disease
process and this can result in disease-induced drug-targeting.

Down- and upregulation of receptors should therefore be taken into account in predicting
the pharmacokinetics of macromolecular carriers upon chronic administration. For instance,
when the particular receptors to be targeted are present on more than one cell type in the
body, and up- or downregulation in these cells occurs at different rates, tissue specificity for
drug–carrier complexes in the body may change with time during chronic dosing. Also the
therapeutic effects attained may influence selective distribution through changes in receptor
expression and/or carrier degradation.

Some of the drug carriers which are currently being developed, provide intrinsic thera-
peutic activity that may add to the effect of the coupled drug, a principle called dual target-
ing. Such multi-active drug targeting preparations may offer the advantages of synergistic ef-
fects and for instance, counteraction of drug resistance, in addition to improving the speci-
ficity of distribution within the body.

The rate-limiting steps in the distribution of drug targeting preparations throughout the
body, can be elegantly simulated using appropriate (patho)physiology-based predictive mod-
els. Computer-assisted modelling can give further insight and a more accurate prediction of
drug levels at the target and non-target sites. Such simulations should certainly include mul-
tiple dose regimens for obvious practical reasons. In general: drug delivery scientists should
be less attracted by superficial (in vitro) concepts but rather should look for a realistic pre-
diction of the particular value of the chosen targeting procedures in the in vivo setting.

14.3 Concluding remarks

Although, so far, some promising results have been achieved in vitro in the ‘targeting’ of var-
ious categories of drugs, it often remains unclear which fraction of the chosen carrier really
enters the target cells in vivo. This was extensively studied for lactosaminated HSA in liver
(hepatocyte) targeting, and for some monoclonal antibodies. However, much work remains
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to be done with regard to carriers of the particle type, antibody preparations and (neo-)gly-
coproteins as well as derivatized polyaminoacids and polymers. Rapid screening and struc-
ture optimization for such potential carriers should be performed in various species, both in
the healthy and diseased state.

Coupling of drugs to macromolecular carrier systems a priori implies that parenteral for-
mulations have to be used.Although parenteral dosing is quite acceptable for short-term and
even long-term clinical use (e.g. insulin and other peptide drugs), it is clear that drug target-
ing preparations should have obvious advantages compared with the parent drug in order to
justify their development. These advantages could include much higher potency, shorter
treatment periods, therapy of intracellular infections in the case of poorly penetrating drugs,
and/or a major reduction in the dosing frequency and toxicity.

It should be emphasized that site-specific drug delivery does not prevent the build up of
steady-state plasma concentrations of the parent drug: even if the release rate for the drug in
the target cells is slow, some of the targeted drug will tend to enter the general circulation.
However, the plasma levels will be generally lower and the local concentration in the target
tissue higher. It should also be taken into account that delivery procedures can lead to a shift
in toxicity patterns. For example, inclusion of daunomycin in pegylated liposomes may re-
duce cardiac toxicity but, at the same time, may induce macrophage toxicity, since after mul-
tiple dosing liposomes (even surface modified) will finally end up in the monocyte-phagocyte
system.

There is a current tendency to develop carriers on the basis of polypeptides and other
polymeric carriers with rather simple structures. For instance, polylysines, polyhydrox-
ymethyl-acrylamide and polylactic acid material with variations in charge and molecular
weight can be tailor-made and equipped with clustered recognition sites. The biocompatibil-
ity of such carrier systems with chronic dosing should, however, be more clearly established.

In conclusion, it can be stated that the opportunities for targeting drugs seem to be abun-
dant. Nevertheless, the manipulation of drug distribution in the diseased state in humans will
require a multidisciplinary effort on the part of cell biologists, biochemists, molecular biolo-
gists, pharmacologists, pharmaceutical technologists and clinicians, before the many innova-
tive technologies can be put into practice. In this respect, it is crucial that drug delivery tech-
nology is more structurally integrated in the overall activity of industrial drug innovation.

It is unlikely that novel compounds with promising pharmacodynamic profiles will at the
same time possess completely adequate pharmacokinetic properties. Of note, attractive and
potent drugs which exhibit unfavourable kinetic properties or show severe side-effects and
toxicity, may be prematurely eliminated from the test bench, in spite of all the R & D money
spent.

In general one should, in an early developmental phase, combine the available pharmaco-
logical and drug delivery know-how to aim for novel therapeutic modalities that display high
efficacy and selectively. In other words, drug targeting options should be considered more as
a high-tech extension of the process of drug design and development and less as an art of
trouble-shooting in retrospect.
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