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Preface 

In the twenty-first century, applications in medicine and engineering must 
acquire greater safety and flexibility if they are to yield better products at 
higher efficiency. To this end, complex science and technology must be 
integrated in medicine and engineering. Complex medical engineering 
(CME) is a new field comprising complex medical science and technology. 
Included are biomedical robotics and biomechatronics, complex virtual 
technology in medicine, information and communication technology in 
medicine, complex technology in rehabilitation, cognitive neuroscience and 
technology, and complex bioinformatics. 

This book is a collection of chapters from experts in academia, industry, 
and government research laboratories who have pioneered the ideas and 
technologies associated with CME. Containing 54 research papers that were 
selected from 260 papers submitted to the First International Conference on 
Complex Medical Engineering (CME2005), the book offers a thorough 
introduction and a systematic overview of the new field. The papers are 
organized into six parts. Part 1 focuses on biomedical robotics and biome­
chatronics and discusses principles and applications associated with the 
micropump, tactile sensor, underwater robot, laser surgery, and noninvasive 
monitoring. Part 2 discusses complex virtual technology in medicine, which 
involves visualization, simulators, displays, robotic systems, and walking-
training systems. In Part 3, the authors provide a comprehensive discussion 
of information and communication technology in medicine. In Part 4, 
complex technology in rehabilitation is discussed, with topics including 
rehabilitation robotics and neurorehabilitation. In Part 5, the authors discuss 
cognitive neuroscience and technology in five areas: complex medical 
imaging, including PET and MRI; human vision and technologies; brain 
science and cognitive technologies; transcranial magnetic stimulation 
(TMS); and electroencephalogram (EEG), neuron disease, and diagnostic 
technology. In Part 6, the authors discuss topics associated with complex 
bioinformatics. 

We first proposed the new term "complex medical engineering" for the 
First International Conference on Complex Medical Engineering (CME2005), 
which was successfully held in Takamatsu, Japan, in 2005 (http://frontier. 
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eng.kagawa-u.ac.jp/CME2005/). When the conference was announced, we 
soon received a vast number of responses as well as support from the 
research community, industry, and many organizations. To meet the strong 
demands for participation and the growing interest in CME, the Institute of 
Complex Medical Engineering (ICME) was founded in 2005. The ICME 
is an international academic society (http://frontier.eng.kagawa-u.ac.jp/ 
ICME/), the aim of which is to bring together researchers and practitioners 
from diverse fields related to complex medical science and technology. 
ICME conferences are expected to stimulate future research and develop­
ment of new theories, new approaches, and new tools to expand the growing 
field of CME. The First Symposium on Complex Medical Engineering 
(http://frontier.eng.kagawa-u.ac.jp/SCME2006/) and The Second Interna­
tional Conference on Complex Medical Engineering (http://frontier.eng. 
kagawa-u.ac.jp/CME2007/) will be held in Kyoto, Japan, and Beijing, China, 
respectively. 

This book is recommended by the ICME as the first book on CME 
research. It is a collaborative effort involving many leading researchers and 
practitioners who have contributed chapters on their areas of expertise. Here, 
we would like to thank all authors and reviewers for their contributions. 

We are very grateful to people who joined or supported the CME-related 
research activities, and in particular, to the ICME council members: 
Y. Nishikawa, H. Shibasaki, H. Takeuchi, C.A. Hunt, J. Liu, J.C. Rothwell, 
M. Hashizume, M. Hallett, M.C. Lee, N. Franceschini, N. Zhong, P. Wen, 
R. Turner, S. Miyauchi, S. Tsumoto, W. Nowinski, Y. Deng, S. Doi, T. 
Touge, T. Kochiyama, M. Tanaka and R. Lastra. We thank them for their 
strong support. 

Last but not least, we thank staffs at Springer Japan for their help in 
coordinating this monograph and for their editorial assistance. 

Jing Long Wu 
Koji Ito 

Shozo Tobimatsu 
Toyoaki Nishida 

Hidenao Fukuyama 
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Improving the Performance of a Traveling Wave 
Micropump for Fluid Transport in Micro Total 
Analysis Systems 

Takaaki Suzuki', Isaku Kanno', Hidetoshi Hata', Hirofumi Shintaku^ 
Satoyuki Kawano ,̂ and Hidetoshi Kotera' 

' Department of Microengineering, Kyoto University 
^ Department of Mechanical Science and Bioengineering, Osaka Univer­
sity 

Chapter Overview. Micropumps are one of the most important microflu-
idic components in Micro Total Analysis System (}iTAS). The authors 
have developed a traveling wave micropump that demonstrates high en­
ergy efficiency and does not require valves. A prototype valveless micro­
pump was fabricated using microfabrication techniques to validate the 
pumping principle. The micropump uses piezoelectric bimorph cantilevers 
to deform a flexible microchannel wall. Traveling waves are induced on 
the surface of the microchannel by applying properly phased sinusoidal 
voltage to the piezoelectric cantilevers. The resulting peristaltic motion of 
the channel wall transports the fluid. The fluid flow in the micropump was 
numerically simulated with the computational fluid dynamics code, 
FLUENT. Comparing the experimental and numerical results confirmed 
that the proposed modeling method can accurately evaluate the perform­
ances of the traveling wave micropump. Based on the flow obtained in 
numerical analysis, an improvement in the pump efficiency is expected 
with optimization of the shape of the moving wall. 

Key Words. Micropump, and Fluid Transport 
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1. Introduction 

In recent years, the field of Micro Total Analysis Systems (}j,TAS) has be­
come a highly active. The main advantages of |iTASs compared to con­
ventional macro-scale analysis systems are reduced sample and reagent 
volumes, high throughput screening capability (parallel analyses), lower 
cost, and portability. 

A key component in jiTASs is the micropump. A variety of micropumps 
have been proposed for fluid transportation and manipulation systems, but 
conventional diaphragm-type micropumps that use mechanical valves or 
diffuser / nozzle elements have a complicated structure and high fluidic 
impedance [1, 2]. To address these limitations, the authors have proposed 
and developed a novel valveless traveling wave micropump [3]. It uses 
piezoelectric bimorph beams to induce a traveling wave in a flexible mi-
crochannel made of silicon rubber. Despite the advantages of the micro­
pump, its performance needs improvement to fully realize its potential for 
micro biological and chemical analysis in medical diagnosis. 

In this paper, the performance of the valveless traveling wave micro­
pump is improved by using PZT beams that generate larger deflection. In 
addition, the fluid flow in the micropump is numerically simulated to in­
vestigate the relationship between the fluid transportation characteristics, 
the deflection of the actuators, and the shape of the microchannel in the 
micropump. Based on these relationships, the performance of the traveling 
wave micropump is improved by optimizing the internal structure of the 
flexible microchannel. 

2. Principle of Fluid Transportation 

The traveling wave micropump is composed of the two components as 
shown in Fig. 1, i.e. a microchannel and an actuator array. The piezoelec­
tric actuator array uses PZT beams to generate traveling waves on a flexi­
ble wall of the microchannel. The fluid flow was controlled by changing 
the sine wave forms of the applied voltage. By changing the phases of the 
voltage that is applied to the PZT beams, the micropump can induce bi­
directional fluid flow without using mechanical valves. 

The trajectory of a fluid particle near the moving wall of the microchan­
nel follows an elliptic path. After a period of wave oscillation, a fluid par­
ticle travels along the channel a small amount from the initial position. The 
net fluid transport is achieved by repeating such motion in the viscous 
fluid. The proposed micropump can transport micro samples in carrier 
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without collapsing sample surface, because the amplitude of the traveling 
wave on the microchannel wall is about 1/50 of the height of the micro-
channel and the micropump does not have mechanical valves. 

Yin and Fung [4] theoretical analyzed the two-dimensional peristaltic 
pump velocity profile using the perturbation method. Following this analy­
sis method, consider that the following traveling wave is applied to the 
fluid 

In / \ 
rj = acos—[x - ct). 

(1) 

where a is the amplitude of the traveling wave, A the wavelength of the 
traveling wave, and c the velocity of the traveling wave. The time-
averaged flow velocity of the x-direction w is 

1 
a'^iz). 

(2) 

where W (z) is a function of the height of the microchannel. From Eq.(2), 
one can conclude that time-averaged flow velocity in the x-direction is 
proportional to the square of the amplitude of the microchannel traveling 

wave. 

Traveling wave 

Fig. 1. Principle of fluid transport in a traveling wave micropump driven by pie­
zoelectric actuators. 
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3. Experimental Development 

3.1 Fabrication process 

A valveless micropump driven by PZT beams was fabricated using soft-
lithography [5]. The microchannel of the traveUng wave micropump con­
sists of two layers: a groove layer that constitutes the bottom and side 
walls of the microchannel, and a thin cover layer that has bumps. Each 
layer was fabricated by casting PDMS (Polydimethylsiloxane) onto master 
molds. Thick SU-8 photoresist was used to fabricate the master molds. 

The fabrication process is shown in Fig. 2. The SU-8 was first spin 
coated with a thickness of lOOjim on a glass substrate. The microchannel 
was fabricated on a glass substrate using photolithography. PDMS was 
poured on the master and degassed using vacuum-forming to mold the mi­
crochannel. Finally, the PDMS sheet was peeled off the master and bonded 
to the PDMS sheet with bumps. The cross-section of the microchannel was 
200fim wide and 100|im high. 

L 
(a) Spin coating SU-8 with the thickness 
of 10Oĵ m on glass substrate 

(b) A master for microchannel was fabricated on a glass 
substrate using photolithography procedure 

(c) PDMS was poured on the master and form 
the microchannel using the vacuum-forming technique 

JIL 

(d) Bonding with another PDMS sheet having bumps 

Fig. 2. Fabrication process for the flexible microchannel using soft-lithography. 
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3.2 Experimental observation of fluid flow generated by the 
traveling wave micropump 

A picture of a prototype traveling wave micropump is shown in Fig.3. The 
top wall of the microchannel that is made from flexible material is de­
formed by the force generated by the PZT beams. Traveling waves were 
induced on the surface of the microchannel by applying sinusoidal signals 
with 27i/3 phase differences to each PZT beam. 

The 10mm long and 1.4mm wide PZT beams were subject to a 5V sinu­
soidal voltage and their resulting tip deflection was measured using a laser 
Doppler vibrometer. The tip deflection frequency response of the PZT 
beams is shown in Fig.4. The deflection of the current PZT beams is larger 
than that of the previously reported actuators [3]. From Eq. (2), the flow 
rate is expected to be proportional to the square of the amplitude of the 
traveling wave. Therefore, the current micropump is expected to have a 
significantly higher performance than the previous one. 

For the flow rate measurement, Ijim in diameter fluorescent microbeads 
were added to the fluid. Using a fluorescent microscope, the movement of 
microbeads in accord with the applied traveling wave was confirmed. 
Based on initial flow observations, it was predicted that the continuous 
flow rate could be improved by optimization of the applied voltage and the 
system design. 

Outlet 

|Omifi 

Fig. 3. Photograph of the prototype micropump. 
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Fig. 4. Tip deflection frequency response of the current and previous PZT beams 
for a 5Vpp amplitude. 

4. Numerical Analysis 

The fluid flow in the micropump was numerically calculated using the 
computational fluid dynamics code, FLUENT. The simulations used a fi­
nite volume method for representing and evaluating the partial differential 
equations that described the fluid and its movement, e.g. the governing in­
tegral equations for the conservation of mass and momentum. 

The laminar flow in the microchannel filled with the ethanol was simu­
lated. The dimensions of the analytical model, as shown in Fig. 5, are 
18000|imx200|imxl00|a,m; which is similar in size to the prototype micro-
channel. There are 585546 tetrahedral cells in the initial analytical model. 
In order to describe the wall motion induced by the PZT beams, a dynamic 
mesh was used, whereby the shape of the domain changes with time due to 
the domain boundary motion. The update of the volume mesh is handled at 
each time step based on the new positions of the boundaries. When the 
properly phased sinusoidal voltages are applied to the array of PZT beams, 
the resulting traveling wave on the microchannel wall has an amplitude of 
2.5|im, a period of 1.0msec, and a wavelength of 6000|im. The inlet and 
outlet were assumed to have zero backpressure. 

The numerical time-averaged fluid flow in the microchannel is shown in 
Fig.6. The velocity profile in the microchannel is not symmetric because 
the flow near the moving wall is faster than the velocity near the lower 
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rigid wall. This unique fluid flow is suitable for cell separation applica­
tions. 

The numerically computed and experimentally measured flow rates as a 
function of frequency are shown in Fig.7. Because the numerical results 
follow a similar trend to that observed in experiments, the proposed ana­
lytical procedure can be used to accurately model the fluid flow in the 
traveling wave micropump. Therefore, proposed modeling techniques can 
be used to optimize the structure of the microchannel to increase the en­
ergy efficiency of traveling wave-type micropumps. 

Pressure outlet 
Back Pre&sure: OPa 

Traveling wave 

I O O Q I H 

Pressure inlet 
Back Pressure UPa 

20Dpm 

Fig. 5. Analytical model for micropump driven by traveling waves. 

Traveling wave 

100 

80 

60 

40 

20 

0 

A^ 

Movingwall 

Vmax=7.75x10m/s 

\/mean=3.12X 10 m/S 

Rigid wall 

Fig. 6. Numerically computed time-averaged velocity profile. 
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0.05 

Numerical result 
Experimental result 

• ' ' I 

1000 1500 2000 

Frequency (Hz) 

Fig. 7. Experimental and numerical flow rate as a function of frequency. 

5. Geometry Optimization of tlie IVIicrochannel 

Based on the fluid flow obtained in the numerical analysis, it appears that 
the efficiency of the traveling wave micropump can be improved by modi­
fying the surface of the moving wall as shown in Figs. 8 (b) and (c). For a 
microchannel excitation with a 1.4f,im amplitude, 1.3kHz frequency, and 
6000|im wavelength, the numerical flow rates for the wall designs (a), (b), 
and (c) are 0.040}il/s, 0.0510}il/s, and 0.0542}il/s, respectively. These re­
sults indicated that the flow rate of the micropump can be increased by 
34% using the (c) design instead of the original (a) design. 

The relationship between the "teeth" height and the time-averaged flow 
rate is shown in Fig. 9, where h is the teeth height, / / the height of the mi­
crochannel, ^0 the flow rate of the micropump (a), and Qh the flow rate of 
the micropump with the "teeth" of height /z, respectively. The shape of the 
microchannel is shown in Fig. 8 (b). The time-averaged flow rate is ap­
proximately proportional to the square of the "teeth" height. A significant 
improvement in pumping performance is expected by optimizing the mi­
crochannel structure using the proposed analytical procedure. 
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I 90|Lini ! \^^m 

Fig. 8. Geometric optimization of traveling wave micropump. 

h/H 

Fig. 9. Relationship between "teeth" height and the time-averaged flow rate. 
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6. Conclusion 

In this paper, a prototype micropump driven by traveling waves was fabri­
cated, experimentally characterized, and numerically modeled to improve 
the flow rate of the micropump. The higher flow rate of the current micro-
pump compared to the previous one was achieved by using higher deflec­
tion PZT beams. Based on comparison of the experimental and numerical 
results, the proposed numerical modeling procedure was validated for 
simulating the pump performance. In order to improve the efficiency of the 
micropump, geometry optimization of the flexible microchannel wall was 
carried out. The flow rate was predicted to be proportional to the height of 
the "teeth" on the moving wall. 
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Chapter Overview. Endoscopy would become more useful if the visual 
information obtained with it could be combined with tactile information. 
We therefore developed a new tactile sensor system with this feature using 
image processing of an infrared cut pattern. It is possible to install this sen­
sor on the tip of an endoscope easily because wires for power delivery and 
transmission of signals are unnecessary. Doctors can use this sensor for 
visual diagnosis because it does not degrade diagnostic images. In this 
study, changes were made in the sensor to improve the accuracy of meas­
urement and detect stiffness of living tissue. First, we corrected sensor 
output by considering sensor deformation characteristics, and were thus 
able to evaluate state of contact in inserting the endoscope into a vessel 
model. Second, we modified the sensor to detect not only three-axis force 
but also compressive modulus. The difference in compressive moduli be­
tween several industrial materials is discernible by measurement with the 
prototype of this sensor. 

Key Words. Tactile Sensor, Endoscopy. 

1. Introduction 

Endoscopes are used for various medical treatments and are essential for 
low invasive surgery. However, it is very difficult to manipulate endo­
scopes, because the cavities in which endoscopes navigate are narrow and 
complex. In addition, the surgeon's sensory (visual and tactile) perception 
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is severely reduced during manipulation in low invasive surgery, because 
these tools are long and flexible and have few degrees of freedom. 

One method to improve manipulation of the endoscope is measurement 
of tactile force between the endoscope and the caliber wall, since surgery 
is essentially a visual and tactile experience [1]. However, no practical tac­
tile sensor has been developed for intravascular treatment due to the small 
diameter of vessel. For example, the wires set in existing endoscopes to 
deliver power and transmit signals require additional endoscope volume. 
In addition, since correlation of information requires one coordinate per 
sensor, more space is needed to obtain more information. 

A tactile sensor is also useful for detecting the stiffness of tissues, which 
can change due to disease. For example, softening of degenerated cartilage 
can be estimated in vivo by palpation of the articular surface with a blunt 
probe during arthroscopy. However, palpation is subjective and a low in­
vasive method to measure quantitatively stiffness is desirable. 

We therefore developed a new tactile sensor system that measures tac­
tile force by image processing [2]. This sensor can detect three-axis force 
and stiffness. In this study, we tested the fundamental performance of two 
prototypes for two kinds of applications. We first manufactured one proto­
type to improve manipulation of intravascular endoscopes. We then manu­
factured another for arthroscopes to test sensing of living tissue in situ. 

2. Measurements 

2.1. Concept of tactile sensor 

The tactile sensor shown in Fig. 1 is composed of a transparent window 
including infrared (IR) cut pattern, an elastic body, and an attachment be­
tween the sensor and endoscope. The transparent window is placed in the 
xy-plane, and the z-axis is aligned with the axis of the endoscope when no 
load is applied on the sensor tip. Using the relations between tactile force 
and displacement of the tip of the sensor, force along the z-axis (F^) is ex­
pressed as a function of area of the IR cut pattern (5), and the forces along 
the X-axis and y-axis (F^c and Fy, respectively) are expressed as functions of 
displacement of the transparent window (jc/, y,). If deformation characteris­
tics of the elastic body are linear, these relations are expressed as: 

Fy = kyyi, (2) 
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F , =/:,(!-VSo/5 ) ( a - / ) , (3) 

where k^, ky and k^ are spring constants of the elastic body, a is the distance 
between the principal point of the objective lens of the endoscope and the 
transparent window, / is the front focal distance of the objective lens, and 
5*0 is the area when no load is applied on the sensor tip (see [2]). Displace­
ment along the z-axis is: 

Zi = (l-^JSo/S)(a-fy (4) 

As visible light can pass through the IR cut pattern, this sensor does not 
degrade diagnostic images. In addition, optical absorption in the body has 
less effect on image processing of the pattern because IR light is hardly ab­
sorbed by the body [3]. 

For measurement of stiffness, we added a reference circle that is com­
pressed on the tissue surface by a weaker force than the elastic body shown 
in Fig. 2. When a force (F) is applied to the sensor tip, the compressive 
modulus (E) can be determined as follows [4]: 

E = 
9F 1_ 

42h/i. 0A2hH2rd-d' 

16V7 -y. (5) 

Transparent i ^ Elastic body Attachment 
. window \ / y y 

^ ^ IRcut k ^ ^mage guide Light guide 

A-A filter 

Endoscope Beamsplitter CCD camera PC 

F ig . 1 . Tacti le sensor system 
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Elastic body Reference 
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Fig. 2. Tactile sensor sys­
tem modified to detect 
the stiffness 

where r is the radius of the indenter, h is the thickness of the tissue before 
indentation, and d is the depth of indentation. In deriving Eq. (5), Pois-
son's ratio has been assumed to be 0.5, because instantaneously loaded 
cartilage behaves as an incompressible elastic solid [5]. In this study, r = 

0.5 mm. When d = 0.2 mm and /z = 2 mm, (1 - e'-'-'^''^^'^ ) = 0.88. There­
fore, it is assumed that (1 - ^ ô 2/,/V2r̂ -</̂  ̂  == j {̂y considering the thickness 
of articular cartilage generally to be 1-3 mm. 

Thus, when the endoscope moves only along the z-axis to apply only 
axial force on the sensor, the displacement of the reference circle along the 
2-axis (2') is also expressed by the area of reference circle (5') using Eq. 
(4). Therefore, d is expressed as follows: 

d = (l-V5o7 5' )(a'-f)-(l-^So/S )(a- / ) . 

Substituting Eqs. (3) and (6) into Eq. (5), E is expressed as follows: 

E = 
9kA^-^So/S ){a-f) 

\6y[^ {{\-^So' I S' ){a' - f)-{\-^So I S ){a-f)f 

(6) 

(7) 

2.2. Methods of measurement to improve manipulation 

First, we evaluated the performance of the sensor to improve manipulation 
of the endoscope. In the first prototype (Fig. 1, f 3.5 x 16 mm), an IR cut 
filter (1.5 x 1.5 mm, Kureha Chemical Co., Ltd., UCF 102) is attached to a 
transparent window. The elastic body is a compressive spring (0.18 mm of 
wire diameter, 3.32 mm of coil diameter, and 6.5 mm of length, effective 
winding number: 4, spring constant: 0.062 N/mm) and the attachment is a 
precision metal split sleeve. This tactile sensor is attached to the tip of a fi­
berscope (f 2.4 X 935 mm, 7000 fibers) and the image of the IR cut filter is 
captured through the fiberscope to an IR scope (H: 450 lines, V: 350 lines). 
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The light source of the fiberscope is a Tungsten Halogen fiber illuminator. 
The image was acquired from the IR scope to a computer in 8-bit format 
for image analysis illustrated in Fig. 3. 

In a previous study [2], we noted that tactile force can be determined 
using the image of the IR cut pattern when axial or lateral force is applied 
separately. However, the sensor tip does not always contact the wall at the 
same angle and same point. Moreover, both axial and lateral forces are ap­
plied simultaneously. On the other hand, usual spring constants are calcu­
lated assuming that the force is applied at the center of the spring [6]. Con­
sequently, the actual spring constants differ from the calculated values. It 
is thus necessary to correct the spring constant in our cases, as in other re­
search [7]. For example, the axial and lateral spring constants used here are 
respectively calculated as 0.066 N/mm and 0.013 N/mm using the equation 
of Watari et al. [7] when each force is separately applied. In this study, we 
evaluated the deformation characteristics of the spring using finite element 
analysis (FEM). FEM was carried out using ANSYS version 8.1 (Ansys 
Corp.). In simulation models (Fig. 4), 116 3-D elastic beam elements were 
used and the contacts between nodes were considered. First, when the con­
tact angle from the z-axis (a) was changed (Fig. 4a), we evaluated the axial 
and lateral rigidity. Second, when the angle from the end of the spring to 
the contact point (fi) was changed (Fig. 4b), we evaluated lateral rigidity. 

We then examined the correlation between the force and the image by 
considering the deformation characteristics of the spring. When a force 
was applied on this sensor by an arm connected to a load cell, we meas­
ured image change. The arm was manually displaced from 0 mm to 2 mm. 
Measurement was performed every 0.25 mm. The methods for application 
of force were as same as that of simulation model in Fig. 4a. White paper 
was attached on the transparent window to increase signal-to-noise ratio. 

Lastly, We performed actual insertion of an endoscope with the sensor, 
using a vessel model (H+N-S-S-001, Elastrat Sari). The values of sensor 
output were corrected by the results obtained in the previous paragraphs. 
The model is a carotid artery model for bifurcation stenosis. 
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2.3. Methods of measurement of tissue stiffness 

Second, we investigated the stiffness of typical specimens. In the second 
prototype (Fig. 2, f 7 x 18 mm), two steel balls (f 1 mm) were attached to a 
transparent window from both sides. The ball contacting tissue was at­
tached at the center of the transparent window to eliminate the effect of 
contact angle noted in the previous section. The elastic body is a compres­
sive spring (spring constant: 4.95 N/mm). A reference circle made of 
acrylic cylinder (5mm of inner diameter) inserted in an aluminum pipe is 
connected to the attachment by a cone spring (spring constant: 0.32 
N/mm). In this section, we replaced the IR scope with a high-speed camera 
(H: 504 lines, V: 243 lines, 200fps) to evaluate the compressive modulus 
of tissue in physiological conditions, whereas joint loading occurs within 
10-150 ms [5]. When the prototype device attached to the fiberscope was 
automatically displaced from the contact point to 0.5 mm over 1 s at con­
stant speed (0.5 mm/s), we measured image change. Measured values were 
averaged to minimize the effects of the measurement errors. 
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3. Results 

3.1. Improvement of manipulation 

Effects of contact angle are shown in Fig. 5. The force and displacement of 
the center of the end turn are divided into the x-axis and z-axis in Figs. 5a 
and 5b, respectively. The results show that the deformation characteristic 
along the x-axis is more affected than that along the z-axis. Thus, lateral 
force information from the sensor is more affected by a. The direction of 
displacement along the x-axis differs between fl<C30° and a ^30° though 
the directions of lateral force are the same for all angles of contact, since 
tilting of the end turn by axial force occurs when «<30° (Fig. 6). Fig. 5c 
shows effects on tilting of the end turn. Using Eq. (3), the axial force in­
formation of the sensor is calculated from not z but 5, which is also af­
fected by the tilt of the IR cut pattern. As the sensor contacts at the end 
turn, there is no tilt along the direction normal to the contact force. There­
fore, we changed the IR cut pattern to a circle and calculated from the 
maximum diameter of the pattern (D). Then F^ is expressed as follows in 
replace of Eq. (3): 

F,-Ul-DolD){a-f\ (8) 

where D^ is the diameter when no load is applied on the sensor tip. Fig. 5d 
shows the spring constant along the contact direction. In this figure, ex­
perimental values are also plotted. The spring constant becomes smaller as 
a becomes larger, since the lateral rigidity of the spring used in this study 
is smaller than its axial rigidity. The spring constants are respectively simi­
lar to the calculated values in Sect. 2.2 when « = 0° or « = 90°. 
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Fig. 5a, b, c, d. Effect of contact angle (a) on spring deformation, a Relation be­
tween axial force and displacement along z-axis. b Relation between lateral force 
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Fig. 6a, b. Deformation 
diagram of spring under 
different contact angles 
(fl). a f l = 0 ° . b f l = 9 0 ° 

Fig. 7 shows the lateral spring constants under different contact angles 
{fi^. The effects of j3 on lateral rigidity were not large. 

Fig. 8 shows the relation between applied force and sensor output. These 
are the magnitudes of the resultant of the axial and lateral forces. In Figs. 
8a and 8b, the axial force is calculated from the area (5̂ ^̂ ) and the maxi­
mum diameter (Z)) of IR cut pattern, respectively. In these figures, it is ap­
propriate for sensor output to be the same value (dash-dotted line). Before 
the experiment, we changed the IR cut pattern from a square to a circle 
(f 1.3 mm). It was proved that linear correlation becomes high using the 
diameter of IR cut pattern for calculation of tactile force. In these figures. 
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linear correlation coefficients (R ) between applied force and calculated 
values are 0.140 and 0.744, respectively. In addition, the effect of scatter­
ing of lateral force information shown in Fig. 5b is small, since the lateral 
force is smaller than the axial force under the angle when scattering occurs 
in the range of 0 to 30°. Thus, effects on lateral force appear unimportant. 

The results of model experiments are shown in Fig. 9. The endoscope 
motions are shown in Fig. 9a. The reaction force measured by the sensor is 
shown in Fig. 9b. As shown in these figures, force is larger when the endo­
scope is inserted in the curved parts of the model. When the sensor con­
tacted the wall laterally (Fig. 9a (ii)), the lateral force could be detected 
(Fig. 9b (ii)). When sensor tip contacted the wall (Fig. 9a (iii)), the axial 
force could be detected (Fig. 9b (iii)). 
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3.2. Measurement of stiffness 
Fig. 10 represents the transition of E for two specimens. The two transi­

tions of E are similar, but the value for foam polystyrene is always lower 
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than that for silicon rubber. These results show that this sensor can distin­
guish the stiffness of two different materials. 

4. Discussion 

As the simulation model used in this study is very simple, the FEM and 
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experimental results differ slightly, as shown in Fig. 5d and Fig. 7. There­
fore, it may be necessary to determine the deformation characteristics care­
fully using a better simulation model. On the other hand, the light intensity 
at the transparent window changes because the light intensity is not evenly 
distributed and the angle between the axis of the sensor and the transparent 
window affects the intensity of reflection. Consequently, contact angle af­
fects not only the deformation characteristics of the spring but also image 
processing. Evaluation of the effects of light is thus necessary. 
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The prototype device was manufactured based on the need for easy in­
stallation of the sensor in the tip of an existing endoscope. Consequently, 
the sensor looks like a probe or whisker attached to the original endoscope. 
If it is necessary to retain the original endoscope volume, one method 
would be to incorporate the IR cut pattern in endoscope optical system. 

5. Conclusion 

We tested the performance of our proposed tactile sensor system using im­
age processing of the IR cut pattern. It was shown that tactile force can be 
determined using the IR cut pattern image. In addition, the sensor could 
detect not only three-axis force but also compressive modulus of the object 
with some modifications. The results of this study confirm that this system 
is potentially useful for endoscopic surgery. 
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1. Introduction 

Intracavity intervention is expected to become increasingly popular in the 
medical practice, both for diagnosis and for surgery [1-2]. Recently many 
microrobots have been developed for various purposes due to the advances 
of the precise process technology, and further progress in this field is ex­
pected. In the medical field and in Industry application, a new type of bio­
medical support system has urgently been demanded. The microrobot is 
one of the micro and miniature devices, which is installed with sensing and 
actuating elements. It can swim smoothly in water or aqueous medium 
such as use for in-pipe inspection and microsurgery of blood vessel [3-10]. 

It has been recognized that robot can entirely take the place of human 
to carry out the manipulation in the field of surgical operation and medical 
care [11]. However, to realize a special device used to manipulate instead 
of human completely is very complicated from the point of view of tech­
nology, to maintain the device is not easy from the point of view of user, 
and the absorption cost of the device is too high. On the other hand, one of 
the most fundamental issues is concentrated on the question of how to en­
sure the safety [12]. 
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Actually, with the increasing of the number of surgery and the ad­
vanced age population of society, there are numerous potential applica­
tions in which robot can work with human together. 

In this paper, our purpose is to bring forward the concept of hybrid 
support system in response to the requirement of surgical operation, and to 
construct a prototype system based on 6-axis robot arm. We think that this 
support system in the face of decreasing economic support will likely be 
possible. The schematic diagram of the support system is shown in Figure 
1. 

2. Concept of Support System 

The hybrid support system that we have constructed has two functions, in­
cluding of learning from historical case data and carrying out the support 
manipulation. Firstly, the system should be able to predict the approximate 
inherent shakes period of manipulator's hand if it's given an initial situa­
tion. Secondly, system should be able to carry out the support with the ma­
nipulator together according to the results that system obtained from the 
initial situation by learning. Essentially, it's a process to relief the burden 
of manipulator. The safety of surgical operation can also be ensured be­
cause there is human attending the manipulation. 

For this paper, it's just at the beginning. In order to discover the un­
aware shakes rule of hand, we firstly attempt to attain the data of the 
shakes of hand in the condition that the shake of hand is caused by the 
stimulation from outer body when a special mission is executed by the 
manipulator. Support system we developed can only be appropriate for the 
situation of aware shakes stimulated from outer body. What's the influence 
when there is the robot attending the manipulation is also discussed. The 
results are helpful to discover the unaware shakes rule of hand and find a 
suitable way to carry out the support by robot arm. Furthermore, it can be­
come the important reference to what we shall do next. 

2.1 Structure of the support system 

The total system consists of six parts: 6-axis robot arm, sensor (force, 
torque, acceleration, laser and CCD), controlling device, computer, moni­
tor, and interface mechanism. Figure 2 shows the structure of the support 
system. Force, torque and CCD sensors belong to parts of robot arm. Ac­
celeration and laser displacement sensors are individual. The preliminary 
system prototype that has been developed is shown in Figure 3. 
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Fig.l . Schematic diagram of the support system 
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Fig.2. Structure of the support system 

Fig.3. Developed prototype of the support system 



28 S. Guoetal. 

2.2 Principle of support system 

Figure 4 shows the architecture of the support system. There are two indi­
vidual parts in the support system. The task of Parti is to obtain the pa­
rameters about shakes of manipulator's hand in the condition that the hand 
is influenced by stimulation of outer body when the robot arm does not at­
tend the support. The parameters of shakes of hand is primary important 
for robot arm to perform the support successfully. Depending on the ob­
tained information, it makes decisions what kind of database about the 
manipulator can be established by probability analysis. The reason that 
causes shakes of hand dues to two aspects, including stimulation from 
outer body and inherent shakes of body. Our aim is to find out inherent 
shakes period of hand. For different manipulator, the different database 
needs to be built. It's a process to teacher robot how to accommodate to 
work with human together. Part2, as a real-time feedback control system, 
is designed to perform hybrid support based on 6-axis robot arm. The sen­
sors for detecting changes of the real-time operating parameters are fixed 
on robot arm and hand of manipulator. In the case of improper manipula­
tion caused by shakes of hand, robot arm can carry out the corresponding 
support to compensate it in terms of the obtained parameters and in com­
parison with the established database. Parti also decides how to compen­
sate part2. 

Parti Part2 

I • 

Stimulation j 
I 

Hand of manipulator 

1 Sti Stimulation 

Hand of manipulator 

Sensor 

Parameter of shakes 

Sensor 

Parameter of shakes 

Database 
tr*-

Real time control 

6-axis robot arm I 

rig.4. The architecture of the support system 
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3. Experimental Results of the System 

3.1 Feasibility experiment 

The 6-axis robot arm is the core of the system, and it directly makes a de­
cision about the performance of the system. The first experiment is carried 
out to validate the feasibility if robot ram is appropriate to be used. In the 
experiment, a bean curd is adopted as the assumed skin. We insert the 
pipes as the assumed blood vessel into the side of bean curd, as shown in 
Figure 5. 

The required task for the robot is to manipulate the scalpel to cut the 
bean curd. At the same time, the scalpel must evade the pipe obstacle to 
process ahead and avoid cutting the pipes. Figure 6 shows the reaction 
force model. As soon as the pipe obstacle is encountered against the scal­
pel, control system can get the reaction force signal via force and torque 
sensor. The accuracy of force and torque sensor can reach to O.IN. Then 
the force value F can be calculated by equation (1). 

Fig.5. View of feasibility experiment rig.6. Reaction force model 

Where 

F =CV 

F=\F^ Fy F, T^ Ty T^\ 

(1) 

(2) 
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C = 

cn ^66 

^ 6 1 • • <^66 

(3) 

V^\SG.O SG.l SG.2 SG.3 SGA SG.5\ (4) 

C is the compensation parameter of sensor; V is 6- channel signal of 
sensors. When reaction force value is large than limit value, control com­
mands will make the scalpel return and change the motion direction until 
to cross the obstacle step by step. The reaction torque value of the scalpel 
during the whole process is shown in Figure 7. 

According to the preliminary experimental result, we can see robot 
arm is preliminary eligible to carry out the support task in unmanned con­
dition. 

^ 2 

•torqueZ 

rig.7. Reaction torque measurements 

3.2 The Support experiment 

As the beginning, a simple interface mechanism is adopted to combine the 
hand of manipulator with robot arm. Figure 8 shows the experiment proc­
ess. An acceleration sensor is bound to the finger of manipulator, and the 
vibration generator used to stimulate the hand is placed on the surface of 
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manipulator's arm. When the operating tool is operated, the person's hand 
will be compensated. 

rig.8. View of the experiment 
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Fig.9. Acceleration of the hand of manipulator A 
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Fig.lO. Displacement of the hand of manipulator A 



32 S. Guo et al. 

The static location of hand, when there is no outer stimulation for 
manipulator, is set up as reference point. As the generator works, it makes 
hand generate the shakes resulting in the position shift of hand. The dis­
placement of hand can be measured by laser displacement sensor. At the 
same time, the acceleration sensor can obtain the 3 directions (x, y, z) ac­
celeration signal of hand. The accuracy of acceleration sensor can reach to 
O.Olm/sec". The entire signal above is transmitted into computer. Accord­
ing to the obtained results, we construct the database by means of a statis­
tical study of each variable and teach robot how to support the manipula­
tion by itself. 

Under the stimulation of vibration generator, we conducted the ex­
periment for seven different manipulators to obtain the shakes parameters 
of hand in laboratory. In this paper, we give the measure results of manipu­
lator A in Figure 9. 

Then, we carried out the same experiments to the seven manipulators 
with real-time aid of 6-axis robot arm. The real-time information of ma­
nipulator can be obtained. It's the premise that how we analyze the at­
tained information and infer the state of process. It contributes to the 
database constructed above. Figure 10 shows the displacement of manipu­
lator A's hand with real-time support of 6-axis robot arm. 
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4. Analysis of Result 

Through the experimental results, we can get the frequency of the shakes 
for different manipulators, and build a parameter database for them. From 
figure 9 and figure 10, we can see that the shake frequency is about IHz, 
and the robot arm will compensate the shake one time during every second. 

Table 1. Displacement comparison before and after compensation 

ibject 

A 

B 

C 

D 

E 

F 

G 

If there is support 

Y 
N 
Y 
N 
Y 
N 
Y 
N 
Y 
N 
Y 
N 

Y 
N 

Maximum (mm) 

7 
14.7 
16 

35.6 
4.4 
16 
8.1 
16.3 
7.5 
14.9 
5.6 
14.7 
5.6 
9.2 

Minimum (mm) 

1 

3.5 
9 

27.2 
1.5 
4.6 
2.1 
8.3 
2.4 
8.5 
2.4 
5.9 
2.1 
4 

Average (mm) 

4.2 
7.9 
10.7 
29.9 
2.3 
10.7 
4.8 
13.1 
5.6 
11.2 

4 
10.3 
3.5 
7 

Table 1 lists the displacement (maximum, minimum and average) 
comparison of manipulator's hand (A, B, C, D, E, F) in two kinds of dif­
ferent instances, which there is no the robot attending the manipulation and 
there is the robot attending it. 

5. Conclusion 

In the medical field and in industry application, a novel type of biomedical 
support system has urgently been demanded. We attempt to discover the 
unaware shakes rule of hand, to build the shakes database about the ma­
nipulator, based on which we can carry out the 6-axis robot arm to com­
pensate the operation error caused by the shakes of manipulator's hand. In 
this paper, it's just the beginning and the aware shakes stimulated from 
outer body are only discussed. By the comparison between two kinds of 
the different instance, in which there is no the robot attending the manipu­
lation and there is the robot attending it, we attempt to find out the aware 
shakes rule of hand, to teach the whole support system have the ability of 
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how to support the manipulation by itself. Also it's the important reference 
to discover the unaware shakes rule of hand. We have described the hybrid 
support system in response to surgical operation. In the primary experi­
ment, a 6-DOF robot has been used to compensate the shake of hand, 
which is caused by the simulation from outer body. The experimental re­
sults indicate that the proposed biomedical support system can be used for 
medical application, and it can improve the operability of microsurgery. 

The results are helpful to discover the unaware shakes rule of hand 
and find a suitable way to carry out the support by robot arm. Furthermore, 
it can be the important reference to what we shall do the next step. 
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Chapter Overview. In this paper, to approach a locomotion method for 
underwater rough surface, we designed a new kind of leg with two seg­
ments of ICPF (Ionic Conducting Polymer Film) actuators. And also, we 
carried out an underwater robot equipped a walk-style leg and two wheels. 
We have carried out the experiment of the robot. And the result shows that 
the robot has a good walking performance on rough surface. An improved 
structure of robot is designed and made out. Without a wheel, it is smaller 
and speed is higher. A speed model of the robot is carried out. On the other 
hand, the speed is also measured in experiments. 

Key Words. Underwater Walking Robot, and Medical Robotics. 

1. Introduction 

Underwater vehicles almost exclusively use propellers or jets to move in 
water and are powered by electromechanical devices. At the same time, 
most of marine habitants use radically different means of locomotion. 
Smart materials, like ICPF, which can be used as artificial muscles, pave 
the way to a great variety of biomimetic approaches for underwater vehicle 
design. Theoretically, robots with ICPF actuators have several advantages 
[1-4]. They are lightweight, consume little energy and are environmental 
friendly. Until now, there are several kinds of underwater microrobots util­
izing ICPF actuators in the world. ICPF actuators are used as artificial 
muscles to drive robots [7-8]. A kind of underwater microrobot with two 
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tails has been worked out [9, 11-13]. A prototype offish-like underwater 
robot with two pectoral fins is also reported [16]. ICPF actuators are also 
used for biped walking underwater robot and multi-DOF manipulator [15, 
17]. 
Our purpose is to develop a structure for underwater rough surface. In this 
paper, we introduce a novel type of leg using ICPF actuators. And a robot 
utilizing the leg is worked out. To minimize the robot, its successor is 
worked out. The speed is also measured. The results show that it has a 
good speed characteristic, but the speed matrix is not similar to the theo­
retical model. 

2. An Underwater Robot with a Walk-Style Leg 

2.1 A Walk-style leg and the control method 

Inspired by mantises' front legs, we designed a kind of walk-style leg with 
ICPF actuators, shown in Fig. 1. A walk-style leg is made of two segments 
of ICPF actuators acted as the thigh A and the crus B. They are connected 
at point O2. One end of the leg, Oi, is fixed on the robot. 
The A and B, are controlled respectively. In our research, rectangle signals 
are used. The phase of signal for B is 90-degree delayed than for A, shown 
in Fig.2. 
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Fig. 1. Walking Mechanism Fig. 2. Control Signals 

2.2 Moving mechanism 

The walk-style leg can stride over the rough surface, when the foot steps 
forward. And when the foot steps backward, the leg provides the driving 
force, and the roughness is favorable. One step circle can be described as 
the following: 
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• In the beginning of the first 1/4 cycle, segment A bends in clockwise, 
and the foot is moved from 'd' to 'a' along the arc 'da' (in Fig.l); 

• In the beginning of the second 1/4 cycle, segment B bends in clockwise, 
and the foot is moved from 'a' to 'b' along the arc 'ab'; 

• In the beginning of the third 1/4 cycle, segment A bends in 
anticlockwise, and the foot is moved from 'b' to 'c' along the arc 'be'; 

• In the beginning of the forth 1/4 cycle, segment B bends in 
anticlockwise, and the foot is moved from 'c' to 'd' along the arc 'cd'. 

2.3 The structure of a robot equipped a walk-style leg 

An underwater robot named Crawler-1 is made out with a walk-style leg 
and two wheels, shown in Fig.3 and in Fig.4. 
Its dimension is 80*15*55mm^. It is 6.03g (dried) in weight. Actuators A 
and B are 22*4*0.5mm^, not including the joints. The angle between A 
and B is about 45 degree. The segment B is elongated by a plastic stick. A 
gum foot is equipped. The elongated segment is 27mm. The two wheels 
are (/> 30*5mm .̂ There are two aims of the wheels. The first is to reduce 
the resistance. And the second is to keep the body balance. The body is 
50mm in length, 10mm in width, and 20mm in height. 

joints 

!^©J 
bodv frame 

— r — 

Fig. 3. A view of Crawler-1 
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Fig. 4. Structure of Crawler-1 
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Fig. 5. The function between frequencies and displacements 

t 4 
Fig. 6. Height that the foot can be lift 

2.4 Characteristic measurement 

The Fig.5 shows the curves between frequency and displacement of A and 
B. The signal is lOv rectangle. The theoretical displacement of one step is 
shown in Fig.6. /y is the length of segment A, h is the distance from the 
foot to end of the leg, 38mm, dj is the displacement that segment A can 
move, d2 is the displacement that the foot can move, 6 is the angle between 
I2 and horizontal line, about 45 degree, and h is the height that the foot can 
be lifted up. With the function between the frequency and displacement, 
the height of obstacles that the foot can stride over can be calculated with 
equation (1) and (2). And also, theoretical displacement of one step can be 
calculated with formula (3). 

72 xd, (1) 

h = d2 xcosO 

^ 4 = 
u+i. xd. 

(2) 

(3) 
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In formula (3), ds is the displacement of segment B, d4 is the displacement 
of the end of elongated leg, I3 is the length of segment B, and I4 is the 
length of the elongated segment. With the displacement curve of one step, 
the theoretical speed curve can be calculated with formula (4). 

s = d^xf (4) 

In formula (4), d^ is the displacement of one step,/is the frequency of sig­
nal and s is the theoretical speed of Crawler-1. The result is shown in 
Fig.8. 
Experiment of Crawler-1 has been carried out. With a rectangle signal of 
10-voltage and frequency of 0.2Hz, it walks at a speed of 2mm per step, 
0.4mm per second, which is the top speed. 
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Fig. 7. Characteristics of the leg 
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Fig. 8. Theoretical speed of Crawler-1 
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Fig. 9. A view of Crawler-3 

3. An Improved Microrobot 

3.1 The structure of an improved microrobot 

An improved microrobot, named Crawler-3, is designed and carried out, 
shown in Fig.9. CrawIer-3 is 20*24* 17mm^ and 0.38g (dried) in weight. 
Crawler-3 also has two segments of ICPF actuators and one triangle body 
frame. The Crawler-3 employs two fantails to keep the body balance. The 
wire line is 0.03mm. The two ICPF actuators are 12*2*0.2mm^ Unlike 
Crawler-1, two ICPF actuators respectively act as two legs. The vertical 
one is called the driver. It is to offer the power to crawl forward. And the 
other one is called the supporter. It is to lift up the driver when the driver 
moves forward so that it can stride over some obstacles. 

3.2 moving mechanism 

Although the structure of Crawler-3 is different from Crawler-1, it still 
uses the same signals of Crawler-1 shown in Fig.2. One step circle of 
Crawler-3 can be separated into four phases, shown in Fig. 10. 

• Phase A, from (a) to (b). The driver does not move and the supporter 
bends down to lift the driver away from the ground. 

• Phase B, from (b) to (c). The supporter does not move and the driver 
moves forward. 

• Phase C, from (c) to (d). The driver keep its state and the supporter 
moves up. 

• Phase D, from (d) to (e). The supporter keep its state and the driver 
moves backwards. 
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Fig. 10. Five states in one step circle of Crawler-3 
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Fig. 11. The system for measuring displacements 

3.3 Kinematics model 

To get a kinematics model, displacements of an ICPF actuator has been 
measured. The experiment devices are shown in Fig. 11. A signal generator 
is WF1943. A laser sensor, LB-045, is used to translate displacement into 
voltages. With an oscillograph, the voltages can be recorded. 
With different frequencies and voltages, the sample has been measured. 
The result is recorded in a matrix, named T matrix, shown in formula (5). 
In formula (5), F is a vector of frequencies, V is a vector of voltages, and 
D is a matrix of the displacements, shown in formula (6) (7) (8). The cells 
of D, multiplied the cells of F vector in same column, is the speed matrix, 
called S matrix, as the formula (9). The result of S matrix is shown in for­
mula (10). With S matrix, the theoretical speed curves are given in Fig. 12. 
The legends are the voltages of different signals, and the unit is volt. 



42 W. Zhang and S. Guo 

T = 
0 

^V' D) 

F = (0.5 1 2 3 4 5) 

F = ( 1 2 3 4 5 6 7 8 9 10) 

("0.26 

0.80 

1.74 

2.60 

3.56 

4.80 

6.15 

7.38 

9.14 

111.12 

0.21 

0.50 

0.99 

1.49 

1.92 

2.61 

3.27 

3.94 

4.65 

5.46 

0.19 

0.37 

0.64 

0.86 

1.13 

1.42 

1.82 

2.15 

2.59 

3.05 

0.18 

0.32 

0.51 

0.67 

0.83 

1.06 

1.29 

1.50 

1.84 

2.18 

0.16 

0.29 

0.44 

0.56 

0.67 

0.82 

1.02 

1.18 

1.41 

1.68 

0.14 

0.25 

0.38 

0.51 

0.63 

0.76 

0.92 

1.08 

1.25 

1.53 

(5) 

(6) 

(7) 

(8) 

S = {D„, X F, D„, X F, 

{n = l 2, 10) 
^ . 6 X ^ 6 ) 

r0.13 0.21 0.37 0.55 0.65 0.68^ 

0.40 0.5 

0.87 0.99 1.28 

1.30 1.49 1.71 

0.73 0.97 1.15 1.23 

1.53 1.74 1.88 

2.01 2.26 2.53 

1.78 1.92 2.26 2.48 2.68 3.13 

2.40 2.61 2.83 3.17 3.29 3.81 

3.08 3.27 3.65 3.86 4.10 4.62 

3.69 3.94 4.29 4.51 4.74 5.38 

4.57 4.65 5.18 5.52 5.63 6.24 

5.56 5.46 6.11 6.53 6.71 7.66 

(9) 

(10) 



The Development of a New Kind of Underwater Walking Robot 43 

E 

XI 

2 

3 X 4 - ) (e -5 
_ 8 9 # 1 d 

2 3 4 
Frequency (Hz) 

Fig. 12. Theoretical speed curves 

Fig. 13. Scene of speed test experiments 

3.4 Experiments result 

To decrease the friction on the body and increase the friction on the driver, 
a special tramroad is used. The tramroad is a belt of sand paper, 
61*12mm^ adhibited on an aluminum board. A view is shown in Fig. 13. 
Changing the frequency and voltage of signals, the speeds of Crawler-3 on 
the tramroad have been tested, shown in Fig. 14. 
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Fig. 14. Speed curves based on voltage from experiments 

4. Conclusion 

In this paper, inspired from rearhorse, we designed and carried out an un­
derwater microrobot. It can move on underwater rough surface. And then a 
developed robot is made out. With a novel structure, the successor is faster 
in speed, smaller in dimension and higher in weight than its predecessor. 
A speed model of the successor has been built up, but the model does not 
accord with the result of experiments. In our future research, we will im­
prove the model of it. 
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Chapter Overview. There is certain limitation to do the perfect extraction 
of the tumors by conventional manual surgery, because the area close to 
the boundary between tumors and normal brain tissue is usually left in or­
der to keep away from destruction of normal area. For the purpose to treat 
such the boundary area, a computer controlled robotic laser surgery system 
has been developed. This system is characterized by the mid-infrared laser 
device which can perform less invasive precise surgery with low output 
power (<1.0W), and the computer controlled system which can realize the 
ablation of designated area on brain surface within 0.5mm dislocation. For 
the further study, aiming to apply to use in vivo, we have developed an 
auto-focus system for laser irradiation. From the results of our animal 
study, the system enables to maintain the focal point of the laser head on 
brain surface to realize constant ablation in the designated area. 

Key Words. Robotic surgery. Malignant brain tumors, Mid-Infrared, 
Computer controlled system 
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1. Introduction 

Laser surgery in neurosurgical field has been performed for more than 20 
years, and almost all of commercialized laser devices were used clinically 
in this field [1]. In neurosurgical field, however, the laser devices have 
been rarely used. Because the conventional laser irradiation is performed 
manually operated by surgeon's hand, the precise treatment can not be 
achieved. Besides such kind of devices are usually expensive. 

We developed a robotic laser surgery system in order to remove tumor 
tissue which remains after manual resection. The remaining tissue is usu­
ally in a thin layer visualized by intraoperative MRI or navigation system 
[2,3,4]. In order to actualize this system it is necessary to fulfill following 
three conditions. 

(1) The use of a laser device that does not cause collateral damages with 
non-contact irradiation. 

(2) The development of a laser manipulation system that has a precise po­
sitioning function of less than 0.5 mm which is the resolution of MR im­
age. 

(3) The development of an auto-focus mechanism that can maintain a focal 
point on a given brain surface irrespective of its unevenness when laser 
beams are being irradiated. 

With respect to (1) and (2) we developed a satisfied robotic surgery sys­
tem and reported results of experiment in vitro [5]. 

This paper describes the concept of the newly developed robotic laser 
surgery system with confocal optical sensing system for laser 
auto-focussing in brain surface ablation. 

2. Cntiguration of Laser-Irradiation System 

2.1 Laser device 

In the early history of laser application for neurosurgery, hemostasis was 
the major purpose in the resection of brain tumors. As bipolar electric cau­
tery forceps were making progress, laser devices have lost their position 
for hemostasis treatment. In resent years, trials of precise ablation by using 
pulse laser have been reported [6,7,8]. But it has been pointed out that the 
pulse laser was difficult to treat eloquent area because of mechanical 
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damage by shock wave rather than thermal damage [7]. We developed a 
laser device which was able to be used for tumor ablation adjacent to elo­
quent area. 

Figure 1 shows the construction of our mid-infrared laser. This laser de­
vice is characterized by an Er-doped YSGG laser crystal chip on the distal 
end of a silica optical fiber. The laser crystal chip outputs 2,8jum wave­
length laser beam pumped by the near infrared continuous wave (CW) la­
ser diode (LD). Since an absorption peak of water exists at the wavelength 
of near 3jum [9], laser beams irradiated are absorbed by the water of the 
brain tissue before the beams reach deep into the brain so that heat genera­
tion occurs only in a local target area. 

2.2 System configuration 

Figure 2 shows a schematic diagram of the robotic laser surgery system. 
Once a surgeon determines the area of irradiation the system itself auto­
matically carries out laser scanning inside the area. This system consists of 
the mid-infrared laser device, a 2-axis moving stage for laser scanning, a 
charge-coupled devise (CCD) camera, and a personal computer (PC). Im­
age data of brain surface is acquired by the CCD camera, transferred to the 
PC, and displayed on a monitor screen. A surgeon designated a target area 
to be irradiated by tracing the outline of target area on the monitor screen. 
Positioning dislocation of the ablation is 0.5mm or less was achieved in in 
Vitro study with porcine brain. 

Micro Laser Head 

/ Er doped Laser Crystal y 
I y Silica Optical Fiber 

A = 2.8/i m Laser Beam 

Laser Diode 
(A = 970nm) 

Fig. 1. Conceptual image of mid-infrared (X,=2.8/im) laser device 
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CCD Camera Monitor 
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Computer 

Laser Diode 
(A=>970nm) 

XY Mortorized Stage 

Stage Controller 

Fig. 2. Prototype of mid-infrared robotic laser surgery system 

2.3 Effects of focusing status on ablation lesion 

Since we used relatively flat brain surface in performing in vitro study, the 
laser beams were able to be focused on at any point in a target area. How­
ever, the brain surface to be treated in clinical cases is usually bumpy or 
the surface itself is slope away. Therefore it was necessary to evaluate ab­
lation characteristics under defocused beam condition. 

Figure 3 shows ablation of the porcine brain by several conditions in 
terms of defocused laser beam spots. The focused beam spot diameter was 
set to 0.16mm (1/e^), the laser output power to 0.47W and the scanning 
speed of the laser beams to 2 mm/s. The sample is a cross section of the 
dissected porcine brain after laser irradiation with dislocation of 1mm to 
4mm from just focussed position by 1mm intervals. In order to measure 
the ablation depth, the brain was fixed in formalin and cut it to expose all 
the incised lesions in one surface. Then, red ink was injected into each le­
sion. 

Figure 4 shows the relation between the dislocation and the ablation 
depth. As the focal point was got away from the brain surface the depth of 
ablation lesion became shallower and shallower (Fig 3. right to left). Dis­
location of 2mm brings more than 40% decrease of depth (third vertical 
line from the right) and this is not acceptable condition for clinical use. 
From the result of this experiment, it was considered that an 
auto-focussing system was necessary to maintain constant ablation depth, 
because the brain surface usually has over 5mm peaks and valleys in 
clinical cases. 
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Fig. 3. Ablated lesion on a dissected porcine brain at various focus conditions 

0 1 2 3 4 5 
Dislocation (mm) 

Fig. 4. Laser ablation depth with dislocation from just-focused position 

3. Auto-focus System 

In this study, we designed the auto-focus system to satisfy the following 
requirements: 
a) To have a position sense function by non-contact fashion without being 

disturbed by the surface water. 
b) To let the sensing point and the laser ablation point is at the same loca­

tion. 
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c) to have a driving mechanism for a unit of the laser head and the CCD 
camera 
In order to satisfy these requirements, we used an optical sensing system 

with another laser beam (X=675nm) to measure and maintain a constant 
distance between the laser head and brain surface. Figure 5 shows the con­
figuration of the sensing system. It has a confocal optical path. In this sys­
tem, location of the sensing laser beam spot on the brain surface is pro­
jected on a silicon photo sensor. The beam spot on brain surface can be 
detected in spite of weak reflection because there is conjugate point on the 
sensor. The optical sensing path was built in an image capture optics of the 
CCD camera with the same optical axis. The computer controlled the 
movement of a linear motorized stage on that two laser heads were at­
tached (Fig. 6). One of the laser heads was for backup. 

4. Evaluation of Auto-focus System in Brain Ablation 

An animal experiment was performed using porcine in order to demon­
strate the function of the auto-focus system. Firstly, we drew an outline of 
about 5mm square on an irradiation area by computer "mouse" on the 

Fig. 5. Configuration of the optical sensing system for the auto-focus 
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Fig. 6. Photograph of the auto-focus system with the mid-infrared laser heads 

monitor screen. Secondary, ablation process was performed by laser irra­
diation with raster scanning. Physiological saline was poured before laser 
scanning in order to prevent carbonization. The focusing beam spot di­
ameter was set to 0.14mm (1/e"), the laser output power to 0.45W and the 
scanning speed of the laser beams to 4 mm/s. Figure 7 shows images dis­
played on the PC screen during laser ablation treatment. The auto-focus 
system functioned for the brain surface covered with water layer and sur­
face ablation of the designated area was successfully performed. 

5. Conclusions 

We worked to remove residual tumor tissue in the resection of malignant 
brain tumors on a trial basis considering laser auto-focus system as im­
provement of our robotic laser surgery system. The detecting method using 
confocal optical design functioned to maintain the distance between the 
laser head and brain surface covered with slight water layer. And the pre­
cise focus of irradiation laser beam in ablation for designated area on por­
cine brain was achieved. 

We are planning to evaluate the response of auto-focus function against 
laser scanning speed in order to apply for clinical study. Since it is consid­
ered that the countermeasure for unexpected bleeding in ablation process is 
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most important, we are going to study surgical protocol to prevent such 
bleeding. 

Fig. 7 a, b. Photographs of the porcine brain surface displayed on the monitor 
screen, a Before irradiation, b Laser ablation was performed inside the dashed 
line. Ablation depth is about 0.5mm. 
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Chapter Overview. In neurosurgery such as the treatment of glioma, it is 
important to remove the tumor precisely and accurately, which can be 
achieved with a micro laser with a wavelength of 2.8 }im. It is necessary, 
however, to maintain a constant distance from the brain surface. We de­
veloped an automatic focusing system for the micro laser ablation system. 
This system is using a triangulation method with a guide laser and a small 
CCD camera. The guide laser spot was attenuated and penetrates the bio­
medical tissue according to its scattering and absorption features. There­
fore, each measurement parameter such as the luminance threshold in the 
image processing was necessary to be appropriately controlled. In this re­
search, we proposed the focusing method to appropriately control the lu­
minance threshold. We confirmed that this method works effectively on 
biomedical tissue. In the future, we will carry out a combination test with 
the micro laser system and achieve a precise operation system for brain 
tumors. 

Key Words. Neurosurgery, laser, focusing, threshold, and image process­
ing. 
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1. Introduction 

In current neurosurgical practice, surgeons can remove most of a tumor 
with an accuracy of a few millimeters by using a combination of conven­
tional surgical instruments, such as an electric cautery, and a com­
puter-aided navigation system. Nevertheless, residual tumor may induce 
recurrence and it is necessary to remove as much of the tumor as possible 
while keeping the normal tissue intact. However, it is difficult to know the 
exact boundary between tumor and normal tissue, and excessive ablation 
of the normal brain tissue will damage its function. 

For treatment of residual tumor, or tumors that cannot be treated by sur­
gical intervention, pharmacotherapy or radiotherapy is applied. These 
methods are effective; however, there are problems such as side effects. 

To solve those problems, we have proposed a novel approach to therapy 
using 5-aminolevulinic acid (5-ALA) and a micro-laser ablation system, 
with the boundary between the tumor and the normal tissue distinguished 
by the 5-ALA fluorescence in the tumor [1,2] and with accurate ablation 
of the tumor with the micro laser [3, 4]. The wavelength of the micro laser 
is 2.8 fim. Light with this wavelength is mostly absorbed by water, and 
therefore this laser is effective only on the surface of brain tissue, enabling 
precise ablation at the boundary between tumor and normal tissue. How­
ever, the focal depth of this laser is 1 mm, so the ablation depends on dis­
placement from the focal point. Therefore, a robotic automatic focusing 
system is necessary for the micro-laser ablation system. By the combina­
tion of the robotic positioning system and precise laser ablation, more ac­
curate and precise operation is realized. We developed an automatic fo­
cusing system for the micro laser ablation system, and the basic 
evaluations of its accuracy and following error were performed [5]. In this 
research, we have developed a new technique for controlling the threshold, 
which is appropriately designed for biomedical tissues. 

2. Method 

2.1 Desired specifications 

We set the following requirements for the automatic focusing system. 

1. Measurement without contact 
2. Measurement under strong lighting 
3. A compact mechanism that does not interfere with the surgical field 
4. Intraoperative and immediate measurement 
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5. Following error within 0.5 , which is half of the focal depth of the 
micro laser, mm at inclines of up to 45 degrees 

6. A velocity of the micro laser in operation of 2-4 mm/sec 

2.2 System configuration and measurement method 

Fig. 1 shows the system configuration of our automatic focusing system. In 
the system, position measurement was performed using a triangulation 
method, with a guide laser and a small CCD camera for measurement. The 
advantage of this method is that as light for treatment, with a wavelength 
of 2.8 jam, is not visible, the surgeon can identify the treated point by 
looking at the guide laser. In addition, as the mechanism is simple, it was 
easy to realize a compact device. 

Steppifig motor 

lm«^e processing board 
(Hitachi. IP'imQ) 

CCD 
camera Calculation of 

the center of 
gravity 

Motion control board 
. (Interface, PCI-7^B) 

Calculation of required 
distance 

Fig. 1. Overview of the automatic focusing system. First, the system acquires an 
image using the CCD camera. The guide laser spot is extracted and the image 
processor calculates the coordinate of its center of gravity. The distance of the fo­
cal point from the target brain surface is calculated using a triangulation method. 
This error is sent to the motion controller and the stepping motor corrects the posi­
tion. 

The guide laser and the CCD camera were fixed so that the axes of each 
component crossed at the focal point of the ablation laser. If the focal point 
passes along the target surface, the spot of the guide laser is observed at 
the center of the screen of the CCD camera. The distance between the sur­
face of the target and the focal point was calculated based on the dis-
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placement of the guide laser spot on the CCD image. Focusing was per­
formed by continuously monitoring the displacement of the spot. 

Fig. 2 shows a prototype of this system. The length of the device was 
225 mm. The weight without the ablation laser module was 0.6 kg. A laser 
diode with a wavelength of 532 nm was used for the guide laser. Although 
a red laser diode is more practical, penetration into living tissue is stronger 
than with the green laser, and as this penetration causes positioning error, 
as described in the next chapter, we selected the green laser diode. 

Fig. 2. Prototype of this system. The guide laser with wavelength of 532 nm and 
the CCD camera for measurement is set at the angle of 30 degrees 

The operating frequency of the system was determined by the image 
acquisition cycle of 16.7 ms, the computing time for the image processing, 
and the positioning time of the stepping motor. The time for image proc­
essing was about 16 ms or more, and the time for positioning was often 
less than 50 ms. the drive of the motor was processed simultaneously with 
the image acquisition and processing. Therefore, the operating period of 
this system was approximately 50 ms. 

The setting angle of the CCD camera and the guide laser was 30 degrees 
from the driving direction of the system. The resolution of the system, 
based on the resolution of the CCD camera, was 0.024 mm. 

The electric shutter speed was normally set to 1/4000 s. The purpose of 
increasing the shutter speed is to cut noise from lighting and diffuse reflec-
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tions. The image obtained was sent to the image processor, binarized by 
luminance level (eight bits), and spot extraction performed. 

3. Image Processing Technique 

The light radiated onto biomedical tissues is attenuated and penetrates the 
tissue according to its scattering and absorption features [6]. These optical 
properties vary with the type of target, for example brain cortex, white 
matter, or blood. We examined the relationship between target tissues and 
spot extraction. From this pilot study, we developed an appropriate spot 
extraction method for biomedical tissues. 

3.1 Spot extraction issues 

Blood has strong absorption feature around the wavelength of 532 nm [6]. 
Extraction of the spot was difficult in blood compared with brain paren­
chyma. To extract the spot successfully, it was necessary to lower the 
threshold in blood. On the other hand, if the threshold was too low, noise 
occurred, and extraction of the spot became impossible. 

The coordinates of the spot are determined by measuring its center of 
gravity. These coordinates contain error caused by penetration of the bio­
medical tissue. This is because the camera catches the light from the inside 
of the tissue. If the area of the extracted spot was large, the error increased. 

3.2 Threshold control 

If a luminance threshold is fixed to a high level, for a target such as blood 
it was impossible to extract the spot in some conditions. However, if the 
luminance threshold is low, the area of the spot becomes large, and then 
the error becomes larger. It is desirable to control the luminance threshold 
to an appropriate value, so that the area of an extracted spot is constantly 
small. We developed a threshold controlling method based on the rela­
tionship between the luminance threshold and the area of an extracted spot. 

We used a single mode fiber for the green guide laser with a wavelength 
of 532 nm. Its light intensity distribution depends on the normal distribu­
tion. If a target has only isotropic back scattering and no laser penetration 
efficiency, the relationship between light intensity and the distance from 
the center of a laser spot is showed in Eq. 3.1. 
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I^QXp(-d^l2(7^)ly[27T(J (3.1) 

Where / is light intensity, d is distance from the center of a laser spot, and 
a is standard deviation of the distribution. 

Although the laser penetrates into brain tissues, the relationship between 
light intensity and the distance from the center of a laser spot is similar to 
Eq. 3.1. The relationship between the luminance threshold and the area of 
an extracted spot was derived from Eq. 3.1. The luminance threshold cor­
responds to light intensity and the area of an extracted spot corresponds to 
the square of the distance from the center of a laser spot (see Eq. 3.2). 

7 = a e x p ( - M ) + c (3.2) 

Where Y\s luminance threshold, A is area of spot, and a, b, c are constants 
which are dependent on the target conditions. 
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Fig. 3. Relation between the luminance threshold and the area of the extracted 
spot and an approximated curve in white matter 

Fig. 3 shows the relationship between the luminance threshold and the 
area of an extracted spot, and a curve approximated from Eq. 3.2 for white 
matter. The values of a, b, c differ according to the target tissue conditions. 
These numbers were obtained with the luminance threshold 7, the area of 
an extracted spot^, and a histogram of luminance levels as follows: 
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1. A histogram of luminance levels was taken for a color image before 
binarization. 

2. c is the asymptotic value of the luminance threshold. We determined 
it as the value 40% from the top of the histogram, where the area of 
the spot exponentially increased. 

3. At the peak value of the histogram, Ymax, the area of the spot A^O, a 
was determined as follows: 

> ; a . - c = «exp(-fexO) = o (3.3) 

4. Then b was determined from 7and^ (Eq. 3.4). 

b = -\n{{Y-c)la)lA (3.4) 

When focusing, the approximated function was calculated using the 
above method for every process. We could assume the appropriate value of 
the luminance threshold used in the next process by this approximated 
function. The method of controlling the luminance threshold was as fol­
lows. Before focusing, AQ was set as the desired value of the area of the 
spot: sufficiently small to reduce the error due to penetration. 

1. Focusing started. 
2. The area of a spot, A^, was obtained with the luminance threshold ¥„. 
3. The approximate function for the relationship between Y„ and A^ was 

calculated (Eq. 3.5). 

r„=a„exp(-Z,„^„) + c„ (3.5) 

4. Yn, I was computed (Eq. 3.6), and used for the next process. 

r , , , = a , e x p ( - f e „ ^ J + c, (3.6) 

5. Return to 2). 

As the device is moving at a speed of 2-4 mm/sec and the target tissue 
is being ablated while focusing, the condition of the target tissue is chang­
ing with time. Therefore, the assumed value of the threshold based on the 
current process is not perfectly adapted to the next process. However, the 
operating period of this system is 50 ms and the distance moved during 
this period is 0.1-0.2 mm, and thus the conditions of the target may not 
differ much in each consecutive process. Therefore, this method may be 
sufficient to allow stable extraction of the laser spot. In the following 
chapter, we compared this method with a method using a fixed threshold. 
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4. Experiment 

The experiments evaluating the threshold control methods are described in 
this chapter. 

4.1 In vitro threshold control 

We compared the method of dynamically changing the luminance thresh­
old with a method using a fixed threshold. The device was moved on a 
phantom composed of IntraIipid-10% [7] with three different scattering 
coefficients, aligned in the order of 30, 21, and 12 cm"' at the wavelength 
of 532 nm. The coefficient of 30 cm"' is similar to that of white matter [6]. 
The width of each part was 10 mm and the interval between the parts was 
1 mm. Focusing was performed using the two methods. The velocity of the 
device was 2 mm/sec horizontally. In the method of controlling the thresh­
old, the desired value of the spot area A was set to 50 pixels. The lumi­
nance threshold was set to 100 in the fixed threshold method. 

The paths of the device are shown in Fig. 4. The error was minimal on 
the 30 cm* part; reduced to 0.14 mm on average with the threshold con­
trolling method. The area of the extracted spot was smaller and less vari­
able with the controlling method (Table 1). As the spot was rather large 
and luminous on the 30 c m ' part, this method worked most effectively. 
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Fig. 4. Paths of the device in vivo experiment. The blue line is the path with the 
fixed threshold. The red line is the path with the dynamically changed threshold 
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4.2 In vivo threshold control 

Two methods for luminance thresholding were evaluated in in vivo ex­
periments. The target was the surface of a porcine brain exposed by crani­
otomy under anesthesia. Focusing was performed while moving 10 mm 
horizontally at 2 mm/sec. In the method controlling the threshold, a desired 
value of the spot area^ was set to 50 pixels. The luminance threshold was 
set to 100 in the fixed threshold method. 

Fig. 5 shows the paths of the device. In the middle of the line, it was 
impossible to extract the spot using the fixed threshold method. Table 2 
shows the data related to the extracted spots as the average and standard 
deviation of the area of the spots and the success rate of the extraction. 
Although the success rate of the fixed threshold method was only 30% that 
of the controlling threshold method was 100%. Although the two lines in 
Fig. 5 indicate the same line on the brain, they do not coincide. It is as­
sumed that the reason for the difference was pulsation of the brain surface. 

5. Discussion and Conclusions 

We have developed a compact automatic-focusing system for micro laser 
instruments for neurosurgery [5], The wavelength of this laser is 2.8 |im 
and the laser is used for precise ablation of brain tumors [3, 4]. In this sys­
tem, position measurement was performed using a triangulation method 
with a guide laser and a small CCD camera. 

The light radiated onto biomedical tissues is attenuated and penetrates 
the tissue according to its scattering and absorption features. According to 
the condition of the target, the appropriate value for each measurement 
parameter was different. For example, it was necessary to appropriately 
control the luminance threshold in the image processing, and we developed 
a new technique for controlling the threshold. 

The methods of controlling the threshold and using a fixed threshold 
were compared. In in vitro experiments, the error when controlling the 
threshold was less than when using the fixed threshold. In in vivo experi­
ments, the error was also reduced, and the success rate of the spot extrac­
tion improved greatly. The threshold controlling method effectively 
worked for biomedical tissue. 

In the future, we will perform tests in combination with the ablation la­
ser to achieve a precise system for operation upon brain tumors. 
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1 . Introduction 

The vascular system transports various substances necessary to maintain 
life, such as oxygen and nutrients, through arteries which exhibit funtional 
changes of constriction and dilation in response to various kinds of stimuli. 
In addition, the arteries react to organic changes, such as hardening and 
softening, according to aging and different physical conditions. Therefore, 
when dynamic characteristics of arteries can be measured quantitatively 
without unnatural stimulation, it is possible to estimate the internal condi­
tion of the body not only during surgical procedures, but also activities of 
daily living, such as physical training. 

Many researchers have tried to reveal the dynamic characteristics of arte­
rioles. For example, Sawada et al analyzed the vascular tone and the ef­
fects of mental stress by estimating the vascular stiffness of the arterioles 
[1]. Also, Saeki et al estimated the compliance of arterial wall with a 
plethysmogram and arterial pressure measurements, and other similar stud­
ies have followed [2],[3]. These studies, however, dealt only with either 
stiffness or compliance, and dynamic vascular characteristics were not suf­
ficiently analyzed. 
The arterial wall is composed of smooth muscles, in which dynamic 

characteristics have been analyzed in detail. Barra et al measured time se­
ries of blood pressure and diameter of the brachial artery in conscious dogs, 
and calculated the stress-strain relations during vasoconstriction and vaso­
dilation using a modified Maxwell model [4]. They described the similar 
changes in stiffness and viscosity of smooth muscles according to the de­
gree of vascular contraction [5]. Meanwhile, the authors illustrated the dy­
namic characteristics of the human arterial wall by using mechanical im­
pedance including stiffness, viscosity, and inertia, and developed a new 



68 A. Sakane et al. 

technique to estimate the vascular impedance parameters in a beat-to-beat 
manner [6]. The method, however, was an invasive procedure because it 
was necessary to insert a catheter to measure the arterial pressure. 

In this paper, for non-invasive estimation of the vascular dynamic charac­
teristics, we propose a new method to estimate the vascular conditions 
beat-to-beat by measuring the arterial pressure non-invasively. In the pro­
posed method, the impedance parameters can be assessed from electrocar­
diograms, arterial pressure, and plethysmograms with the linear least-
squares method. Finally, we monitor vascular conditions using arterial wall 
impedance during surgical operations. The relevance of the proposed 
method is confirmed by comparison with the estimated results of the inva­
sive method. 

KeyWord Arterial Wall Impedance biosensor 

2 . Impedance Model of the Arterial Wall 

2.1 Arterial wall impedance 

For extraction of vascular features including biological signals, we esti­
mated the arterial wall impedance [6]. Fig.l illustrates the proposed im­
pedance model of the arterial wall. This model represents only the charac­
teristics of the arterial wall in the arbitrary radial direction. The impedance 
characteristic can be described using stress and strain of the arterial wall as 
follows: 

dc7{t) = Mds{t) + Bds{t) + Kds{t) (1) 

where d(y{t) = (j{t)-(j{t^)\ds{t)^ s{t)-s{t,^)\CT{t) is the stress ex­

erted on the arterial wall by arterial pressure; M , B , and K are the iner­

tia, viscosity, and stiffness, respectively; 6:(/), 6:(/) , and ̂ (/) are the strain, 

strain velocity, and strain acceleration of the arterial wall. /̂  denotes the 

time when the R wave appeared in each recognized ECG cycle. 
In order to estimate the impedance parameters given in (1), it is necessary 
to measure C7{t) and £:(/).The stress exerted on the tunica intima of the 
arterial wall is equal to arterial pressure. Then, the stress can be given as 
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<T(0-P , (0 (2) 
Tissue 

Tunica intima 
Fig. 1. Schematic description of the arterial wall impedance model 

where P^ {t) is the invasive arterial pressure. On the other hand, the strain 

of the arterial wall ^(/)is difficult to measure directly and noninvasively. 

Therefore, a plethysmogram Pi{t)\s used instead of e{t) as follows: 

si.)-'^ (3, 

where A^ is the mean value of absorbance [7]. 

2.2 Arterial wall impedance model 

The stress exerted on the arterial wall, (j{t), is expressed by the invasive 

arterial pressure, P^ (/) , given by (2), and the strain of the arterial wall, 

s{t), is represented by the plethysmogram, P^ (/), in (3). Then, the arterial 

wall impedance is estimated by using P^ (/) and P; (/) as follows: 

dP^(t) =M d Pi(t) + Bd Pi(t) + K dP^(t) (4) 

where ^ P , ( 0 - i ^ , ( 0 - i ^ , ( ^ o ) ; ^ ^ / ( 0 - / ^ / ( 0 - i ^ / ( ^ o ) ; ^ ^ / ( 0 - i ^ / ( 0 -

Pi (/Q);dPI (/) = Pi(t) - Pi (JQ). The impedance parameters included in 
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(4) are then given by: 

M = 
M 

B = 
B 

K = 
K 

A) A ^0 
(5) 

where the parameter M corresponds to the mass of the arterial wall exist­
ing in the measured part; B and K denote the viscoelastic properties, re­
spectively. Noting that the inertia, M, is sufficiently small in the transver­
sal arteries and can be ignored [8], the vascular dynamic characteristic at 
time t can be given as follows: 

m) 3̂<3 ^ % 

(6) 

1 ^ 5 

^ -c 
• I t s * -̂l5p-

1.0 
Tiinc(s] (a) *««^i»J (b) 

Fig. 2. The definition of shift time 

To estimate arterial wall impedance using the previously proposed 
method of [6], it was necessary to insert a catheter to measure the arterial 
pressure. In this paper, the non-invasive arterial pressure measured by 
Finapres (Finapres 2300, Ohmeda Corp.) is utilized to evaluate the dy­
namic characteristics of the arterial wall. However, the arterial pressure 
measured non-invasively is delayed compared with the invasive method, 
and the delay time affects the estimated impedance parameters. Therefore, 
the delay time must be compensated to estimate the impedance parameters 
with a high degree of accuracy. 

2.3 Compensation of the time delay 

The method proposed in this paper is explained using Fig.2. The solid lines 
and dotted lines respectively indicate the measured non-invasive arterial 
pressure and plethysmogram. At first, the time difference of the inflection 
points between the measured non-invasive arterial pressure and plethys­
mogram is calculated, where the inflection points are determined from the 
leading curves to the peaks of the waves. The difference is defined as 
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T^ (Fig.2(a)) and is used to modify the time difference between the inva­
sive arterial pressure and plethysmogram by leading the plethysmogram 
T^ (Fig.2(b)). Herewith, the system can compensate the variable time de­
lay beat-to-beat. 

Next, in order to compensate the constant delay included in the measure­
ments, a shift time, T^, is defined and is used to lead the noninvasive arte­
rial pressure (Fig.2(b)). Consequently, the impedance parameters are esti­
mated by using the shifted non-invasive arterial pressure and 
plethysmogram. The equation for estimating impedance parameters can be 
expressed as follows: 

dP^{t + T,) = BdP,(t + T^) + KdP,(t + T^) (7) 

v^horc dP„,it + T,) = P„,it + T,)-P„,it,+T,);dP^{t + TJ = P,(t + 

T^)-Pi{t^ -^T^), and P^hiO is the non-invasive arterial pressure. The 

optimum shift time is determined by using the following cost function. 
1 "^ 

EST,) = -Y.E{T,^p) (8) 
m p-\ 

EiT„p) = ^^^^^^^^t^^^^P^ (9) 

E n (p) E y (v) 

EliT„p) = -f^iB,{t,T„p)-B„.{t,T„p)) (10) 
2 

EAL,p)--t,{K.(tJ,.p)-K..(tJ,,p)) (11) 

where Bi and Ki are the impedance parameters estimated by using the in­

vasive arterial pressure; Bni and Km denote the estimated results of the 

proposed method; E ̂  and £ ^̂  are the mean square error of viscosity 

and stiffness; E ^ ^^^ and E f. ^^^ signify the maximum of E ^ and E j^ 

when the shift time T^is changed from 0 to 72ms; m is the number of 

subjects; and n is the number of estimated impedance parameters. When 
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the cost function, E^, of (8) is at a minimum, we conclude it as the opti­

mum shift time. 

3 . Impedance Estimation Experiments 

3.1 Experimental method 

Fig.3 illustrates the experimental apparatus used to estimate the 
impedance parameters. An electrocardiogram (ECG(/)), invasive arterial 

pressure (P^ {t)), non-invasive arterial pressure (P„^ {t) ), and plethys-

mogram (/^/(O) were measured simultaneously at the sampling frequency 
of 125 Hz. The invasive arterial pressure was measured through a 24-
gauge catheter placed in the left radial artery, while the plethysmogram 
was measured in the ipsilateral thumb (BSS-9800, Nihon Kohden Corp.). 
Also, non-invasive arterial pressure was measured in the ipsilateral middle 
finger (Finapres 2300, Ohmeda Corp.). 

Fig.4 illustrates an example of the biological signals measured from a pa­
tient undergoing transsphenoidal surgery (patient A). This figure plots the 
electrocardiogram, arterial pressure, and plethysmogram. Because the data 
were affected by some artifacts, such as light and mechanical stimulation 
on the patient's hand, the arterial pressure and plethysmogram were pre-
processed by using digital filters. The invasive and non-invasive arterial 
pressures were filtered out through a second-order infinite impulse re­
sponse (IIR) low-pass filter with cutoff frequency of 6 Hz and a first-order 

BSS-9KO0 

!Mij«Cfi: 

Fig. 3. Experimental instruments 
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IIR high-pass filter with cutoff frequency of 0.3 Hz. Meanwhile, the 
plethysmogram was filtered through an eighth-order finite impulse re­
sponse (FIR) low-pass filter with cutoff frequency of 15 Hz and a first-
order IIR high-pass filter with the cutoff frequency of 0.3 Hz. The R wave 
generally showed distinctly large amplitude, thus, it was used in this study 
to mark ECG signal divisions. Defining the time when the R wave ap­
peared in each ECG recognition cycle as t^, dP^ (/),dP^^ (t + T^ ),dP^ (/), 

dPi{t\dPi{t + T^) and dPi{t + T^) for the interval between the R 

wave and the subsequent R wave (RR interval) were used to determine the 
impedance parameters of (6) and (7). Because the previous RR interval 
was established each time an R wave was detected, the beat-to-beat arte­
rial wall impedance parameters B and AT could be estimated [6]. 

3.2 Estimation results 

The evaluation of the shift time was performed by using the biological sig­
nals measured from subjects who underwent surgeries {m = 4). The data 
were collected in a relatively relaxed condition during the operation, and 
estimated impedance parameters {n = 100) were used to calculate the cost 
function, E, of (9). Fig.5(a) shows the calculated results of the cost func­
tion E, where the sampling frequency was 125 Hz. These results revealed 
that the cost function, E, reached a minimum when the shift time T^ was 

32 ms or 40 ms for each subject. The individual difference was minimal in 
the measured data. Then, the average 
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Fig. 4. Examples of the biological signals measured from the patient A 

cost function, E^, of (8) was calculated. Fig.5(b) shows the result of the 

average cost function, E^. From this result, the shift time 7,y=32 ms was 
determined as the optimum shift time. 

The impedance parameters were estimated by using the shift time, 
7'̂  =32 ms. Fig.6 shows an example of the plethysmogram and noninva­
sive arterial pressure measured from patient A, where the figures (a), (b), 
and (c) represent the time courses of the variation in 
the plethysmogram dP^ (/ + 7^), the first derivative of the plethysmogram 

dPi(t -\-T^) , and the variation in non-invasive arterial pressure 
d^nbif ^T^d) ̂  respectively. The solid line and the dotted line, respectively, 
indicate the measured pressure and the estimated pressure obtained by sub­
stituting the estimated impedance parameters, B and K, and the measured 
plethysmogram to (7). Fig.6 shows that the vascular characteristics are 
well expressed with the proposed model in (7) because good agreement be­
tween measured and estimated pressures is obtained. From this result, it 
was found that compensation of the time delay was important to evaluate 



Non-invasive Monitoring of Arterial Wall Impedance 75 

the dynamic characteristics of arterial wall non-invasively. 

4 . Impedance Monitoring of the Arterial Wall 

The proposed method was used to monitor the impedance of the arterial 
wall during transsphenoidal surgery (patient A). Transsphenoidal 
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Fig. 5. The cost function with the shift time Td 
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Fig. 6. Example of the plethysmogram and the non-invasive arterial pressure 

surgery is one of the most typical keyhole surgeries, where the surgeons 
approach the pituitary tumor behind the sphenoid through the narrow nasal 
cavity to remove the tumor [9]. 
The estimated impedance is shown in Fig.7 which represents viscosity. 
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stiffness, and coefficient of determination, respectively. The value of 
7?̂  varies from zero to one, and small R means that the goodness of fit is 
low. In this paper, the estimated results, in which the coefficient of deter­
mination was greater than 0.8, were accepted as the estimated impedance. 
The patient underwent surgery accompanied by severe pain during 1800-
2500 s, and blood vessels constricted in the shaded area. Strong stimuli 
were not induced after the constriction of the vessels, and the estimated 
values remained stable relatively. During the latter part of the operation 
(after the dotted line of Fig.7), the effect of anesthesia was wearing off and 
the stiffness increased slowly 

^s 

i i j^ iMt>*i | i^ i>,^^tKf<>^ 

'III I rrIt T _, 'fipirrtl 
A I l l l l • I , J - J . A I III'I J I J L 
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(a) Inva&ive method (b) Non-invasive method 

Fig. 7. Impedance monitoring during transsphenoidal surgery (Patient A) 

It could be seen that the values of impedance parameters estimated by us­
ing the proposed method were different from the ones estimated by using 
the invasive method, especially, when the anesthetic wore off The differ­
ences were caused by attenuation of the non-invasive arterial pressure 
compared with the invasive one with vasoconstriction. However, since the 
estimated values of the proposed method showed similar changes to those 
of the invasive method overall, the validity of the proposed method was 
ascertained. 
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5. Conclusion 

We have proposed a non-invasive method to estimate arterial wall imped­
ance. For highly accurate assessment of the impedance parameters, we de­
fined the shift time and determined the optimal shift time through experi­
ments. The proposed method was then used to monitor the arterial wall 
impedance during surgery, specifically transsphenoidal surgery. The ex­
periments revealed that the changes in impedance corresponded with the 
surgical events. In like manner, the estimated impedance parameters exhib­
ited changes in response to various stimuli similar to the changes in the in­
vasive method. 

Future research will be directed to establish the modification method of 
the gap between non-invasive and invasive arterial pressure when the 
blood vessels are extremely constricted. Also, we will try to develop a 
practical system for estimating the vascular conditions non-invasively and 
ascertain the usefulness of the proposed method in general environmental 
conditions. 
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Chapter Overview. This paper proposes an advanced volume representa­
tion of 3D geometries and presents its application for volume visualization 
of medical images. 3D geometry is represented using cross sections of 
grids and visualized volumetrically using a slice-based volume rendering 
method. The developed framework achieves real-time visualization on 
general purpose PCs and graphic hardware. As practical application of the 
framework, on-demand extraction on 3D reconstructed images and volu­
metric representation in physics-based simulation like deformation and 
cutting are introduced. Performance and effectiveness of the proposed 
methods are confirmed in preliminary use. 

Key Words. Volume representation, 3D geometry. Interactive extraction, 
physics-based modeling. Medical imaging 

1. Introduction 

Visualization software and systems with computer graphics or image proc­
essing technologies are widely utilized in medical fields. In case of com­
puter aided diagnosis [1] and surgical planning [2], for example, medical 
doctors and researchers eager to visualize 3D region of interest flexibly 
and interactively on medical images. Because 2D images measured from 
CT or MRI are volumetric data composed by huge voxels, volumetric rep-
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resentation techniques [3, 4] are essential for enabling users to grasp com­
plex 3D structures interactively and intuitively. 

2D slice images or reconstructed volumetric images are commonly 
used in current preoperative planning or intraoperative navigation. Clip­
ping representation cut by flat planes [5] are useful to observe internal 
structure of human bodies. However, to observe and to extract 3D region 
of interest on demand, current visualization environments are not enough 
sufficient. For example, surface and texture of inner organs on recon­
structed images are difficult to be visualized on demand. Also, 3D shape is 
hard to be recognized through translucent volume rendering images. This 
situation consequently limits computer assisted diagnosis and geometrical 
modeling using volume data. Although other volumetric representation 
methods [6, 7] were proposed in the field of computer graphics, effective 
environment where users can define and change 3D geometry interactively 
on voxel data is not established. 

Polygonal representation is a popular approach to define 3D geometry 
and mainly used for interactive systems like a VR-based surgery simulator 
[8]. Although surface rendering expresses shape of 3D geometry effec­
tively, use of polygons has lots of problems in medical fields. Normally 
exhausting segmentation tasks are needed to define complex 3D shape of 
organs. More essential issue is large part of dataset including surface and 
internal textures are lost through surface reconstruction from CT/MRI im­
ages. Because any modification or loss of data is not allowed before diag­
nosis or preoperative planning, measured volume dataset should be di­
rectly visualized to physicians. 

Considering these requirements and issues, volumetric representation 
of 3D geometries has possibility of improving current medical software 
used for computer aided diagnosis, intraoperative support and surgical 
simulation. However, there are few reports that aim to visualize 3D ge­
ometries volumetrically. Although some studies developed original 
geometry models and performed volume deformation using volume texture 
mapping. [9, 10], their models are not compatible with general geometrical 
representation (e.g. tetrahedral grid). To perform both flexibility of con­
trolling geometry and adaptation to conventional physics-based modeling, 
compatibility with popular grid format should be taken into account. 

This study aims to establish an advanced volume representation 
method that enables to visualize 3D geometries volumetrically. The pro­
posed method supports on-demand extraction on 3D reconstructed image 
and enhances real-time graphic representation in physics-based simulation 
like deformation and cutting. In addition, real-time and fast volume visu­
alization is achieved on general purpose PC and graphic hardware. This 
paper presents details of the methods and introduces some practical appli­
cation in preoperative planning and surgical simulation. 
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2. Volumetric Representation of 3D Geometries on 
Medical Images 

This section explains overview^ of our concept by introducing some appli­
cation which utilizes both 3D geometry and medical images. Firstly, 3D 
geometry on voxel data can be used for setting 3D region of interest in 
preoperative planning or computer assisted diagnosis. On-demand extrac­
tion of 3D region on reconstructed volumetric image is performed. 

(b) 

Visualization 

3DGeomett7 Geornetry-based 
Clipping 

(d) 

Visualization 
1 

HI 
i ' i i i i i i i i i i illl 1 

New Geometry New Result 

Fig. 1. Applying 3D geometry to on-demand extraction of medical images: (a) 
Cylinder-shaped geometry defined on voxel data, (b) Volume visualization inside 
the geometry performs geometry-based volume clipping, (c) The geometry is 
changed and (d) Next clipped result is interactively visualized. 

Fig. 1 shows outline of on-demand extraction. Suppose voxel dataset of 
a human body measured from CT are prepared. In preoperative planning, 
inner structures like distribution of blood vessels and spatial relationship 
betw^een some organs should be checked sometimes using reconstructed 
3D images. However, blood vessels and inner organs like a heart cannot be 
observed unless users eliminate surrounded voxels of fat, skin, bone and 
other obstacle tissues. At this time, we prepare a 3D region mask. The 
mask is placed on voxel data (Fig. 1 (a)) and inside of the mask is visual­
ized volumetrically in real time (Fig. 1 (b)). This task shows a basic idea 
on on-demand extraction by geometry-based volume clipping. If users can 
modify the 3D region mask by changing its 3D shape, size and position of 
the geometry, new clipped results are interactively displayed (Fig 1 (c), 
(d)). Such interactive clipping or modifications of 3D region of interest be-
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fore or after algorithm-based segmentation, more flexible 3D extraction 
environment will be established. 

Another use of volumetric representation of 3D geometries is for visu­
alization of simulation results. Some general formats of volumetric geome­
tries (e.g. tetrahedral grid) can be directly applied to conventional geomet­
rical or physics-based models like finite element method (FEM). As shown 
in Fig. 2, we suppose users manipulate the geometry and geometrical 
transformation like deformation is simulated. Although currently popular 
visualization methods are based on polygonal rendering, the proposed 
framework visualizes simulation results volumetrically with deformation 
of surface texture and internal structures. 

(a) 

Volume 
Deformation 

Fig. 2. Geometry transformation with the proposed framework enables volume 
visualization of simulation resuU. For example, volume deformation is performed 
using physics-based model like finite element method (FEM). 

For integrating such geometrical representation into volume graphics, 
we use both 3D geometrical data and voxel data (i. e. medical images 
measured from CT or MRI). Because the geometry format must support 
volumetric representation, tetrahedral grid is employed for defining 3D 
geometry. Tetrahedral grid is suitable for 3D shape modeling and compati­
ble with several grid control models as described above. 

In order to realize this concept, fast volume visualization of 3D geome­
tries is indispensable. As 3D geometry is composed by tetrahedral grids, 
volumetric representation of entire grid is required. We try to solve this is­
sue using slice-based representation of grids and slice-based volume ren­
dering approach. The details of representation method and volume visuali­
zation technique are described in the next section. 
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3. Fast Volume Visualization of Grids 

3.1 Volumetric representation of a single grid 

To explain the volume visualization technique of entire grids, volumetric 
representation of a single grid is first described. This paper deals with tet-
rahedral grid for an example of 3D geometries. A basic idea is that each 
element is represented using not polygonal surface surface but cross sec­
tions SI, S2 ... of the element (see Fig. 3) 3D shape is precisely recon­
structed only if the distance betv^een cross sections is sufficiently small. 
Physical distance is not recognized on the condition that the eye direction 
is vertical to the cross sections. 

B 

Fig. 3. Volumetric representation of a single grid element: (a) Polygonal represen­
tation and (b) Volumetric representation using cross sections. 

Color information of the inside of the grid is visualized using a 3D tex­
ture mapping technique which is supported on standard graphic hardware. 
We suppose registration between grids and voxels is performed on world 
coordinate system in a virtual space. If current 3D positions of the vertices 
of cross sections are used as texture coordinates for referencing voxel data, 
volume clipping introduced in Fig. 1 is provided. In case of the situation 
when the grid is transformed and previous positions of vertices are used as 
texture coordinates, volume deformation illustrated in Fig. 2 is repre­
sented. 

3.2 Slice-based volume rendering of entire grids 

For applying this volume representation method to the entire 3D geometry 
which is composed by multiple grids, base planes are defined, (see Fig. 4) 
The base planes are placed where the grids are completely covered. The 
distance between neighboring base planes is constant D, and the normal 
vector parallels the eye vector in the virtual world. 
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Fig. 4. Volume slicing of entire grids. The distance between neighboring base 
planes is constant D, and the normal vector parallels the eye vector in the virtual 
world. 

Intersection between the base planes and the grids defines cross sec­
tions of all grid elements. Tv^o patterns of cross sections (called as base 
polygons in this paper) are detected as illustrated in Fig. 5. The base poly­
gons are registered in back to front order, and rendered using alpha blend­
ing w ĥile referring texture coordinates for all vertices on base polygons. 
Because base polygons of entire grids are created at each visualization 
step, slicing algorithms should be processed enough fast. Using distance-
based arrays, all vertices detected by slicing algorithms are directly regis­
tered without sorting process. 

Base Polygon 
Base Plane 

Fig. 5. Two patterns of intersection between a base plane and an element. Base 
polygons rendered with texture translucently in back to front order. 

The overall approach is based on volume slicing and slice-based vol­
ume rendering technique [4]. So far, volume rendering of tetrahedral or 
hexahedral grids employ voxelization [11] or cell projection approach 
[12]. However, because more than 10 million voxels are to be updated in 
some case of 256^ voxel data, fast visualization is difficult on current stan­
dard PCs. Since this approach renders base polygons of all base planes on 
normal graphic board, reconstruction of voxels is not required and fast 
visualization is performed. Also, definition of cross sections for each tetra­
hedral element is independently processed, which is suitable for parallel 
computing 
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4. Results and Application 

Overall methods v^ere implemented into a standard PC (CPU: Pentium4 
2.4GHz, Memory: 1024MB, GPU: nVidia Quadro4 900XGL) and a proto­
type system supporting on-demand extraction and volume deformation 
ŵ as developed. As interface for inputting 3D coordinates in manipulating 
3D geometry, the system prepares both window-based GUI with edit box 
and a PHANToM haptic device (SensAble Technologies Inc.). 

Measured CT data (256^ voxel) was applied to the developed system 
and several 3D extraction tasks were tried. Fig. 6 (a) shows volume ren­
dering result of entire voxel dataset. For this data, volume clipping was 
performed using sphere-shaped tetrahedral grid illustrated in Fig. 6 (b). 
The extracted result is demonstrated in Fig. 6 (c). In this test, the number 
of the region mask is 216 and distance parameter between based planes is 
set by 2. Overall calculation time from creation of cross sections to visu­
alization of clipped results was 23 msec. Thus, preparing grids whose 
shapes are close to region of interest effectively limits visible region and 
supports flexible observation of large volume data. The complexity of re­
gion mask is not needed only if visible region is sufficiently formed be­
cause level of details of the grid does not affect visualization results. 

Fig. 6. Geometry-based volume clipping using a sphere-shaped grid (a) Full 
volume, (b) Tetrahedral grid of representing 3D sphere (c) extracted volume 

Fig. 7. On-demand modification of visible area by scaling and deforming cylin­
der-shaped boundary: (a) Extracted volume by cylinder-shaped boundary, (b) Se­
lected region on 2D image and (c) Modified 3D visible region 
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Next, the authors tried to extract specific 3D region which includes 
only heart and blood vessels in lung area. As shown in Fig. 7 (a), cylinder 
shaped grid was placed on the 3D virtual body. The focus region is also 
confirmed through 2D sectional image, (see Fig. 7 (b)) The coloured area 
represents selected region. The large part of lung vessels is outside of the 
visualized area, and part of breast surface and other soft tissues should be 
eliminated. Changing scale of the mask contributed to covering entire lung 
region. Then, interactive deformation based on finite element based 
method eliminated surrounded soft tissue and enabled to fit visible region 
(Fig. 7 (c)). 84 sec was required throughout this extraction task. The trial 
confirms that volume clipping with deformable 3D grid efficiently sup­
ports interactive region extraction. 

Fig. 8 shows another use of the methods for visualizing internal struc­
ture on visible human dataset [13]. If the shape of the grid is same as ex­
ternal 3D contour of visible human head, reducing size of the grid effi­
ciently eliminates external frame (e. g. skin and bone) from the whole 
volume. Note that the external frame of human body structures is easily 
extracted using conventional region growing methods. Fig 8 (b-d) demon­
strates extracted results by reducing the size of the boundary grid which 
has the same shape of visible human's head. Details of brain surface and 
texture are visualized interactively without any image filtering or segmen­
tation algorithms. 

Fig. 8. Interactive extraction of inner structure of visible human head: (a) Full 
volume, (b-c) Reducing the size of boundary mesh, (d) Top view of extracted 
volume: brain surface and texture is interactively visualized. 
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Fig. 9. Interactive volume deformation of finite element heart model: (a) Intial 
heart volume extracted from CT dataset, (b) Tetrahedral grid for representing 3D 
geometry of heart, (c) FEM-based deformation result. Coronary artery is 
effectively visualized as surface texture, (d) Translucent image of the deformed 
heart. 

Finally, volume deformation example is demonstrated in Fig. 9. The 3D 
contour of the heart is roughly extracted using the developed volume clip­
ping framew^ork from CT dataset used in the previous test. After this inter­
active 3D extraction, color value filtering using specific thresholds and la­
bel smoothing is proceeded. Fig. 9 (b) shows tetrahedral grid with volume 
texture. The number of tetrahedra is 1134. Color look up table is also pre­
pared. If the wall of left chamber is pushed through PHANToM, volumet­
ric deformation is visualized as shown in Fig. 9 (c). The physical status is 
given by setting constant young modulus 5 MPa. Note that Fig. 9 demon­
strates volume visualization result of the developed framework and does 
not consider deformation accuracy. 

The developed framework performs more than 30 FPS and sufficient 
visual quality with not large number of tetrahedral elements. This achieved 
real-time performance is effective in the use of enhancing graphic repre­
sentation of interactive systems like VR-based surgical simulation. 
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5. Discussion 

This paper introduces 3D geometry and its volumetric representation on 
medical images, and demonstrated several applications for on-demand 
volume extraction and interactive volume deformation. Note that any seg­
mentation or physics-based simulation algorithms are mentioned. 

The results confirmed the effectiveness of on-demand extraction by 
manipulation of 3D geometry. Combining foregoing segmentation algo­
rithms [14] with the developed framework will improve applicability of 
anatomical segmentation and reduce overall segmentation cost. Further 
verification of the proposed interactive extraction methods in actual use 
case is necessary. Clinical trial and evaluation is planned by introducing 
the developed system into image-based diagnosis and 3D shape modeling 
from clinical dataset. 

Regarding volume deformation, simulation accuracy depends on the ap­
plied physics-based models. Because accuracy and interactive performance 
is incompatible, level of details of the grid should be chosen carefully by 
considering requirements of application. On the other hand, the proposed 
methods enable to enhance visualization quality of geometrical objects. 
Even a small number of elements are sufficient for visualizing surface and 
internal structure of organs. 

6. Conclusion 

This paper proposes an advanced volume representation of 3D geometries 
and presents its application for volume visualization of medical images. 
3D geometry is represented using sectional slices of general tetrahedral 
grids and visualized using slice-based volume rendering method. Simula­
tion results confirmed that the developed framework achieved fast volume 
visualization with surface and internal structure. 

As practical application, on-demand extraction on 3D reconstructed im­
age and volume deformation were introduced. Interactive manipulation of 
grid enables intuitive extraction of 3D region of interest. Even a small 
number of elements effectively visualize surface and internal structure of 
organs. Thus, the developed framework enables to advance graphical rep­
resentation in geometry-based modeling and physics-based simulation. 
Application in image-based diagnosis and 3D shape modeling from clini­
cal dataset is currently being developed. Clinical trial and evaluation of 
overall availability is also our future work. 
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Chapter Overview. The number of the people affected with life-style re­
lated diseases such as diabetes and hypertension is increased recently. The 
number of the amputations of the lower limb cased by such life-style re­
lated diseases is increased as compared with the external wound such as 
the traffic and labor disasters. In this research, we develop a prosthetic 
walking training system for lower extremity amputees that can be utilized 
from just after the amputation surgery based on virtual reality technology. 
This system can realize the walking rehabilitation even before completion 
of the temporary prosthesis. 

In this paper, structure of the developed system will be explained at first. 
Secondly, the experimental results of system evaluation by a subject with 
skillful prosthetic walking will be explained. Finally, application of the 
developed system to a patient just after a lower limb amputation will be 
described. The amputee can walk with prosthesis skillfully just after com­
pletion of the temporary prosthesis by training with the developed system. 

Key Words, lower limb amputees, walking training system, 
lower extremity prosthesis, virtual reality 
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1. Introduction 

In recent years, the number of the people affected with life-style related 
diseases such as diabetes and hypertension is increased. The number of the 
amputations of the lower limbs cased by such life-style related diseases is 
increased as compared with the external wound such as the traffic and la­
bor disasters. Walking training with a lower extremity prosthesis is started 
after completion of the temporary prostheses and three weeks or more is 
needed for completion of the temporary prosthesis. Complications are of­
ten caused if the amputee spends this term in lying in bed especially for 
elderly people. Consequently, social reintegration tends to be later since 
acquisition of the walking ability with the prosthesis gets later. Therefore, 
it is important to realize walking training with the prosthesis as early as 
possible after the amputation surgery. 

Many researches on walking training system for a person without ampu­
tation have been conducted. For example, Tani et al. developed the walk­
ing rehabilitation machine with virtual reality technique using a treadmill 
[1]. For prosthesis of lower limbs, there are many researches from many 
points of view. There are many researches on the mechanical aspects of the 
prosthesis. For examples, Goh et al. [2] evaluate the socket of the prosthe­
sis by means of pressure exerted on stumps. Fridman et al. [3] studied on 
the influence of alignment of the prosthesis to the gait. Some researches on 
training method for prosthesis have been conducted recently. For examples, 
Schon et al. [4] proposed a walking training method with a temporary 
prosthesis. Chow et al. [5] proposed a prosthetic training method by using 
auditory biofeedback. Consequently, there is no research on a prosthetic 
training system that is utilized before having a temporary prosthesis. 

In this research, we develop a prosthetic walking training system for 
lower extremity amputees that can be utilized from just after the amputa­
tion surgery. This system can realize the walking rehabilitation even before 
completion of the temporary prosthesis. Virtual reality technique is em­
ployed to realize virtual prosthetic walking environment. In this paper, 
structure of the developed system will be explained at first. Secondly, we 
propose a training procedure corresponding to individual's condition with 
the developed system. Then, the experimental results of system evaluation 
by a subject with skillful prosthetic walking will be explained. Finally, ap­
plication of the developed system to a patient just after a lower limb ampu­
tation will be described. The amputee can walk with prosthesis skillfiiUy 
just after completion of the temporary prosthesis by training with the de­
veloped system. 



Development of A Prosthetic Walking Training System for 
Lower Extremity Amputee 95 

2. Prosthetic Walking Training System for Lower Limb 
Amputees 

2.1 Structure of prosthetic walking training system 

In this section, the structure of our developed prosthetic walking training 
system is described. Fig.l shows the photo of the developed walking train­
ing system. Fig.2 illustrates the system diagram. As shown in Figs.l and 2, 
the virtual prosthetic walking training system consists of a virtual pros­
thetic part, a visual display part, and a computer software part. In the pros­
thetic part, there exist an intact part and an amputation part. A user stands 
on the virtual prosthetic part. In the amputation part, there exists a socket 
for amputated end. The image on the display is changed by stepping on 
each part by turns. 

Fig. 1. Overview of prosthetic walking training system 
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Fig. 2. System diagram 

As shown in Fig.3, the amputation part of the virtual prosthetic part has the 
pole and the socket as an interface between the system and the amputated 
end in order to reduce pain by concentrated load to the end. A user inserts 
amputated end into the socket. The socket is made by a cast to adapt the 
differences among individuals and temporal conditions. The pole is fixed 
to the floor firmly and height of the socket can be changed to adaptive to 
users' height. There exist force sensors in the intact and amputation parts to 
measure stepping force. Output values of vertical forces are amplified and 
inputted to the computer through D/A converters. In the computer software 
part, inputted vertical forces of the intact and the amputated ends are ana­
lyzed and the walking velocity in the virtual environment is determined. 

Fig.4 illustrates an example of the displayed graphic images of the walking 
road. A liquid crystal projector and a screen are utilized to display such 
images. 

Fig. 3. Amputation part 
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Fig. 4. Computer graphics of virtual walking road 

2.2 Walking rehabilitation using proposed system 

In this section, we propose a method to realize prosthetic walking rehabili­
tation by using the developed system. Fig.5 illustrates the flow of the train­
ing. First, a medical doctor diagnoses the individual's condition of the user. 
Then, the medical doctor determines a threshold of stepping force of the 
amputated end to generate walking. Namely, computer graphics of the 
walking road are progressed only when the load to the socket exceeds the 
threshold that is determined corresponding to the individual's condition. At 
the early stage of the training, small threshold is employed. The threshold 
is increased gradually corresponding to the recovery of the condition. The 
detail is explained in the next section. 

Diagnosing individual's 
condition by medical doctor 

I 
Determination of threshold of 

stepping forces to generate 
walking 

I 
Determination of walking 

velocity in VR environment 
based on stepping forces 

I 
Generating computer graphics 

1 
Stepping 

Fig. 5. Training procedure 
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2.3 Determination of walking velocity in virtual environment 

In this system, walking velocity in the virtual environment is determined 
by analyzing the vertical forces exerted on the intact and amputated ends. 
In addition, the velocity can be adjusted to a training phase. Eq. (1) is util­
ized to determine the velocity. 

v.=LIT / - I 
(1) 

where L denotes the step length of the user, and T, denotes the time when 
the load exceeds the threshold determined by win as shown in Fig.6, where 
w denotes a user's weight and the training parameter n is arbitrary positive 
number and subscript / denotes the values of /-th step. Namely, quick load 
yields large velocity. Consequently, the user has to produce the force ex­
ceeding the threshold to generate walking velocity. 

CD 
O 
u 
o 

w/ n 

Fig. 6. 
Time 

Definition of walking velocity 

It is expected that force exerted on the amputated end is not so large due 
to fear or pain at the beginning of the training. Thus, we set that walking is 
generated even by a small vertical force at the amputated end. Namely, the 
training parameter n is set to a large value. The threshold is gradually in­
creased corresponding to reduction of pain and the fear, that is, n is de­
creased. At the end of the training, n=l is set and the whole weight has to 
be loaded. This function allows us to realize the training adaptive to the 
individual conditions. 
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3. Evaluation of the system by skillful amputee of 
prosthetic walking 

3.1 Experimental conditions 

In this section, we examine whether the system can be applicable to the 
walking training. A male of 22 years old is employed as a subject. He had 
an above-knee amputation surgery of his right leg 4 years ago due to a traf­
fic accident. He utilizes prosthesis usually and can run on the flat ground. 
The weight is 60[kgf] and the threshold of the vertical force is set to 
20[kgf] by trial and error. Also, step length in eq. (1) is set to L=0.6[m], 
The training parameter is set to n=3, namely, threshold of the vertical 
force is 20[kgf]. In order to investigate differences of force patterns by 
walking velocities, the subject walked in three velocities. The three veloci­
ties of slow, normal, and fast are determined by the subject's subjectivity. 

First, the subject inserts the amputated end into the socket. After standing 
at rest, he starts the stepping foot and amputated end by turns for a minute 
to generate walking in the virtual environment. During the stepping, the 
subject gazes the screen. 

3.2 Experimental results 

The subject mentioned that stepping can be realized without pain on the 
amputation end. Figs.7-(a), (b), and (c) illustrate the time series patterns of 
forces of the intact side and the amputated side with slow, normal, and fast 
velocities, respectively. These figures show that this system can measure 
the forces smoothly. As shown in these figures, almost similar levels of 
forces are exerted on the amputated end and intact end. 
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Fig. 7. Experimental results of skillful amputee 
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Fig.8 illustrates the calculated walking velocities by the three stepping 
velocities. As shown in this figure, walking velocity can be controlled by 
changing stepping speed. 

Amputated end ^ Intact end []^ Both ends 

Fast Normal Slow 
Stepping speed 

Fig. 8. Calculated walking velocities 

4. Clinical Application 

4.1 Contents of training 

In this section, we apply the proposed system to an amputee just after an 
amputation surgery. The patient is 22 years old male. He had an above-
knee amputation surgery of his right leg September, 2003. The weight is 
60[kgf]. The application was done for a month from three weeks after the 
amputation. In the training, the step length in the virtual environment is set 
toZ=0.6[m]. 

First, the patient inserts the amputation end into the socket. He starts the 
stepping foot and amputated end by turns for a minute to generate walking 
in the virtual environment. Handrails are equipped in order to reduce 
stump pain. The walking velocity is not designated in advance. Namely, 
the subject determined his walking velocity. The frequency of the training 
is 5 times per day and around 3 times per week. The training parameter n 
is changed by a therapist based on the patient's condition. 
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4.2 Training results 

The subject mentioned that he had stump pain for three days from the start, 
but stepping can be reaHzed gradually without pain on the amputated end. 

Fig.9 illustrates the time series patterns of forces of the intact side and the 
amputated side. Fig.9-(a), (b) and (c) illustrate the results of the first day, 
two weeks and a month from the beginning, respectively. 

As shown in these figures, he could not load force at the amputated end 
and loading speed was slow at the beginning of the training. Two week 
later, he could load much force at the end and loading speed was faster. 
Finally the force and loading speed reached the same level as that of intact 
side a month later and incline of the force was increased. 
Fig. 10 illustrates transition of the maximum forces at the intact and am­

putated ends. As shown in this figure, maximum forces at the amputated 
end are gradually increased day by day and finally the force reaches simi­
lar level of that at the intact end. Fig. 11 illustrates the transition of the 
training parameter n. The parameter n can be decreased because the patient 
can generate larger vertical force at amputated end. Fig. 12 shows transition 
of walking velocity in the virtual environment. The walking velocity is in­
creased gradually by training with our system. 

And the patient can easily walk with real temporary prosthesis just after 
its completion. Therefore, we can conclude that the system can apply the 
prosthetic walking rehabilitation with our proposed training procedure. 
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5. Conclusions 

We proposed a new training system for prosthetic walking of lower limb 
amputee. Experimental results with a skillful amputee of prosthetic walk­
ing have shown that the developed system can measure forces exerted on 
the intact side and the amputated end and the smooth walking is realized. 
After that we have applied the system to clinical training of an amputee 
just after the amputation surgery. By using the system, the force exerted on 
the amputation end is increased gradually day by day and finally the forces 
reaches the same level as that at the intact end. Also, the training parameter 
n can be decreased because the patient can generate larger vertical force at 
amputated end. In addition, the walking velocity is increased gradually by 
training with our system. And the patient can walk with the real temporary 
prosthesis just after the training. Consequently, we can conclude that the 
system can apply clinical training. 
As the future work, the system will be applied to many other patients in 

order to show the effectiveness of the system. Also, we will develop walk­
ing mechanism with free natural walking. 
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Chapter Overview. We present an electrophysiological heart simulator 
equipped with sketchy 3-D modeling interface. It has been tedious and 
time-consuming to create the shape of heart for use it in the simulator. In 
this study, we developed a new simulator that is combined with a 
sketch-based 3-D modeling interface for the shape transformation. We also 
developed a semiautomatic method in order to save labor for pre-process 
of the simulation. The sketchy 3-D modeling interface increases the facil­
ity of computer simulation. 

Key Words. Electrophysiology, Simulation, and Modeling 

1. Introduction 

To better understand the mechanisms of fatal arrhythmias, we had previ­
ously developed a sophisticated human ventricular-shaped model with the 
use of computational techniques and visualization technology [1]. The 
3-dimensional model contains about 5.64 million volumetric myocardial 
units, of which membrane kinetics was represented by the Luo-Rudy-1 
equations (LRl) [2]. The LRl consists of the nonlinear ordinary differen­
tial equations with 8 variables, based the ionic channel activities of ven­
tricular myocardium. We had developed an electrophysiological heart 
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simulator for solving the differential equations holding about 45 million 
variables in total, and had implemented the actual calculation on a 
high-performance supercomputer. Using this simulator, we had simulated 
physiological electrocardiogram, and also had visualized the various elec­
trophysiological phenomena of arrhythmias in our ventricular-shaped 
model. 

The simulation technology should be applied to the clinical use in the 
future, and therefore it is imperative that we can use an individual ven­
tricular-shaped model based on the patient's data, and can execute the 
simulation as quickly as the need arises. As the computer hardware and 
software technology are progressing rapidly, it is possible to execute the 
electrophysiological heart simulation more quickly and precisely. How­
ever, the preliminary setup is required before calculating the simulation. 
We have to preliminarily construct the individual shape of patient's ventri­
cles. Not only the acquisition of patient's 3-D data but also the transforma­
tion of the volumetric data is important in order to simulate heart disease 
such as a morphological abnormality like hypertrophic cardiomyopathy. 
However, skilled operations are needed to transform the volumetric data. 
We consider that the shape-transformation could be an obstacle to execut­
ing the simulation using the individual data. Furthermore, we have to pre­
liminarily determine the parameter setting of ionic channel activity, the 
excitation sequences of the ventricular subendocardial layer, the position 
of extrasystole in the ventricular-shaped model, and so on. The subendo­
cardial excitation sequences are key in substitution for incorporating an 
actual Purkinje fiber network in the model. We had manually built the 
subendocardial excitation sequences based on the references of real human 
ventricles [3]. When we use the individual heart shape in the simulation, 
we need to set up some parameters and embed the subendocardial excita­
tion sequences in the ventricular-shaped model. However, such 
pre-processes require a lot of tedious work and time. We consider those 
pre-processes to be potential obstacles to the repetitive trial simulation. 

In this study, we developed a new electrophysiological heart simulator 
that has been combined with a sketch-based interactive 3-D modeling in­
terface for the shape transformation, and with a semiautomatic method to 
save labor for pre-process of the simulation. This study's objective is dif­
ferent from the former large-scale simulation performed on the 
high-performance supercomputer. Instead, it is a simple, real-time simula­
tion combined with an interactive modeling interface. The aim of this 
study is not to perform an accurate and detailed simulation, but to enhance 
the capability of the computer simulation by using a 3-D modeling inter­
face. 
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2. Method 

2.1 Sketchy 3-D modeling 

Our new simulator equips a sketchy 3-D modeling interface for the trans­
formation of ventricular volumetric data. The 3-D modeling interface is 
based on the "Teddy" [4] software. Teddy is a sketch-based interactive, 
quick and intuitive 3-D modeling software. When the user draws 2-D 
freeform strokes interactively on the display like sketching, the system in­
fers the user's intent and executes the appropriate editing operations 
(Fig.l). Teddy is suitable for the rapid construction of simple and ap­
proximate models. 

By using the Teddy software, we can construct a simple ventricular 
model very quickly (Fig.2). First, the user draws a closed stroke on a blank 
canvas (Fig.2(l)), and then the system automatically generates plausible 
3-D polygonal surfaces (Fig.2(2)). Next, the user draws a stroke that runs 
across the object, and then the system cuts the object on a plane that 
de-fined by the viewpoint and the stroke (Fig.2(3)). Fig.2 (5) and Fig.2 (6) 
show the digging operation by the two strokes. In this way, we can obtain 
a rough shape of ventricles within minutes. 

We can also edit the object after loading pre-existing shape data. Figure 
3 shows the transforming operations of the ventricular model that obtained 
from a real human volumetric data. In this study, we added the "expand" 
operation to original Teddy software as a suitable operation for this study. 
Using the expanding operation, we can expand the ventricular thickness, 
assuming the hypertrophic cardiomyopathy. 

The sketchy 3-D modeling interface was written in Java^'^ and we can 
create and modify the model interactively on an ordinary personal com­
puter (PC). 

2.2 Semiautomatic pre-process method for the simulation 

Next, we obtained a ventricular model as voxels converted from the po­
lygonal data. And we extracted the subendocardial layer automatically 
from the ventricular volumetric data by using image-processing techniques 
e.g. region growing method. Then we built the excitation sequences onto 
the extracted subendocardial layer by manually specifying the earliest ex­
citation sites, which correspond to the distal ends of the left and right Pur-
kinje bundles. Finally, we defined the extrasystole position for the ar­
rhythmic simulation. 
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Fig. 1. Sketchy 3-D modeling interface on a Tablet PC. 

S\ D 

Fig. 2. Creating a simple ventricular model by the sketchy 3-D modeling, 
(1-8) Create, cut, and digging operations by input strokes (red), 

(9) A generated object with mesh display. 

Fig. 3. Modifying the actual human's ventricular model, 
(a) expanding the thickness by one input stroke (red), 
(b) bending the model by two strokes (red and blue). 
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2.3 Electrophysiological heart simulator on a standard PC 

We have developed new application software that implements the simple 
electrophysiological heart simulator on a standard PC. By using this soft­
ware, we can execute the simulation immediately after modeling the shape 
of the heart and we can visualize the results in real-time. 

The simulation software handles ventricular volumetric data as 
64x64x64 voxels. The membrane kinetics of those myocardial units is 
represented by the FitzHugh-Nagumo equations (FHN) [5, 6]. The FHN 
consists of the nonlinear ordinary differential equations with 2 variables 
and needs lower computational resource than LRl. The FHN is not di­
rectly based on the ionic channel activities of ventricular myocardium, but 
it gives an approximate representation properly for our simple electro­
physiological simulation on a PC. 

Our program's screenshot is shown in Fig.4. In our new application, we 
can execute the simulation using two models simultaneously for easy 
comparison. The Marching Cubes [7] method is used for visualizing ven­
tricular volumetric data. The simulator was created using C++, 
OpenMP^^, OpenGL® and so on. 

3. Results 

We run the sketchy 3-D modeling interface and the simple electrophysio­
logical simulator on the same PC. The original shape of ventricles was 
constructed based on geometrical data of the actual human ventricle 
(Viewpoint DIGITAL^^). By using the sketchy 3-D modeling interface, 
we were able to create some shape-transformed ventricular models easily 
and quickly. Using our new simulator, we built the excitation sequences 
semiautomatically onto the subendocardial layer of the ventricular models. 
Then we were able to observe the visualized results of the electrophysio­
logical simulations immediately. We observed various electrophysiological 
phenomena (dissipation, breakup, sustainment, meandering, and so on) in 
the difference of the heart shapes (Fig.5). Table 1 shows the time required 
for numerical calculation and visualization per 1 fi-ame on the PCs. The 
frame rate is from 0.5 to 2 frame/sec. 
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Fig. 4. Electrophysiological heart simulator on a standard PC. 

(b) transformed model 

Fig. 5. Various electrophysiological phenomena by difference of the ventricu­
lar shapes. 

Table 1. The time required per 1 frame on a simple simulator 

MPU OS Calc. Time Vis. Time" 
Xeon/2.8GHzx2 " GNU/Linux 0.29s 0.11s 
Pentium4-M/2.2GHz Windows2000 0.45s 0.06s 
PowerPC7445/867MHz Mac OS X 1.48s 0.42s 
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4. Discussion 

As computer software and hardware technology is advancing rapidly, elec­
trophysiological simulation has been able to become more precise. Mean­
while construction processes of the ventricular-shaped model need more 
consideration. Our sketchy 3-D modeling interface and the semiautomatic 
pre-process method save us unnecessary labor and enable us to create more 
effective simulations using the individual and transformed models. 

Usually CAD (Computer Aided Design) system is usually used for 
modeling the shape of heart in the computer simulation. CAD system is 
suitable for precise modeling, but it has some weak points when dealing 
with rotund objects like organs. Image-processing techniques are used for 
generating a 3-D volumetric organ model from MRI or CT data, but it is 
difficult to automatic extraction the target region from image sequences. 

Fig. 6. Overview of this study's concept: increase the facility of computer simula­
tion. 

Fig. 7. Visualized results of large-scale simulation on supercomputer. 
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Some time-consuming procedures are necessary for obtaining a 3-D 
model. In this study, because we have integrated the modeling interface 
with the simulator, we can handle the shape transformation of the ven­
tricular model easily in the simulation research. For example, we can "ex­
pand" the shape of the model with only one stroke. Then we can execute 
the simulation easily with estimating morphological abnormalities, such as 
hypertrophic cardiomyopathy. We observed that the ventricular shapes do 
influence the electrophysiological phenomena. 

The sketchy 3-D modeling interface is suitable for not only transforming 
the existing model, but also creating a new model. In the future, the 
sketchy interface can be applied to assist the extraction procedure from 
medical image sequences obtained from MRI, CT and echocardiography. 
Usually, a large-scale electrophysiological simulation requires powerful 
computational resource and much time. Our simple system that can be cre­
ated on an ordinary PC has some limitations in accuracy and scalability 
because of limited computational resources for numerical equations repre­
senting myocardial membrane kinetics. However, our system has unique 
merits that can be observed in real-time as soon as modeling the shape of 
heart has been completed. Our system enables us to execute repetitive trial 
simulation and makes it easy to observe the significant data. It also enables 
us to increase the potential for a large-scale precise simulation (Fig.6). 
Additionally, we ran a large-scale electrophysiological simulation that was 
previously developed. We used an NEC SX-6/8A supercomputer for the 
computation. The polygonal data of the transformed ventricular model 
were converted to 300x300x300 voxels and each unit was represented by 
the LRl. LRl is more complex than FHN and needs remarkably higher 
computational resources. Required time to perform a 1,000msec simula­
tion was about 3 hours. We used volume-rendering techniques [8] for 
visualizing the results. In the large-scale simulation, we observed various 
electrophysiological phenomena in the difference of the heart shapes. In 
Fig.7, the original shape (left) became sustainment caused by extrasystole, 
and the transformed shape (right) changed over from sustainment to 
breakup. 
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5. Conclusion 

Integrating the sketchy 3-D modeling interface with the electrophysiologi­
cal heart simulator enables us to save the labor required for repetitive trial 
simulations using the individual and transformed ventricular models. Our 
system equipped with a sketchy 3-D modeling interface enables us to in­
crease the facilities of the computer simulation. We expect that, in the fu­
ture, our simulator would be used for the research and clinical purposes, 
and also as an educational tool for medical staffs. 
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Chapter Overview. It is expected to develop an intelligible diagnostic 
system of temporomandibular disorders (TMD) for both medical doctors 
and patients. This study proposes a display system that visualizes motion 
of the human mandible. The system integrates two engineering methods. 
One is an optical motion capture technique for measuring the mandibular 
movements. The other is an individual modeling method based on the 
X-ray CT data. It is important to know exact mandibular movements for 
the proper diagnosis. This paper discusses experimental verification of the 
total performance of the system using a device of hinge movement. The 
verification clearly shows that precision of the model has a great effect on 
accuracy of the movements. The total performance of the system is 
achieved within an accuracy of 0.2mm at the hinge of the device. The sys­
tem provides not only three-dimensional visual information of the man­
dibular movements as animations but also quantitative information of po­
sition, velocity and acceleration at an arbitral point of the model. The 
system will be useful for informed consent in medical treatments of TMD. 

Key Words. Medical imaging. Temporomandibular disorders. Patient-
specific modeling, X-ray CT 
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Introduction 

It is very important to understand a motion of a mandibular condyle indi­
vidually for proper diagnosis and treatment of temporomandibular disor­
ders (TMD). Recently, some optical devices to record mandibular move­
ments have been proposed. The non-contacting measuring devices have an 
advantage of permitting a masticatory movement of a patient under almost 
natural conditions. 

There are some reports to evaluate mandibular movements using Gna-
tho-hexagraph (JM-1000, Ono-sokki Co.) [1][2]. Gnatho-hexagraph is an 
opto-electronic system with six degrees of freedom. This device consists of 
a facebow and a headframe with three LEDs on each frame. Two CCD 
cameras take time-series pictures of the positions of the LEDs, and the 
motions of the facebow and the headframe are calculated. Latest version of 
the system enables to display the movement with several 
three-dimensional mandibular models prepared in advance [3]. However 
the system has several problems although the visualization is useful for 
clinic. One of the problems is that the shape of the prepared mandibular 
model is different from that of the subject in the motion capturing. The 
geometrical difference of the mandibular shape causes an incorrect visu­
alization such that a condyle and a mandibular fossa overlap even if mo­
tion-capturing data are fully accurate. The other problem is that the head-
frame possibly causes inaccuracy of motion capture because they are not 
directly fixed the skull. 

In order to compute exact mandibular motions, it is essential to obtain 
geometrical relationship between motion-capturing devices and anatomical 
structures. For this purpose, the X-ray CT image of a patient with the de­
vices is most appropriate solution. The original research of the authors 
aimed to indicate the mandibular movement using a cephalometric radio­
graph or laminated layer image obtained from X-ray CT data [4]. In the 
successive studies, we developed a display system of individual mandibu­
lar movement using patient-specific finite element models [5] [6]. In the 
recent past, another research group reported a similar system with the same 
concept with us [7]. However, the quantitative accuracy of the system was 
not described in the paper as well as our previous studies. This study fo­
cuses on the improvement of the accuracy of the system. 
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Display System of Mandibular Movement 

Overview of the System 

The procedure of our display system of individual mandibular movement 
is shown in Fig. 1. There are several tasks to display mandibular move­
ments. Firstly, optical markers are provided for motion capture of the hu­
man mandible. As the markers, we employ acrylic fluorescent balls that 
glow under UV-A lights often called "black lights." A facebow equipped 
with the markers is designed to fit the human face as shown in Fig. 2. The 
facebows are attached to the labial surfaces of upper and lower incisors 
with cyanoacrylate adhesive. Three-dimensional mandibular movements 
are measured by two cameras. 

Secondly, the patient with facebows is subjected to X-ray CT. Based on 
the CT images, individual models of a skull and a mandibular bone are 
generated. 

Thirdly, coordinate transformation of the mandibular model is per­
formed according to the three-dimensional motion data, and an animation 
of the mandibular movement is displayed. The following subsections de­
scribe details of these tasks. 

Patient with optical markers 

" ^ W~~ 

Measurement of 
mandibular movement 

Scanning of X-ra\ CT images 

Patient-specitlc modeling of 
skull and mandibular bone 

kr>'~.r>V>^J^'j^t^*i^i^y^''MSX 

Combmina of motion data and mandibular model 

Visualization of 
three-dimensional individual mandibular movement 

Fig. 1. Diagram of the 3D display system. 

(b) The facebow with the optical markers. 

Fig. 2. Schematic diagram and 
fabrication of the facebow. 
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Motion Capture 

The two CCD cameras capture the motion of the optical markers attached 
to the facebows. Our current system is composed of two black-and-white 
CCD cameras (XC-7500, Sony Co., Japan) and two personal computers. 
The motion is recorded in the computers as time-series images with a sam­
pling rate of 3 OHz. 

Motion data of the facebows are computed as the following procedures 
after the camera capturing. First, the positions of the markers are extracted 
as contours based on the brightness of each image. Next, best-fitting equa­
tion of a circle for each contour is solved by a least square method. Then, 
the direct linear transformation (DLT) method computes three-dimensional 
coordination of the markers. Finally, coordinate transform matrices of the 
skull and the mandible are computed using the coordinates of the three 
markers equipped to each facebow. 

Patient-Specific Modeling 

The patient-specific models are generated by our proposed modeling 
method [8][9]. Figure 3 shows patient-specific models of a skull and a 
mandible using the proposed method. To display the mandibular move­
ment as an animation, we extract a surface polygon model from the finite 
element model. Since the finite element model is applicable to stress 
analyses, it is possible to build a new system that integrates stress and mo­
tion analyses in the future. 

The geometrical relationship between optical markers and anatomical 
structures are also computed by use of the CT images. Three-dimensional 
coordinate transformations of the models are performed according to the 
matrices obtained by the motion capture. As the developed application 
software utilizes OpenGL, we can observe the motion from arbitral view­
point with simple mouse operation. 

Fig. 3. Patient-specific models of a skull and a mandible. 
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Accuracy Evaluation 

Evaluating the total performance of the system is essential to apply the 
system to medical diagnosis of TMD. Since the system combines the mo­
tion capture technique and three-dimensional models of bones, the verifi­
cation in the state of motion is indispensable. In order to verify the per­
formance of the system, we employ a mechanical device that performs 
opening-closing motions. The device consists of two acrylic square levers 
(20mm X 20mm x 100mm) that are connected each other with a rotation 
shaft (diameter=6mm.) The facebows are attached to the device. A den-
tomaxillofacial conebeam CT system (CB MercuRay, Hitachi Medical 
Co.) takes CT images of the device. This CT system outputs volume data 
of the device with a nominal voxel size of 0.377mm^. 

The opening-closing motion was performed by moving a lever while 
fixing the other one. The motion was recorded with a sampling rate of 
30Hz. The verification showed that the total performance of the system is 
achieved within an accuracy of 0.5mm at the shaft. The calculated position 
of the shaft contained slight periodical fluctuation. We examined the cause 
of the fluctuation of the shaft expecting that the error of the computational 
position of the shaft causes the periodical fluctuation. We measured the 
actual size of the device and adopted the rectified voxel size: 0.373mm^. 
The geometrical model was generated according to the rectified size. Re­
calculated position of the shaft is shown in Fig. 4. The total error of the 
position decreases to 0.1mm in z direction and 0.3mm in y direction. That 
is, calibration of the CT device is a key element to obtain the exact motion 
of the mandibular condyles. Although there remain larger errors in >̂  direc­
tion compared to z direction, the total accuracy of the system satisfies the 
requirement on a practical level. 

L y I 

0.5 1.0 1.5 2.0 2.5 3.0 [sec] 

Fig. 4. Fluctuation in the position of the shaft (revised model.) 
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Application to Human IVIandibular Movements 

For confirmation of the effectiveness in the clinical field, the system was 
applied to a human subject who was a volunteer of a male adult, aged 22 
years. He has no clinical history of TMD, but a slight single click sound on 
opening at the left-side condyle. The following fundamental mandibular 
movements were investigated: voluntary border movements in the sagittal 
plane, lateral excursion movements, and actual mastication of a chewing 
gum. The movements for about 3-sec period were recorded with a sam­
pling rate of 30Hz. Figure 5(a) shows the state of capturing mandibular 
movements. The measurements of the mandibular movements are per­
formed in an ordinary consulting room. Figure 5(b) shows the snapshot of 
the developed system. 

The proposed system utilizes the patient-specific model that reflects ex­
act shapes of the skull and the mandibular bone of the patient. This enables 
to provide not only three-dimensional visual information of the mandibular 
movements as animations but also quantitative information at an arbitral 
point of the model. Figure 6 shows trajectories of left and right condyles in 
the border movement of the subject. The right condyle shows almost same 
trajectory in each opening and closing motion. On the contrary, the posi­
tion of the left condyle indicates slight different trajectory in each move­
ment. The difference of the motion was clearly observed in the animation 
of the mandible. 

(a) (b) 

Fig. 5. Measurement of mandibular movements of a human subject (a), and 
visualization using the proposed system (b). 
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(b) Positions of condyles in time sequence (unit of length: 2mm) 

Fig. 6. Computed results of positions of condyles in border movement. 
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Fig. 7. Changes in velocity and acceleration of condyles in border movement. 

Figure 7 shows the changes in velocity and acceleration of condyles in 
the border movement. The velocity and the acceleration are calculated as 
following processes. First, a three-dimensional interpolation of the posi­
tions of condyles is computed using a cubic spline. Then, the velocity and 
the acceleration in time-series are calculated. The changes in the velocity 
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Fig. 8. Changes in velocity of condyles in the lateral excursion. 

and the acceleration of the left side condyle are quite larger than those of 
the right one. Figure 8 also shows changes in velocity in the lateral excur­
sion movements. The subject was asked to move his mandible to each side 
in the same way, however there is a significant difference in the velocities 
of condyles. That is, the motion analysis method of the system enables to 
detect slight symptoms of TMD. 

Discussions 

The current facebow demonstrated effectiveness for measuring mandibular 
movements as mentioned above. However the facebow is not applicable to 
another person because that has been designed for a specified person. It is 
desirable that the facebow satisfies the following requirements. 

1. The optical markers should be located at the positions adjacent to the 
mandibular condyles in order to measure the motion of mandibular 
joints with a high accuracy. 

2. The device should be made with non-metallic parts to suppress metal 
artifacts in CT images. 

3. Attachment of the device to a patient should be easy for rapid 
diagnoses. 

4. The device should be applicable to any patients for diverse and 
high-quality medical care services. 
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1 optical markers | 

(a) The new facebow with indicators. (b) Modeling process of the brace. 

Fig. 9. Proposal of the new facebow. 

Taking into consideration of these requirements, we design a new face­
bow. First, the new facebow is divided in two parts; an arch with the opti­
cal markers and a brace for connection to the surface of the teeth. The arch 
of the new facebow is designed to be larger than the current one because 
the current facebow is too small to apply to various patients. Since it is dif­
ficult to fit the large arch in the scan area of the CT, we introduce multiple 
indicators as illustrated in Fig. 9(a). The indicators are utilized to extrapo­
late the positions of the optical markers that are out of imaging area. The 
extrapolation method enables to use high-resolution CT images without 
decreasing CT image quality to fit the whole arch in the image. 

A three-dimensional scanning data of dental casts (plaster model) of a 
patient is obtained by a contact type digitizer. The data is converted to a 
CAD data of the brace, and then the patient-specific brace is fabricated 
using a rapid prototyping as shown in Fig. 9(b). This modeling process re­
duces not only the cost of the facebow but also operations of medical doc­
tors to attach the facebows to patients. Besides, the brace is applicable not 
only to a patient with a normal bite but also to one with an overbite. The 
brace is attached to the surface of premolars if a patient has an overbite. 
The performance of the display system using the new facebow will be 
confirmed in our further study. 
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Conclusions 

This paper described the display system of mandibular movement using a 
patient-specific model was proposed. We examined accuracy of the system 
using the device with the opening-closing mechanism. The examination 
revealed that the total error of the system decreases to 0.3mm by rectifica­
tion of the CT image. The system was applied to a human subject, and 
showed the ability to detect slight symptoms of TMD. The system will be 
useful for informed consent of patients as well as the adequate medical 
treatments of TMD. 
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Chapter Overview. We developed a master-slave robot system assisting 
minimally invasive abdominal surgery. It realized a large working space 
and compact mechanism. The slave robot consisted of three modules; ma­
nipulator-positioning arm, forceps manipulator, bending forceps with 2 
DOFs. Manipulator-positioning arm had 6 DOF. Each DOF was passive 
and had only pneumatic-drive braking mechanism. The system was de­
signed so that three manipulators are operated cooperatively. Thus, the 
three positioning arms were mounted at the suspending device. We inte­
grated the sophisticated forceps such as bending forceps, bipolar electric 
cautery, and semiconductor laser forceps, which can create the next gen­
eration of surgery. We also developed a novel wide angle-view laparo­
scope using two wedge prisms. It was compact and safe because it did not 
require moving or bending to move the view. The robot is controlled by a 
surgeon using a master manipulator system developed by Mitsuishi et al. 
Each DOF had enough working range and satisfactory performance in ex­
periments simulating clinical environment. 

Key Words. Surgical robot. Minimally Invasive Surgery, 
and Laparoscopic Surgery 
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1. Introduction 

Laparoscopic surgery is widely performed as a means of minimally inva­
sive surgery. In this method, surgeons make 3-4 holes on the abdominal 
wall, and entire operations are conducted inside the cavity through the 
holes using thin scope and long-handled surgical tools such as forceps and 
scalpel. Compared with the conventional laparotomy requiring large inci­
sion on the abdomen, laparoscopic surgery has benefits for patients be­
cause of its small invasion; reduction of postoperative pain, discomfort, 
medication, and the time needed for recovery [1]. It has, however, some 
difficulties for surgeons. Forceps have the limited Degree of Freedom 
(DOFs) (two DOFs for orientation of forceps, two DOFs for insertion and 
rotation of forceps) and limited DOFs reduce the dexterity of the surgeon. 
Procedure is operated symmetrically around the incision hole, so that sur­
geon gets confused. Thus, this procedure requires great skill and stress for 
surgeons. To solve these problems, surgery- assisting robots with mas­
ter-slave system, such as da Vinci® [2], have been clinically applied to 
thoracic and abdominal surgery. These robots enhanced the dexterity and 
ability of surgeons, which contributed to the higher quality and more pre­
cise operation that could not be realized using conventional forceps. They, 
however, have some problems, such as; 

- Large size for conventional operating theatres. 
- Occupancy of operating space above the abdomen. 
- Collision with manipulators or surgeons. 
- Lack of end effectors with advanced surgical instruments such as 

laser surgical instruments and ultrasonic scalpel. 
The purpose of this study was to develop a compact surgical-assisting 

robot system with enough working space, which functions as a 
master-slave robotic system. We developed a new master-slave robotic 
system with three forceps operating cooperatively that corresponded to 
both hands of surgeon and assistant. We also developed functional forceps 
with as semi-conductor laser coagulator and bipolar electric cautery. We 
evaluated the feasibility of the system. 

The robot consisted of three modules; manipulator-positioning arm, 
forceps manipulator, bending forceps with 2 DOFs including integrated 
semi-conductor laser coagulator and bipolar electric cautery. Manipulator-
positioning arm had 6 DOF. Each DOF was passive and had only 
pneumatic-drive braking mechanism. The system was designed so that 
three manipulators are operated cooperatively. Thus, the three positioning 
arms were mounted at the manipulator positioning arm. 
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Fig. 1. Limited degrees of freedom in laparoscopic surgery: Mechanical constraint 
is set at the insertion hole. Thus surgeons must manipulate forceps opposite to the 
motion of the forceps's tip. 

2. Configuration of Robotic System for Less Invasive 
Abdominal Surgery 

2.1 Manipulator-positioning arm 

We used a surgical microscope arm (CYGNUS®, Mitaka Kohki, Japan) 
for manipulator positioning arm. The arm was approved as a surgical de­
vice and had shown actual performance in the operating theater. It had six 
DOFs using parallel linkage mechanism for the position and spherical 
bearing for attitude. Each DOF was passive and had a disk brake with 
pneumatic-drive releasing mechanism. It had advantages in the points that 
it would keep braking and never release in case of electric power down and 
that we could move the arm with larger torque than the rated torque. We 
used this arm for the rough positioning of the whole manipulator. In an 
abovementioned emergency, we will only move it so that surgeons can re­
sume the operation immediately [3]. 

This system aimed to operate three forceps manipulators equivalent to 
the surgeon's both hands and an assistant's hand cooperatively. Thus, at 
the edge of microscope arm, three 6- DOF arms were mounted for each 
forceps manipulator; passive 2-DOF positioning in the horizontal plane 
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using Selective Compliance Assembly Robot Arm (SCARA), 1-DOF posi­
tioning for vertical motion using linear actuator, passive 3-DOF (roll, 
pitch, yaw) positioning for the direction of the manipulator using spherical 
bearing with pneumatic-drive breaks. These arms were used for precise 
positioning of each forceps manipulator respectively. The working space 
of each arm was R300 [mm] x H200 [mm] and wide enough to cover the 
whole abdomen. 6-DOF arms enabled the intuitive arbitrary positioning. 

The pneumatic-drive braking had two switches and could be released by 
pushing both buttons at the same time. Multiple buttons using an AND 
logical function enhanced the safety and the brake would never released by 
accident. The position and orientation of each arm was measured using op­
tical tracking system (Polaris®, Northern Digital Inc. Canada). Optical 
marker was mounted at the end of the arm and measured from the sensing 
unit that emitted the infrared light and received reflected light. No rotation 
angle sensors such as rotary encoder or potentiometer were mounted. 

2.2 Forceps manipulator 

Forceps manipulator had 4 DOFs (2 DOFs for orientation and 2 DOFs for 
insertion and rotation of forceps). It adopted Remote Center of Motion 
(RCM) mechanism so that forceps could rotate around the pivoting point 
(the incision hole). We proposed new two-linear-actuation mechanism for 
RCM mechanism [4]. In this mechanism, rotational motion around the 
pivoting point was realized using two linear actuators (ball screw and mo­
tor). When the feeding ratio of two actuators was constant, the lines run­
ning through tips of both actuators crossed at a certain point (pivoting 
point) as shown in Fig. 2. 

The insertion of the forceps along the shaft was realized by the 
belt-driven "double-stage mechanism". It consisted of a couple of linear 
guide. One was mounted on the other, and it expanded and contracted like 
a ladder truck. This mechanism realized twice as long traveling distance as 
the length of the linear guide, so that the size of manipulator was miniatur­
ized. In this manipulator, the inserting distance of 300 [mm] was realized 
using the 150 [mm]-long linear guide. Rotational motion of the forceps 
was realized by transmitting the rotation of the motor with gear. 

The size of RCM part was W250 x HllO x D60 [mm^], and forceps 
driving unit was W140 x H410 x D70 [mm^]. The whole weight was 4.5 
[kg]. The actuators used in this study were pulse motors. In case of mal­
function of software system, pulse motors had higher possibility of stop­
ping rather than getting out of control seen in the case of DC motors. Stop 



Robotic System for Less Invasive Abdominal Surgery 133 

is the best action to avoid enlarging the risk of damage on the patient, thus 
we adopted pulse motors for this robotic system. 

Ball 
Screws 

Pivoting 
Point 

Siinilai' 
iriianele 

Abdomen 

Fig. 2. New remote center of motion (RCM): The feeding ratio of the two linear 
actuators (ball screw and motor). Was set constant to make the lines running 
through tips of both actuators crossed at a certain point (pivoting point). 

()|rlica 
Vlarkc' 

I iirccps ^ 

Depth 

Mahuni^n 

l*OilM 

Fig. 3. Prototype of forceps manipulator 
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2.3 Bending forceps and functional forceps 

We have developed two types of bending forceps with 2 DOF, which were 
actuated by a tendon mechanism [5, 6] and linkage mechanism [7]. Fur­
thermore, functional forceps such as semi-conductor laser forceps [8] and 
bipolar forceps [9] were developed. We have developed a novel robotic 
laser coagulator with a CCD (Charge coupled device) video endoscope and 
a bending joint. Endoscope presents the detail of target. Bending joint re­
alized the irradiation in any direction. We adopted two laser diodes; infra­
red light for coagulation and red color light to point out the target. 

Bending forceps consisted of "forceps part" and "motor driving unit". 
The forceps was 10 [mm] in diameter. Coupling mechanism that connects 
bending forceps and forceps manipulator is standardized so that the vari­
ous types of forceps are interchangeable. 

2.4 Variable view angle laparoscope 

Many robotic endoscope systems have been developed to provide surgeon 
with desired laparoscopic view of surgical field [10-12]. Most of them ma­
nipulate existing endoscopes. There are two types: rigid and flexible. Rigid 
endoscopes need to rotate the insertion point to observe a wide range of 
views, whereas flexible types rotate the tip of the endoscope to achieve the 
same end. Thus, to obtain a wide field of view a large operating area is re­
quired. We proposed a new type of robotic wide-angle view endoscope 
that does not require rotation or bending of the endoscope to move the 
field of view. To achieve the above requirements, we used two wedge 
prisms and a laparoscope with zoom capacity. Details of the mechanism 
are found in the literatures [13, 14]. 

2.5 Control system 

The master-slave manipulator system consisted of a pair of master arms 
(MASTER) developed by Mitsuishi et al [15] and a slave manipulator sys­
tem (SLAVE). In the MASTER system, an operator sits in front of a 
monitor showing a laparoscopic view and controls the master manipula­
tors, using footswitches to command the SLAVE. The SLAVE system 
uses three slave robotic manipulators with seven degrees of freedom that 
include a grasping function, and an endoscope with a variable viewing an­
gle [13]. The slave robotic manipulators are located on passive positioning 
arms for easier presetting of the manipulators before surgical operation. 
The position and orientation of the manipulators and the endoscope were 
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measured using an optical positioning sensor (Polaris, Northern Digital 
Inc). 

The motion of the master arms ŵ as recognized as the motion commands 
of the endoscope's coordinates, and this motion ŵ as transformed to the 
manipulator's coordinates. The required computation for the SLAVE 

Fig. 4. Bending forceps (a) Wire mechanism (b) linkage mechanism, (c) bipolar 
electro cautery forceps (d) semi-conductor laser forceps 

control was conducted using a real time base. The MASTER and SLAVE 
w êre connected using a dedicated communication channel employing 
TCP/IP protocol. These tv^o systems were tightly connected as a single 
client device and a server robot. This system was also connected to the 
other distributed objects using CORBA. Using this pseudo-MASTER, the 
SLAVE could accept motion commands from the other objects using 
CORBA [16]. 

3. Experimental Results and Discussion 

3.1 Evaluation of the slave robot system 

Fig.5 (a) shows the Slave robot system for laparoscopic surgery. Evalua­
tion of the basic performance of the manipulator, working range, force, 
torque, and speed was conducted. We measured the working range, maxi-
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mum speed, and torque or force of forceps manipulator. Each motion ex­
cept insertion had enough power to manipulate the 0.6 [kg] load. The 
working space of forceps was sector shape whose radius was 340[mm] and 
whose vertex angel was 180[deg] in horizontal plane, and vertical depth 
was 360[mm]. Bending forceps driven by a tendon mechanism had two 
independent joints that realized easy control and stable motion. The results 
of evaluation showed the low positioning accuracy and large backlash that 
was thought to arise from wire-driven mechanism. We need modification 
to control the wire tension. Output torque did not fill the required specifi­
cation (0.6 [kg] or 6 [N]). Friction force between wire and pulley or wire 
path obstructed the transmission, and led to low output torque. The bend­
ing forceps utilizing linkage mechanism showed excellent performance 
with good reproducibility of motion and sufficient holding power. Histo­
logical study indicated the necrosis of the liver tissue and in-vivo experi­
ment showed the feasibility of the robotic laser coagulator with CCD video 
endoscope [8]. 

Fig. 5. (a) Slave robot system for laparoscopic surgery (b) Suturing procedure 
conducted by two different types of bending forceps 

Forceps manipulator had pivoting point using a new compact RCM 
mechanism realized by the two sets of linear actuators. Its pivoting point 
was bound mechanically at the trocar port, so that manipulator never in­
jures the abdominal wall even if unexpected motion occurred because of 
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electronic control errors. The danger of collision betw^een manipulators 
found in conventional surgical robot w ôuld be reduced in our nev^ robotic 
system. This was because moving swinging parts of manipulator outside 
the abdominal cavity needed relatively less space, and the space was lo­
cated outside the surgical table. 

3.2 Master-Slave operation of the system 

We could successfully operate the master-slave manipulator and were able 
to record the control data without any problems. The manipulator was only 
activated when the foot switch was activated. The system demonstrated the 
expected behavior of the slave manipulator. We also could record the mo­
tion data of the system by the data logging system connected with CORBA 
system. Suturing procedure could be conducted with two different types of 
forceps can be used at the same time as shown in Fig.5 (b). This shows the 
flexibility of our master-slave surgical robot system. 

4. Conclusion 

We developed a new compact robotic system as a slave robot in a mas­
ter-slave system. It consisted of three modules; manipulator positioning 
arm, forceps manipulator, and bending forceps with two DOFs. Manipula­
tor positioning arm realized easy setting up by the combination of rough 
and precise positioning, and had wide working space. Forceps manipulator 
realized 4-DOF motion of the forceps around the incision hole and realized 
wide working space. As a RCM mechanism, we proposed a new "two liner 
actuator mechanism". Its miniaturized mechanism realized mechanical 
fixing of the pivoting point at the incision hole on the abdominal wall. 
Newly developed variable view angle laparoscope also contributed to re­
duce the volume occupied by the surgical robots above the patient. We 
have developed two types of bending forceps with 2 DOF, which were ac­
tuated by a tendon mechanism and linkage mechanism. Furthermore, func­
tional forceps such as semi-conductor laser forceps and bipolar forceps 
were developed. We constructed a master-slave surgical robot system and 
demonstrated the feasibility of the system. 
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Chapter Overview. In this paper, we investigate the construction of deci­
sion trees with possibility. First we introduce a threshold d of possibility 
(0^(5^1). Then, we formulate new measures for an attribute selection 
called a gain with possibility, a gain ratio with possibility and a GINI in­
dex with possibility. An intuitive idea for the gain and the gain ratio with 
possibility is that, for a probability p of the class +, the probability 1-p of 
the class - is replaced with max(d-p,0) and one for the GINI index with 
possibility that the value lis replaced with d. Under the above new meas­
ures, we design a new algorithm to construct decision trees with possibility 
of which leaf is labeled by either d+ or -. Finally, we construct decision 
trees separating MRSA data from MSSA data in bacterial culture data by 
the new algorithm. 

Key Words, decision tree, machine learning, data mining 

Introduction 

A decision tree, which is one of the most famous hypothesis in Machine 
Learning, is a directed tree consisting of nodes labeled by an attribute, 
edges labeled by an attribute value, and leaves labeled by a class value. In 
Machine Learning, it is the main purpose how to construct small decision 
trees. From the theoretical viewpoint, however, it is well known that con­
structing the smallest decision tree from a given database is intractable 
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[HJLT96, HR76]. Then, the introduction of several heuristics to construct 
small decision trees is one of the important research areas in Machine 
Learning [BFOS84, Min89, Qui86, Qui93, Utg89]. 

The heuristics is based on an attribute selection from a database. Quin-
lan has introduced a gain in his system ID3 [Qui86] and a gain ratio in his 
system C4.5 [Qui93] based on information theory. On the other hand, Bre-
iman et al. have introduced a GINI index in their system CART [BFOS84] 
based on impurity. There are other heuristics as y2, G value and Marshall 
value summarized in [Min89]. 

Consider a database D with two classes + ancj. - .Let A be an attribute 
and/7 a probability of data with + in Z), that is, \D \I\D\, Then, an informa­
tion /(Z))and an impurity im{D)oi D a^ formulated as - /? log /? - (1 -
p)\og{\ - p)and 1 - p - (1 - p) , respectively. Also information 
I{A){resp., impurity im{A)) of A is formulated as a summation of product of 
information (resp,, impurity) and frequency of the database separated by 
every attribute value of A. Then, a gain of A is formulated as I{D) -
/(/i)and a GINI index of A is formulated as im(D) - im(A). Also a gain ra­
tio of A is the normalization of the gain of ^ by split information. In con­
structing decision trees, we select the attribute of which gain, gain ratio or 
GINI index is minimum. 

Note that all of them are based on symmetric functions. This symmetry 
is possible to be disadvantage if we know admissible and inadmissible to 
misclassify to classes. In order to construct decision trees under this set­
ting, in this paper, we introduce a threshold d of possibility (0 = rf = 1) and 
deal wifh a label rf+ instead of + as a leaf of decision trees, which means 
that \D 1= d\D\. Here, - is admissible to misclassify to +. It is a kind of 
cost-sensitive learning (cf, [Tur95]). 

Then, we formulate a new information I(A, d) and a new impurity im{Ay 
d), instead of /(/4)and im(A), respectively. Intuitively, I{A, d)is formulated 
by replacing the probability I - p in I(A)with max(d - p, 0) (log 0 is as­
sumed to be 0) and im(A, d) is formulated by replacing 1 in /m(/4)with d. 
By using I{A, d) and im(A, d), we also introduce a gain with possibility, a 
gain ratio with possibility and a GINI index with possibility. Under these 
new measures, we design the algorithm DT(D, d) to construct decision 
trees with possibility of which leaf is labeled by either d+ or - . 

Finally, we apply the algorithm DT(D, d) to bacterial culture data, in 
particular, MRSA (methicillin-resistant Staphylococcus aureus) data of 
which number is 118 and MSSA (methicillin-susceptible Staphylococcus 
aureus) data of which number is 4886, by expanding 93 attributes to 109. 
When we construct decision trees separating MRSA data from MSSA data, 
MSSA is admissible to misclassify to MRSA, while MRSA is inadmissible 
to misclassify to MSSA from the viewpoint of emerging infection in a 
clinical environment. 

Note here that the data contain mutually the same patient, and the 
number of data only depends on the doctor's determination and is inde-
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pendent from the patients' situation. Then, in this paper, we also use initial 
data from a patient consisting of 35 MRSA data and 1613 MSSA data. 
Hence, we apply DT{Dy d) to the data sampling all MRSA data and the 
MSSA data with the same number of the MRSA data randomly from both 
data and evaluate the constructed decision trees by DT(D, d). 

Attribute Selection l\/leasures 

In this section, we introduce the measures of an attribute selection accord­
ing to [Min89]. 

Let £> be a database and suppose that the classes of D is just two, + and 
- . The number of data in D is denoted by \D\, For an attribute 4̂ of Z) and 
an attribute value a/(l = / =n)oiA, we denote the restriction of D thaty4 = 
a/Jby DA^Q' We denote the restriction of D of which class is + (resp., - 9) by 
D.(resp., 'D ). Note that each DA=a is mutually disjoint for /, and D and 
D are disjoint. Then, the following statement holds. 

D = [JD,^^^ ,D' = [j^U^^~ = \J^A.a 

Furthermore, we describe the separation of D for an attribute A and its 
valuer, as Figure 1. 
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Fig.l.The separation of a database D for an attributed and its value a,. 
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Hence, the probability of data with - in D and the probability of data with 
- in DA=aaTe I - p and 1 - qi^ respectively. Furthermore, it holds that qi-\-
•••-I- q^= ri+ •••+ r„=l. Quinlan has introduced two measures, a gain [Qui86] 
and a gain ratio [Qui93] based on information theory. An information 
I(D)of a database D is defined as follows. 

l{D)=-p\ogp-{l-p)\og{l-p\ 

An information 1(A) of an attribute y4 is also defined as follows. 

Then, a gain gain(A%nd a gain Mtio gain-ratio(A)o{ A are defined as fol­
lows. 

gain{A) = l{D)-l{A\ 

gain{A) 
gain _ ratio(A) = 

split[A)' 

Here, split(A) are: 

split[A)= - \ r. logr.. 

Note that an attribute selection based on the gain tends to select an at­
tribute of which value varies widely [Qui93]. In order to avoid such vari­
ance, an attribute selection based on the gain ratio adopts the normalization 
by split information. 

On the other hand, Breiman et al. [BFOS84] have introduced a GINI in-
dex based on impurity. An impurity im(D) of a database D is defined as fol­
lows. 

im {D) = l-p^'-{l-pf. 

An impurity im(A, a^ of an attribute A and its value ai and an impurity 
im(A) of an attribute yl are defined as follows. 

im{A,a.)^l-qf -{l-q.f =2q.(l-qi). 
n n 

im{A) = y r.im{A,a.) = 2 ^ r.q,(1 - q.). 

Then, a GINI index gini(A)ofA is defined as follows. 

giniyA ) = im{D)- im\A). 

For an attribute selection in constructing decision trees, we select the at­
tribute of which value of a gain, a gain ratio or a GINI index is maximum. 
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Attribute Selection l\/leasures with Possibility 

In this section, we introduce a new attribute selection based on possibility. 

For a database D with just two class + and - ,let/7 be a probability of data 
with + in D. Then, an information I{D) and an impurity im{D) of D are rep­
resented in the following simple equations. 

l{D)^-^p\ogp-[\-p)\og{l-p\ 

im[D)^l-p'-{\-p)\ 

Then, /(D)and im{D) satisfy the following properties. 

1. They increase monotonically for 0 = ;? = 1/2 and decrease mono-
tonically for 1/2 =/? = 1. 

2. They have the maximum value for p =1/2 and the minimum value 
Ofor/7 =0 and/7 =1. 

3. They are symmetric with respect iop =1/2. 

For an attribute selection in constructing decision trees, we select the 
attributeyi th2d gain(A), gain-ratio(A)oT giniXA)is maximum. By the defini­
tions, we select the attribute A that /(A), I(A)/split{A) or im(A) is mini­
mum. 

In this paper, we introduce a threshold d of possibility (0 = rf = 1) and a 
leaf labeled by rf+ instead of + in the decision trees. Then, we formulate 
the following new information I(A,d) and impurity im{A,d) of A, Note that, 
in order to set the value of measures to be 0 for g/=0 and d - qi= 1, it is 
necessary to add - ^og d to I{A,d)sind to maximize with 0 

I{A,6)= y/-.{(5log(5 + max(0,-^. log<5r. -max(5-^.,0)logmax(5-(7.,o))}, 

/m(Afi)= Jr,(max(0,6^ -qf-{6-q,f)] 

Hence, we introduce the following gain with possibility gain{A,d), gain 
ratio with possibility gain_ratio(A,d) and GINI index with possibility 
gini{Ayd) , gain ratio with possibility gain_ratio(A,d) and GINI index with 
possibility gini(A,d). 

gain{A,6)^l{D)-l{A,6), 

gain _ ratio{A, 6) = K^, 
split [A) 

gini{A,6) = im{D)-im{A,6). 
Furthermore, suppose that G(A, d) denotes one of the above new meas­

ures. In this paper, by using the above new measures, we design the algo-
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rithm DT(A,d) to construct decision trees with possibility of which leaf is 
labeled by either rf+ or - , described as Figure 2. Here, DT(A, 1) means the 
standard algorithms to construct decision trees such as ID3 (if G(A, 1) = 
gain(A)) [Qui86], C4.5 (if G(Al) = gain_ratio{A)) [Qui93] or CART (if 
G{A,l)=gini{A)) [BF084]. 

procedure DT(D, d) 
if D = D^then label to - ; /* leaf */ 
elseif \D \=d\D\ then label to rf+; /* leaf */ 
else /* internal node */ 

select an attribute ̂ 4 of D such that G(Ay d) is minimum; 
label to y4; 
forall an attribute value «/ of the attribute A do begin 

branch an edge labeled by ac, 
DT(DA=a^d); 

end /* forall */ 

Fig.2. Construction of decision trees with possibility 

Empirical Results 

In this section, we use two kinds of MRSA and MSSA data from Osaka 
Prefectural General Medical Center. One is the all data consisting of 118 
MRSA data and 4886 MSSA data which we refer to a_MRSA and 
aMSSA, and another is the initial data from a patient consisting of 35 
MRSA data and 1613 MSSA data which we refer to i_MRSA and 
a_MSSA. 

Figure 3 and 4 describe the evaluations of constructed decision trees 
from aMRSA and iMRSA, respectively, in 1000 times. Here, 'nodes' 
and Mepth' denote the average of the number of nodes and the average of 
depth in 1000 times, and 'root' and 'occ' denote the most frequent attribute 
of the root and the number of its occurrence. 

Furthermore, the attributes Dis26 and Dis32 denote the diseases of pa­
tients that is gynecology and poisoning, respectively. The attribute Drn4 
denotes that the drainage is from a belly, and the attribute Dept denotes the 
department. The attributes Cepl, Cep4 and ML denote the sensitivity of 
antibiotics of 1st generation cephems, 4th generation cephems and mac-
rolides, respectively. 

The constructed decision trees by the gain and the GINI index are simi­
lar and become small by decreasing the value of 6 . On the other hand, 
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ones by the gain ratio grow large by decreasing the value of 6 ; When 6 
=0.8 and 0.7, our algorithm constructs the largest trees for all data and ini­
tial data, respectively. The size of decision trees by the gain ratio is larger 
than one by the gain and the GINI index. Furthermore, the frequent attrib­
utes of the root for the gain ratio is different between 5 = 1 and 6 =0.9. 
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The constructed decision trees by the gain and the GINI index from the 
initial data contain the place information as the department and the ward 
near the root. On the other hand, the most frequent attribute of the root in 
the constructed decision trees from the all data is the resistant for mac-
rolides, and the place information is frequently put under it. 

Note that, in these data, the resistant for benzilpenicillin, synthetic 
penicillins, 1st generation cephems and aminoglycosides determines 
whether or not Staphylococcus Aureus is methicillin-resistant, that is, 
MRS A. While the attribute of 1st generation cephems appears in Figure 3 
for GINI index under 6 =0.7, no other attributes concerned with MRSA 
appear. In particular, the resistant for macrolides is not concerned with 
MRSA. 

Conclusion 

In this paper, first we have introduced a threshold d of possibility (0 = t/ = 
1) and formulated three new measures for an attribute selection called a 
gain with possibility, a gain ratio with possibility and a GINI index with 
possibility. Under these measures, we have designed a new algorithm 
DT{A, d) to construct decision trees with possibility of which leaf is la­
beled by either t/+ or - . Finally, we have constructed decision trees sepa­
rating MRSA data from MSSA data in bacterial culture databases by the 
new algorithm. 

In the previous section, the size of constructed decision trees by the 
gain and the GINI index with possibility decreases if d is decreasing. On 
the other hand, the size of constructed decision trees by the gain ratio with 
possibility does not decrease even if d is decreasing. In order to avoid to 
such phenomenon, it is necessary to improve split information from the 
aspect of the gain ratio with possibility. Furthermore, we have not de­
signed the pruning the verification methods for constructed decision trees 
yet, which is a future work. 

In our works [HNH03, SHH05, SMHH04], we have designed the algo­
rithms to extract frequent and frequent closed monotone DNF formulas. 
The extracted formulas are corresponding to the extraction of paths from 
the root to leaves in decision trees. Then, it is also a future work to investi­
gate the relationship between their works and this work. 
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Chapter Overview. Children hospitalized for long periods of time often 
study in a room designated as the hospital classroom. Unfortunately, they 
are isolated from their classmates, which can lead to stress and dissatisfac­
tion with hospital life. Therefore, a system was developed to help these 
children participate, as much as possible, in normal school life. 

The system consists of a computer terminal in the hospital, a terminal in 
the school classroom, and a communication system connecting the termi­
nals through the Internet. This system can send video/audio data and can 
operate the zoom function of a camera. The display and camera direction 
can be adjusted by the patient. The school-side terminal has a lamp that is 
lit when the patient terminal is in operation. With this system, the children 
can feel as if they are participating in the lessons and events of their school. 
Also, free conversation with classmates is possible. 

Key Words. Hospitalized Children, Schooling, Remote control, 
and Multimedia communication. 

1. introduction 

Patients hospitalized for long periods of time at the age of compulsory 
education (6-15 years old in Japan) can compensate for missed lessons by 
studying in "hospital classrooms", which can commonly be found in Japan 
in large hospitals with pediatric wards and in children's hospitals. Nearby 
elementary and junior high schools dispatch teachers who hold lessons at 
the hospital classroom. However, the management of these hospital classes 
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has many problems. For example, the patient admission period is not fixed, 
some patients have limited mobility, some cannot be moved from their 
rooms, and some are isolated because of the possibility of the spread of in­
fection. 

For these and other reasons specific to each hospital, the lessons taught 
per day in a hospital are often fewer and shorter than those given in the 
usual elementary or junior high school setting. Also, many science ex­
periments and physical education lessons cannot be done. Hospitalized 
students also cannot participate in various educational events done outside 
of the classroom [1]. 

Teleconferencing systems have been used to address these problems [2]. 
Although high effectiveness was shown, few have the flexibility to re­
spond to individual interests and needs, so they tend to be limited to single 
events, possibly for the following reasons. 

1. Many of the trial systems used a fixed screen with a single back­
ground. For example, a scene of a hospital is shown on a monitor 
placed at the front of a classroom. Thereby, the patient feels as if 
he/she is being watched at all times during the session. In this situa­
tion the mental stress of the patient might increase. 

2. In many cases the position and direction of the camera at the school is 
fixed and can be operated only from the school side. Therefore, inpa­
tients cannot change the direction of their camera so that they can see 
freely. 

3. Even if a lesson uses a special room, neither the camera nor the 
screen supports movement. 

4. The purpose of the test systems was in many cases only participation 
in lessons, and the patient could not converse with friends easily, such 
as during breaks, at meal times, or after school. 

In recent years, concern has arisen that children often only talk within 
limited circles, leading to further concern that long-term patients may not 
be able to return to normal interaction after leaving the hospital. 

Therefore, "a virtual schooling system" was constructed using digital 
teleconference techniques to solve the above problems. The aim of this 
system is to allow a hospitalized child to participate in school life as nor­
mally as possible. This system also aims to enable patients to participate in 
lessons and conversations, and to participate in special school events. 

2. Construction and Functions of the System 

This system consists of three parts, a hospital side terminal, a school side 
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terminal, and communication functions. The communication function uses 
TCP/IP. 

The system supports a single hospitalized child who uses a patient con­
trolled terminal for communication with a school side terminal, which al­
lows the student to feel as if he is in the regular classroom. 

3. The Functions of Each Terminal 

Both terminals have following functions. 
• An image display of the counter side. 
• Sound from the counter side. 

Fig.l. First version terminals 
Left: A client terminal for school side 
Right: A control terminal for a patient 

Only the school side terminal has the following functions, which can be 
operated by the patient from the hospital side terminal. 

• Horizontal direction control of the movable cart swivel base. 
• On/off control of the declaration lamp 
• Vertical direction control of the camera 
• Zoom function of the camera 
For compression and extension of sound/audio data, MPEG4 real-time 

network codec (DM-NC40, Victor Company of Japan Ltd.) was used. The 
compression rate of this equipment is variable by prior setup: In this case 
1Mbps for one direction. 
(1) Movable cart swivel base (horizontal direction control facility) 

The school side terminal (Fig.l, Left) has a movable cart with a swivel 
base. On the swivel base is a microphone for sending sound from the 
school to the patient, a camera for sending video of the school side, a dis-
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play that shows the picture of the patient, and a speaker for the sound of 
the hospital side. 

The swivel base rotates as directed by the signal from the patient termi­
nal. This enables the patient to freely turn the camera and display in the 
desired direction and allows the school side to know in which direction the 
patient is looking, which indicates the student's interest to the teacher. 
Also, conversation with friends is enabled by this rotation, without chang­
ing the direction of the whole terminal. 

For apparatus such as codec and displays that have not been put on a 
swivel slide or on a swivel slide connected using a cable, the degree of ro­
tation is limited into 90 degrees left and right. A signal control encoding 
and transmission device for the swivel base rotation was developed. Signal 
transmission for this manipulation uses TCP/IP. 

The hospital side terminal (Fig. 1, Right) does not have a swivel slide 
for protection of the privacy of patients other than the system user: Pa­
tients seldom have single rooms in Japanese hospitals. For patients who do 
not wish to have picture transmission, it is possible to set up only a sound 
transmission at the time of connection. 

Fig.2. Patient control unit (Second version) 

(2) Vertical direction and the zoom control of the school side camera 
For the vertical direction control of the camera on the school terminal, we 
used remote control software that attached to the same camera as used in 
the first version of the terminal. Control software was installed in a note­
book type personal computer connected to the hospital terminal. The zoom 
control of the camera was also enabled by this software. 

For the second edition of the school terminal, the camera was replaced 
and control of the vertical direction and zoom was enabled by use of the 
signal control device shown in Fig. 2. 

(3) A lamp for calling attention to the patient. (Declaration lamp) 
A lamp that can be turned on or off by re mote control was installed on the 
school side terminal. This lamp simulates the raising of a hand when the 
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patient wishes to speak during a lesson. It not only enables the possibility 
of spontaneous response to a question, but also can display of the intention 
of the patient in other situations, such as participation to voting. Signal 
transmission to manipulate this lamp is the same as the above-mentioned 
vertical direction control. 

4. Communication Function 

Communication through the system was designed in consideration of the 
following points. 

(1) Data communication in hospitals 
The hospital terminal needs to be mobile so that it can be moved through 
the hospital building. For example, when an inpatient can sit up in bed but 
cannot move from the room (i.e., because of communicable infection), a 
terminal needs be moved to the patient's room. 

Although the safety of wireless LAN use in hospitals has been reported 
[3], a consensus concerning such use has not yet been obtained [4]. There­
fore, the probability that a bedside or hospital classroom information 
socket needs to be installed is high. In our test, the hospital terminal was 
connected directly to a LAN. 

(2) Data communication in a schoolroom 
In a schoolroom, in order to make it possible to experience the whole of 
school life, which is the purpose of this system, it is necessary to enable 
use of the school side terminal not only in the patient's classroom, but in 
special classrooms, the gymnasium, and the schoolyard. 

Unfortunately, not only is it difficult for financial reasons to put a ter­
minal on all classrooms, cases may occur in which two or more hospital­
ized children may need to participate in lesson or event in the same time., 
It is desirable for the terminal to be made as mobile as possible. 

It was thought that there would be little necessity for the school terminal 
to move during a session. Thus, in the prototype, an infrared wireless LAN 
system (OA-C301, OA-M301, 100Mbps (half duplex), Victor Company of 
Japan Ltd.) with an automatic-tracking function was used. 

In addition, the use of a wireless LAN using an electromagnetic wave is 
possible as long as there are no special restrictions on the school side. 
However, since the data transfer rate is slower compared with LAN using 
infrared radiation, it is necessary to investigate the present wireless LAN 
system products in terms of compression and the display quality of the pic­
ture. 

(3) Communication between the hospital and the school 
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For experimental use, LAN cables were wired to enable the school side 
terminal to be put in one of two places, a classroom on the third floor or in 
the school Hbrary. The hospital side terminal was placed in a laboratory on 
the third floor of the university cooperative research center (see Fig. 3). 

The distance between the two buildings in this communication experi­
ment is about 270m, and no buildings are between them. For financial rea­
sons, outdoors type infrared modem systems (SIL155 M/L300, 155Mbps 
and 300m in maximum, Showa Electric Wire & Cable Co., Ltd.) were 
used, one installed in the laboratory at the university and the other on the 
third floor balcony of the school building. 

School 

Auto-tracking infrarea wiretess LAN 

Fig.3. Experimental L A N 

In the laboratory, the modem and the terminal were directly connected 
using a twisted-pair cable. In the elementary school, after connecting the 
switching hub to the infrared modem, twisted-pair cables were wired be­
hind the ceilings of the two rooms. Indoor infrared hubs were installed in 
the ceilings of both rooms. This network was isolated from the public 
Internet. 

5. Evaluation 

5.1 Method 

In order to obtain a performance evaluation of the first version of the sys­
tem and to determine which functions should be added, a trial lesson was 
performed, after which an evaluation meeting with the teachers of the ele­
mentary school was held. The target elementary school is a large school 
with 931 children (as of May, 2003) and has routinely dispatched a teacher 
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to the hospital classroom. 

5.2 Evaluation by teachers 

After an explanation of the function of the system, opinions were elicited 
from six teachers in a free discussion forum concerning the practical use of 
the system. Three of the participants had experience teaching in the hospi­
tal classroom. 

The opinions concerning the basic functioning were very positive. Also, 
the following opinions were stated about possible additional functions. 
• A system for sending supplementary materials (mainly print). 

Supplementary materials are used for many lessons and examinations are 
regularly given for all subjects at Japanese elementary schools. Sending 
these supplementary materials and examination papers to the hospital in 
advance requires excessive time and effort for preparation. A function for 
sending the materials necessary for each lesson and tests would be easy to 
attach to this system. 
• A function for responding to students needing individual assistance 

Classrooms involve not only note-taking, but many times the students 
need teacher attention on an individual basis when doing lessons in an 
elementary school setting. 

Furthermore, the following opinion was stated. 
• Since children's minds tend to wander if they are not immediately en­

gaged in what is happening in a lesson, smooth operation of the system is 
needed. 
• In a hospital classroom, flexibility is important because changes in the 

planned syllabus often occur because of unforeseeable events. 

5.3 Evaluation by children 

With the cooperation of a sixth grade class (18 boys and 15 girls), one spe­
cial lesson was performed. In the lesson, the function of the system was 
explained, and then two children were moved to the laboratory of our uni­
versity. Questions and answers between the student and classroom teacher 
and questions and answers between children were performed. 

The expectations for and an evaluation of the system were elicited at the 
start and end of the lesson. The questions and answers were as follows. 

(1) Questionnaire and answers for/by children, before the lesson (33 answers) 
Ql: Have you experienced hospitalization? ("Yes" or "No") 
Al: "Yes" 6 boys, 5 girls "No" 12 boys, 10 girls 
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Q2: Supposing you were hospitalized, what would make you anxious? (Choose 
from below, two or more answers are allowed) 

A2:l. Cannot study 
10 boys, 9 girls, total 57.6% 

2. Cannot meet friends (Lose contact with friends) 
11 boys, 12 girls, total 69.7% 

3. Cannot participate in school events 
7 boys, 8 girls, total 45.5% 

4. Other than above 
Cannot participate in club activities (2 boys, 2girls), 

Q3: Did you know about the hospital classroom? ("Yes" or "No") 
A3: "Yes" 4 boys, 6 girls, total 30.3% 
Q4: Do you think that you would be able to study effectively in a hospital class­

room? ("Yes" or "No") 
A4: "Yes" 2 boys, 5 girls, total 21.2% 
Q5: What events in school other than lessons would you like to participate in 

when you are in the hospital? (Free answer) 
Athletic meets: 7 boys. School trips: 5 boys, 4 girls 

For Ql , girls rated "cannot meet friends" higher than boys. (61.1% of 
boys, 80% of girls) 

The percentage of children who had experienced hospitalization and the 
percentage of children who knew of the hospital classroom were almost 
equivalent. 

Most children thought that study in a hospital would not be as good as 
an everyday lesson. (79%). 

(2) Questionnaire and answers for/by children, after the lesson (32 Answers) 
Ql: Do you think a quality lesson is possible with this system? : (Choose one an­

swer) 
Al: "Yes": 24 children (75%) "No": 1 child (3.1%) "Don't know" 7 children 

(21.9%) 
Q2: Please point out the bad points of this system. 
A2: "It is hard to hear the voice": 14 children (43.8%) 

"Breaking off of communication": 4 children (12.5%) 
Q3: Please point out any functions you feel should be added to this system. 
A3: "Move by itself by remote control": (2 children), "A support for books being 

read in the hospital", "A fax. type function", "Larger display" 
Q4: Please point out uses for the system other than for lessons. 
A4: "Chat" (16 children), "Visiting the hospital", "Playing", etc. 

As mentioned above, conversation from a position distant from the ter­
minal seemed difficult. Also, it was observed that adjustment or improve­
ment of the speaker and microphone was necessary. 

The reason for the breaking off of communication was the automatic-
tracking function of the indoor type infrared equipment, which occurred 
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when the position of the school side terminal moved during a lesson. It 
took almost three seconds to adjust. 

6. Improvements and the Addition of Functions Based on 
the Evaluation Results 

Improvements and additional functions as pointed out in the above evalua­
tion of the first trial product are as follows. 

(1) Changing the system casings and smoothing out the operation 
In the first trial product, as a result of thinking that the function of the 
camera and the display were most important, the gross weight of the items 
carried on the swivel base was about 25kg, resulting in trouble turning. It 
was also dangerous for children when awkward revolutions occurred. The 
cart was, therefore, changed to a wooden box instead of a rack, and the re­
volving superstructure was stored in the cart. The size of cart was also re­
considered. The sizes of the new carts are 70cm x 65cm x 130cm for the 
school side robot and 50cm x 55cm x 120cm for the hospital side robot. 
(See Fig. 4) 

(2) Simplification of the zoom and focus functions of the camera 
In the first product, in order to perform vertical movements of the camera 
and control of the zoom and focus functions, software on the PC con­
nected to the hospital terminal was used. However, the software was com­
plicated and increased the operating procedures at the beginning and end 
of system, use, cause causing mistakes and difficulties for the student op­
erators. 

Therefore, the camera model was changed to one for which the manipu­
lation control signal is public. A new remote-operation interface was de­
veloped that is easy for children to use. (See Fig. 2) 

(3) Adding a print function 
As mentioned in the evaluation, since supplementary material (printed 
copies) is often distributed during lessons at elementary and junior high 
schools, a function for the transmission of printed copies is indispensable. 

To accomplish this, an easy to use scanner and printer were connected 
to the system, and a transceiver interface was developed. In addition, this 
function was made so that it could be added and removed easily. 

(4) Techniques for avoiding communication blackouts 
As some children pointed out in the evaluation, the automatic tracking in­
frared transmission equipment requires about three seconds for re-
connection when communication is stopped for some reason, such as an 
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obstacle moving between the equipment. 
Compared with hospitals, anxiety over EMI by electromagnetic waves 

is small in schools. Therefore, replacement of the high-speed wireless 
LAN with electric wave types, such as IEEE 802.1 Ig may be preferable. 

7. Discussion 

As shown by the results of the questionnaires, children regard being "un­
able to meet friends" to be equally or more stressful than "study continuity 
is broken" if they were to be hospitalized for a medium-to-long period of 
time. It also became clear that they want to attend lessons that are held in 
other places than in the classroom and to participate in school events. It 
was shown that when considering distance education, participating in les­
sons in the regular school classroom is important and that conversation 
with friends should also be made possible. 

Fig.4. Second version terminals Left: School, Right: Hospital 

When using a fixed camera, smooth conversation cannot be done if the 
partner is not directly in front of the camera. However, our system with a 
swivel base that can be operated by remote control results in almost no 
stress in holding conversations between two or more friends, giving this 
system advantages in comparison with previous systems. 

8. Conclusion 

This system has possibilities for other than school education. We intend to 
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explore the system for use as a visiting service for aged persons living 
alone. 

In order to produce this system commercially, we plan to improve its 
communication ability. To realize our goals, verifying transmission speed 
is needed and encryption of communication data should be considered for 
communication using public networks. 
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Chapter Overview. A web-based drug safety information community is 
introduced. The developed community enables the circulation of drug tera­
togenicity information among health care consumers and health care pro­
fessionals. In addition, the system provides data mining and decision sup­
port tools for use in epidemiologic research and drug discovery. 

Key Words. Drug safety, Computational Intelligence, 
Pharmacoepidemiology, and Drug Discovery 

1. Introduction 

The wide and fast spread of the Internet has very much affected the society 
in all aspects because it provides an easy to access source of information 
and offers a virtual space where people from different locations, back­
grounds, ages, and professions can meet, and exchange opinions, knowl­
edge, or experience. 

By its nature activities related to the public health involve a large num­
ber of participants such as doctors, patients, pharmacists, and of course re­
searchers. It is obvious that applications in this area can benefit from the 
Internet to ease communication and improve research and service quality. 
For example the Internet can be used to remotely monitor patients, collect 
measurements data, and send it to hospitals or health centers for observa­
tion. It can be also used for remote consultation via ordinary emails or 
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form oriented sites. In addition it provides a powerful tool for researchers 
to share ideas and enhance research results. For example in epidemiologic 
studies, web based technologies are more advantageous than classical ap­
proaches because they allow for the simultaneous access to information to 
a wider number of investigators regardless of their location. On the other 

Pli3inii»€ists 
PhamiacoqMcleiniology 
Kvidence based 
mcdiciijc 

Pliyslctiiw 

Prediction of drug effects 

Dnif discovery 

Computational Intelligence 

Fig. 1. The system provides useful tools for health care consumers, health care 
professionals, trainees, and epidemiological and drug discovery researchers. 

hand, the Internet creates new challenges such as data security and indi­
viduals' privacy protection that should be addressed. 

This chapter describes a web-based drug safety information community 
developed as a joint project of Tokushima University, NTT-East Kanto 
Medical Center, and Saila Systems Inc. The system aims to provide a 
common drug teratogenicity database available to professionals and the 
public. The public are provided with search and self experience sharing 
forms, while researchers are provided with computational intelligence and 
decision support tools for data mining, data analysis, and chemical struc­
ture similarity search. 
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2. System Description 

Usually information about drug effects, chemical structures, and clinical 
cases, are collected in separate closed databases. The objective of this pro­
ject is to join these databases into one common database accessed via the 
Internet by health care consumers, health care professionals, trainees, and 
epidemiological and drug discovery researchers. 

The importance of the project emerges from its multifaceted benefits to 
different users (Fig. 1): 

- Hospitals, Pharmacies, and Public users (particularly pregnant 
women) can use the system to collect information about a certain 
drug and its side effects and teratogenic risk. In addition the system 
enables the public to add their experience to the database. As opposed 
to other systems reports about the safe usage cases of medicines are 
also collected. However, these reports are not intended to be an evi­
dence of the absence of bad effects, but simply an indication which 
should be further investigated. 

- Researchers from different fields such as pharmacoepidemiology, 
evidence based medicine, and drug discovery can benefit from the 
collected data and analysis tools provided in their researches. 

- Drug industries can also benefit from the data and computational in­
telligence tools provided to investigate the possible degree of risk of 
an underdevelopment drug and avoid components with high terato­
genic risks. 

- In addition, the system can be used for training students and medical 
staff on chemoinformatics, risk identification, risk management, and 
drug information service. 

The project is faced with many ethical and technical challenges. Ethically, 
the validation of the provided information and the determination of what 
portion of the data can be revealed to a certain user group without any vio­
lation of members' privacy are critical issues that need to be addressed. 
Technically, designing the system to meet the requirements of different us­
ers with different objectives and interests, providing high level of security 
and privacy protection, and the implementation of data mining and deci­
sion support algorithms are very challenging problems. 

Ethical problems are solved by an Information Evaluation Committee 
with professional members who will be responsible of validating the en­
tered data and making the decisions addressing privacy issues. 

The next section briefly addresses the technical issues and describes the 
tools provided to the system users. 
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Computation Server 

External Systems 

Database Server 

Fig. 2. System structure 

3. System Structure 

The system has been developed using SOA (Service Oriented Architec­
ture) to promote its reusabiUty, flexibility, and extendibility. A major ad­
vantage of SOA is it allows the interoperability among different systems. 
This enables other systems from different organizations to communicate 
and exchange data and functionality with the developed system. The sys­
tem structure is illustrated in Fig.2. The system consists of a database 
server, a computation server, and a core web service which controls the 
data flow between the database server, calculation server and different sys­
tem clients. In addition web agents are developed to automatically update 
the database. 

4. Web Services 

The use of web services is one of the newest approaches for developing 
Web-based applications. Web services allow interoperability among appli­
cations developed using different programming languages, and running on 
different platforms. This is due to the fact that web services depends on 
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standards such as HTTP (Hyper Text Transfer Protocol), XML (extensible 
Markup Language), and SOAP (Simple Object Access Protocol) to trans­
fer data. This makes web services suitable for use in such a multidiscipli-
nary system, since it is very common that researchers in different fields use 
different platforms. For example the use of Mac'''^ platforms is very com­
mon in medical field, while many researchers in computational intelli­
gence and machine learning use UNIX platforms. Web services allow re­
searchers from the medical field to easily integrate machine learning 
methods developed in UNIX platforms instead of rewriting the whole pro­
grams from scratch again. 

In this system the core web service receives a function request from a 
client, and dispatches data editing or search requests to the database server, 
while requests for decision supports functions are dispatched to the com­
putation server. Returned results are reformulated using HTTP, XML, and 
SOAP standards and sent back to the client. It should be noticed that the 
requesting client might be a human accessing the system via an Internet 
browser or another web service of another system. 

7KJUE) WIKD R J l ^ a«CAO(A) 'VHUD Ajl.:Ka> 

Fig. 3. Drug details as provided by the system to a web browser 
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5. System Clients 

The system is intended to be used by a wide range of users with different 
interests. To meet users' requirements different access methods have been 
developed. Basic database search functionality is provided to pharmacists, 
hospitals, health care consumers and researchers via a simple web site 
(Fig.3). A web server works as a broker between the Internet browser and 
the system's web service. The web server requests the proper data manipu­
lation functions from the web service providing it with the correct parame­
ters transformed into XML format and converts the output retrieved also in 
XML format into HTML format understandable by the commonly used 
Internet browsers. 

The system's more complex functions or sensitive information can be 
accessed via stand-alone programs needed to be installed on the client ma­
chine. The use of stand-alone programs has the following benefits: 

1. Stand-alone programs provide more flexibility for graphical manipu­
lation. 

2. The use of local resources will reduce the computation server load 
especially for time and computational consuming processes. 

3. Limiting the number of users that can access the data to users who 
have the program installed on their machines will provide a better 
overall system security. 

As mentioned earlier other systems can also act as clients and integrate the 
web service into their systems. 

6. Computational Intelligence and Drug Design 

It is very useful for drug discovery researchers to inspect the presence or 
absence of a chemical structure or substructure in the molecules database. 
This is because it is expected that molecules with similar structure exhibit 
similar physical properties or similar biological activities. Searching for 
similar chemical structures [1] is a very computationally demanding prob­
lem. The problem is much more demanding when the search for substruc­
tures is required. 

A tool for conducting a 2 D similarity search in the molecules database 
has been developed. The researcher has the option to load the required 
structure from a file of a CT (Chemical Table) or MOL formats [2, 3] or to 
draw the structure directly using the developed program as shown in Fig.4. 

When the user selects the required similarity algorithm the program 
converts the chemical structure into XML format and sends the data to the 
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Fig. 4. The chemical substructure similarity search results as provided by the de­
veloped program. 

web service asking for the execution of the selected similarity search func­
tion. The web service in its turn requests the execution of the selected 
search algorithm from the computation server, receives the results, and 
sends it back to the program to be converted from XML to its graphical 
presentation. The use of SOA makes it possible to easily add new similar­
ity search algorithms to the system. 

6.1 Data mining 

The system provides data mining methods to be used for analyzing the col­
lected clinical cases. Data mining (also referred to as knowledge discov­
ery) uses machine learning and statistics to extract useful information im­
plicitly embedded in the data. Those methods are particularly useful for 
researchers in pharmacoepidemiology and evidence-base medicine. 

7. Sumnfiary 

The Internet provides a new opportunity for multidisciplinary researches, 
and facilitates the cooperation of large number of participants regardless of 
their geographical location. The public health sector is one of those areas 
where large number of participants with different background is involved. 

In this paper a web-base drug safety information community has been 
presented. The community provides an opportunity to share data among 
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drug industries, the publics, and interested researchers from different 
fields. The system implements computational intelligence methods to fa­
cilitate data analysis and provide tools for data mining and chemical struc­
ture and substructure similarity search for use in epidemiological research 
and drug discovery process. A web service oriented structure was used to 
provide the system with good reliability, usability, extendibility, and inter-
operabiHty with other systems. 
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Chapter Overview. Rapid progress in information technology has come 
to enable us to store all the information in a hospital information system, 
including management data, patient records, discharge summary and labo­
ratory data. Although the reuse of those data has not started, it has been 
expected that the stored data will contribute to analysis of hospital man­
agement. In this paper, the discharge summary of Chiba University Hospi­
tal, which has been stored since 1980's were analyzed to characterize the 
university hospital. The results show several interesting results, which 
suggests that the reuse of stored data will give a powerful tool to support a 
long-period management of a university hospital. 

Key Words, Medical Data Mining, Multivariate analysis. Hospital Man­
agement 

Introduction 

It has passed about twenty years since clinical information are stored elec­
tronically as a hospital information system since 1980's. Stored data in­
cludes from accounting information to laboratory data and even patient re­
cords are now stared to be accumulated: in other words, a hospital cannot 
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function without the information system, where almost all the pieces of 
medical information are stored as multimedia databases[l]. Especially, if 
the implementation of electronic patient records is progressedinto the im­
provement on the efficiency of information retrieval, it may not be a dream 
for each patient to benefit from the personal database with all the health­
care information, "from cradle to tomb". However, although the studies on 
electronic patient record has been progressed rapidly, reuse of the stored 
data has not yet been discussed in details, except for laboratory data and 
accounting information to which OLAP methodologies are applied. Even 
in these databases, more intelligent techniques for reuse of the data, such 
as data mining and classical statistical methods has just started to be ap­
plied from 1990's[2,3]. Human data analysis is characterized by a deep 
and short-range investigation based on their experienced "cases", whereas 
one of the most distinguished features of computer-based data analysis is 
to enable us to understand from the different viewpoints by using "cross-
sectional" search. It is expected that the intelligent reuse of data in the hos­
pital information system provides us to grasp the all the characteristics of 
university hospital and to acquire objective knowledge about how the hos­
pital management should be and what kind of medical care should be 
served in the university hospital. This paper focuses on the following two 
points for analysis. One is what kind of knowledge can be extracted by sta­
tistical methods from the datasets stored for about twenty years in Chiba 
University Hospital. The other is how these pieces of knowledge areuseful 
for the future hospital management and decision support. The analysis 
gives interesting and results. For example, the discharge summaries show 
that most of the patients are admitted to the university hospital because of 
the diseases which requiresthe advanced treatment, such as malignant neo­
plasm. Combination of the discharge summaries and data in the hospital 
accounting systems shows that the profitability significantly differs in each 
disease, but that within each disease, the number of days inthe hospital is a 
principal factor for the profitability. Also, most of the distributions of the 
number of days in the hospital for the diseases do not follow the normal 
distributions, but log-normal distributions, which influence the profitability 
of the university hospital. The reason why the distributions follow the log-
normal distribution should be investigated in the near future. 

Objective 

The objectives of this research is to investigate what kind of knowledge 
can be extracted by statistical methods from the datasets stored in the hos-
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pital information system of Chiba University Hospital, especially useful 
for future hospital management anddecision support. Especially, since the 
revenue of Japanese hospital is based on NHI points of Japanese medical 
care, it is important to investigate the factor which determines the amount 
of NHI points. 

Methods 

Representation of Discharge Summaries 

When the hospital information system for discharge summaries is intro­
duced in Chiba University Hospital in 1978, a discharge summary is dis­
tributed to doctors as a paper sheet for each patient admitted to the hospi­
tal. Doctors fill in each sheet just after the patient leaves the hospital, the 
parts of this sheet which can be coded are stored electronically. A sheet for 
discharge summary is composed of the items common to all the depart­
ments and the items specific to each department. For example, the item-
sspecific to neurology consists of the results of neurological examinations 
and the severity of diseases. The common items consist of those in which 
codes or numerical values should be filled in and those in which texts 
should be input. After the doctor in charge fill in those items and submit to 
the division of medical records, the staff input codes and numerical values 
into a database system. These processes are continued until a new hospital 
information system was introduced in 2000, which means that the non-text 
items common to all the departments has been stored for about 20 years. 
There are 16 items for codes or numerical values: patient ID, the depart­
ment in charge, occupation, height and weight on admission, height and 
weight just before hospital discharge, a motivation for visit, outcome, au­
topsy or not, cause of death, the date of first visit, the date of admission, 
the date of discharge, the name of disease (ICD-9 code [4]), treatment 
method. However, height and weight just before hospital discharge are not 
input in the database. Concerning the items specific to each department, 
only those of surgery and ophthalmology are stored electronically. 

Extraction of Datasets from IHospita! Information System 

The databases in the hospital information system of Chiba University Hos­
pital are described by MUMPS[5]. MUMPS is a programming language 
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which can construct a database with a hierarchical structure based on a bi­
nary tree. By using the characteristics of a binary tree, each item can store 
several data as a tree, which makes the data management and retrieval 
more efficient than relational databases. Datasets for analysis are extracted 
from the database on discharge summaries and the database on patient ba­
sic information by using patient ID and the date on admission as keys. The 
program for extraction is developed by the first author due to the following 
reasons. Since NHI points, which stands for National Healthcare Insurance 
points, are stored for each patient ID and each month, the total points for 
each admission for each patient are calculated from NHI points for each 
month. The total points are combined with the dataset extracted from the 
discharge summaries by using patient ID and the date on admission as 
keys. The number of the records of the dataset extracted from the global: 
MRMG, which is a database on discharge summaries, is 157,636 for 21 
years from 1978.4 to 2000.3. The time needed for computation is about 
one hour by SUN Workstation (Enterprise 450). Concerning the dataset 
combined with NHI points, the number of the records is 20,146 for three 
years from 1997.4 to 2000.3. 

Methods for Statistical Analysis 

Descriptive statistics, exploratory data analysis and statistical tests were 
applied to the dataset extracted only from the discharge summaries for the 
analysis of patient basic information (gender, age and occupation), out­
come, the number of the days in hospitals and diseases, including their 
chronological trends. Concerning the datasets combined with accounting 
information for three years (1997.4 to 2000.3), the relations among NHI 
points and items in the discharge summaries were analyzed by descrip-
tivestatistics, exploratory data analysis, statistical tests, regression analysis 
and generalized linear model. SPSS 1 l.OJ for windows was used for these 
analyses. 

Results 

Due to the limitation of the spaces, the most interesting results are shown 
in this section. In the subsequent subsections, the results of the whole 
cases, and two levels of ICD-9 code, called major and minor divisions, are 
compared. Especially, concerning the results for the major and minor divi­
sions, malignant neoplasm and the following three largest minor divisions 
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of the malignant neoplasm are focused on: neoplasm of trachea, bronchus, 
and lung, neoplasm of stomach, and neoplasm of liver and intrahepatic bile 
ducts. In the subsequent sessions, neoplasm of lung, stomach and liver de­
notes the above three divisions for short. 
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Fig. 1. Distribution of Length of Stay (Raw Data, Whole Cases) 

Distribution of Length of Stay 

Figure 1 shows the distribution of the length of stay of the whole cases, 
which skewed with the long tail to the right. Thus, the logarithm of the 
length of stay is taken to tame this skewness. Figure 2 gives the result of 
this transformation, whose distribution is very close to normal distribution: 
this means that the distribution of the whole cases is log-normal. This ob­
servation holds even when the major divisions are taken as sample. It is 
notable that the nature of this distribution holds even in the minor divi­
sions, three largest three diseases. 

Table 1 summarizes the descriptive statistics of length of stay with re­
spect to the whole cases, major and minor divisions. The natures of these 
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distributions are not significantly changed ifthese cases are stratified by the 
condition whethera surgical operation is applied to a case or not. 

0.1 Distribution of NHI Points 

Since the variance of raw data of NHI points are very large and the distri­
bution is skewed, the raw data are transformed into the "median index", 
which is defined as the ratio of the total points to the median of the whole 
cases. Figure 3 and 4 show the distribution of the raw data and that of the 
logarithm of the raw data of median index. Those figures suggests that the 
NHI points of the whole cases follow log-normal distribution. On the other 
hand, the distributions for minor divisions are different. The same observa­
tions are obtained from the distribution of NHI Points of Neoplasm. 

20000 

10000H 

hF*5 = 2.95 

|^?J3M= 157618.00 

Fig. 2. Distribution of Length of Stay (Logarithm Transformation, Whole Cases) 
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Table 1. Descriptive Statistics of Length of Stay 

Whole Cases 

Raw Data 

Logarithmic Transformation 

Neoplasm 

Raw Data 

Logarithmic Transformation 

Malignant Neoplasm of Lung 

Raw Data 

Logarithmic Transformation 

Malignant Neoplasm of Stomach 

Raw Data 

Logarithmic Transformation 

Malignant Neoplasm of Liver 

Raw Data 

Logarithmic Transformation 

Average 

26.46 

2.74 

37.54 

3.19 

49.65 

3.57 

36.44 

3.40 

35.93 

3.38 

Median 

16.00 

2.77 

25.00 

3.22 

39.00 

3.66 

36.00 

3.58 

33.00 

3.50 

SD 

33.67 

L06 

38.72 

0.98 

43.42 

0.88 

19.18 

0.72 

21.40 

0.71 

Skewness 

4.34 

-0.06 

2.90 

-0.32 

2.57 

-0.79 

0.46 

-1.42 

1.19 

-1.18 

Kurtosis 

34.15 

-0.28 

13.21 

0.08 

10.82 

2.00 

0.37 

2.55 

2.70 

3.03 
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Correlation between Length of Stay and NHI Points 

Figure 5 depicts the scattergram between the length of stay and NHI points 
of the whole cases, which suggests a high correlation between two vari­
ables. For simplicity, the vertical and horizontal axes show the logarithm 
of raw values. Actually, The coefficient of correlation is calculated as 
0.837, which means that the correlation is very strong. 
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Fig. 3. Distribution of NHI Points (Raw Data, Whole Cases) 
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Fig. 4. Distribution of NHl Points (Logarithm Transformation, Whole Cases) 

Table 2. Correlation between Length of Stay and NHI Points (After Logarithm 
Transformation) 

Total Cases 
Neoplasm 

Lung Cancer 
Stomach Cancer 

Liver Cancer 

Total 
0.837 
0.867 
0.838 
0.827 
0.711 

With Operation 
0.829 
0.844 
0.648 
0.738 
0.577 

Without Operation 
0.779 
0.826 
0.903 
0.801 
0.755 

Table 2 summarized the correlation coffecients between NHI points and 
Length of Stay with respect to the whole cases, neoplasm and three major 
types of malignant neoplasm: lung, stomach and liver. 
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Fig. 5. Scattergram of Length of Stay and NHI Points (Logarithm Transformation, 
Whole Data) 

Comparison of the coefficient of correlation between the group with and 
without a surgical operation shows that the group without an operation has 
higher correlations than that with an operation, which suggests that NHI 
points of the treatment methods other than surgical operations should be-
strongly dependent on the lengths of stay. 

Generalized Linear JModel 

Since all the items except for the length of stay are categorical variables, 
conventional regression models cannot be applied to the study on relations 
between NHI points and other items. For this purpose, generalized linear 
model [6] was applied to the dataset on combination of accounting data 
and discharge summaries. NHI point was selected as a target variable and 
the following four variables were selected as explanatory variables: out­
come, treatment method, major division of ICD-9 codes and thecatego-
rized length of stay. The length of stay is categorized so that the distribu-
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tion of the transformed variable is close to normal distribution, where the 
width of windows is set to 0.5 for the logarithmic value of the length of 
stay. Treatment, outcome and major divisions of ICD codes are trans­
formed into dummy variables to clarify the contributions of these values to 
a target variable. For example, the outcomes of discharge are split into the 
following six dummy variable: Dl: recovered, D2: improved, D3: un­
changed, D4: worsened, D5: dead and D6: others. Table 3 shows the re­
sults of GLM on the total cases, whose target variable is NHI points. All 
the variables are sorted by the F value. The most contributing factor is the 
length of stay, whereas the 

Table 3. GLM Analysis on NHI Points (Total Cases, Logarithmic Transformed 
Data) 

F - value 
Length of Stay 

Death 
Psychiatric Disorders 
Pregnancy Complications 
Circulatory Diseases 

Operations 
Perinatal Disorders 

Precipitating 
Treatment 

Neurological Diseases 

1590.3 
347.7 
264.4 
241.7 
228.2 
119.4 
98.2 
56.2 
53.9 
52.1 

7?̂  = 0.741 
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Table 4. GLM Analysis on NHI Points (Neoplasm, Logarithmic Transformed 
Data) 

Length of Stay 
Death 

Operation 
Changeless 

Other Therapies 
Radiation 

Exacerbation 

F -• value 
625.8 
36.0 
23.2 
16.4 
9.8 
8.5 
8.2 

/?" = 0.753 

contributions of the other factors are small. Table 4 gives the results of 
GLM on major division (malignant neoplasm), and three minor divisions, 
whose target variable is NHI points. Compared with Table 3, the number 
of the factors which gives the significant contributionsto NHI points are 
very small, which suggest that the variabilities of NHI points in major and 
minor divisions are very low, compared with that of total cases. 

Conclusion 

This paper analyzes the following two datasets extracted from the hospital 
information system in Chiba University Hospital. One is the dataset ex­
tracted from the database on discharge summaries stored for about twenty 
years from 1978 to 2000. The other iscombination of data from discharge 
summaries and accounting information system. The analysis gave the fol­
lowing results: (1) malignant neoplasm is the first major category which 
determines the profitability of Chiba University Hospital, which is stable 
for twenty years. (2) In a global view, the length of stay is the principle 
factor for the revenue of the hospital, whose distribution follows the log-
normal distribution. (3) Treatment method may be a secondary factor to 
determine the distribution of the length of stay for each disease, which may 
be correlated with the property that the length of stay follows log-normal 
distribution for each minor division in total. (4) Treatment without a surgi­
cal operation should be more examined by additional information, which is 
also important to evaluate the profitability of the university hospital. 
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Chapter Overview. Congenital malformations or birth defects are a major 
public concern. We have undertaken a new research/development project 
to create an information-community for teratogenic agents, as a social sys­
tem, consisting of pregnant women, pharmacists, physicians and research 
scientists working on medicinal products. We have designed a web-based 
database system which performs not only retrieval of teratogenic informa­
tion and chemical structures of drugs/medicinal products, but also registra­
tion of clinical case reports and teratogenic information on various chemi­
cals. Using the database, we predicted the drug excretion into human 
breast milk by means of QSAR, as a data mining approach on clini­
cal/pharmaceutical information. 

Key Words. Information-community system, 
Pregnancy and teratogenic agents. Medicinal products. Human breast milk, 
and Clinical QSAR. 

1. Introduction 

The progress of the latest science and technology, so-called "IT, medical 
and genomic revolution", is innovative. The knowledge from science and 
technology should be used to support people's safe social lives, and the in­
formation from them needs to be supplied for the development of novel 
science and technology. Thereby it is important to make a social system in 
which the information from citizen's life can be fed back effectively to the 
progress of society (Fig. 1). 
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Fig. 1. A trial to create a new social system. 

In the medical field, an epoch-making new medicine has been devel­
oped one after another, and thus it is difficult for the doctor to maintain the 
drug safety to patients, independendy from other medical staffs. Actually, 
sorrowful medical harms happened until now. Therefore, the separation of 
dispensary from medical practice has been increasing up to more than 50% 
in Japan. The Japanese pharmacy schools have started reforming the edu­
cational system in order to balance the pharmaceutical sciences and the 
clinical pharmacy. 

From such background, we have undertaken a new re­
search/development project, "Construction of a Drug Safety Information 
Community", supported by Research Institute of Science and Technology 
for Society in Japan Science and Technology Agency [1]. The objective of 
this research is to develop a drug safety information community as a social 
system. This information community system allows an effective circula­
tion of drug safety information among health care consumers, health care 
professionals, and drug discovery researchers through sharing the knowl­
edge each other using the web-based system (Fig. 2) [2]. 

In a future study of pharmaceutical information sciences, the technique 
of computational chemistry should be positively introduced in order to 
predict unknown adverse effects of a drug using the precious clinical data. 
Thus, we have carried out a data mining approach on clini­
cal/pharmaceutical information accumulated in the drug safety information 
community. 
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Augmentation of clinical 
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INFORMATION PHARMACY 
Augmentation of chemical 
compound DB 

Fig. 2. Circulation of drug teratogenicity information within the drug 
safety information community [2]. 

2. Construction of a Drug Safety Information Community 

Recently declining birthrate and a growing proportion of elderly people 
have been rapidly advanced in Japan. Especially, the decrease in the birth­
rate is one of the serious issues for the future of society. In such a society, 
the medication is one of the most important therapeutic methods for the 
patient. On the other hand, congenital malformations or birth defects are 
major public concern, since the thalidomide catastrophe (limb defects) had 
occurred in the beginning of the 1960's when this drug was administered 
to pregnant women as an anti-anxiety agent during first trimester [3,4]. 
However, lack of proper information may panic a pregnant woman who 
had taken medicines without noticing the pregnancy, and thus may result 
in an unnecessary abortion. 

In 1963, the Japanese Ministry of Health and Welfare imposed the tera­
togenicity test using experimental animals in manufacturing approval ap­
plications of medicinal products. The guideline regarding detection of tox­
icity to reproduction was also determined in 1989. Therefore, during the 
development of new drugs, the reproductive risk is necessarily examined 
using experimental animals. After the cessation of development, however, 
the reproductive data of medicinal products generally have been held privi­
leged by pharmaceutical companies without dissemination efficiently and 
widely. 
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The clinical trial program almost never includes pregnant women. 
Therefore little data are available to evaluate reproductive risk to women 
in their pregnant or childbearing period just after a new medicinal product 
is approved for marketing. In our country, the special surveillance regard­
ing pregnant women has been carried out since 1997 to assure efficacy and 
safety of new drugs according to the good post-marketing surveillance 
practice (GPMSP). However, many more case reports are required to as­
sess the risk of drug-exposure to pregnant women. Therefore, we focused 
on the information of drug teratogenicity and started making a database 
system regarding drugs and pregnancy in this project. 

The integrated bi-directional database system has three classes of infor­
mation; 1) documentary information of the medicinal drugs on teratogenic­
ity, 2) prediction of teratogenicity for a given compound, 3) information of 
the clinical case reports (Fig. 3). The information regarding teratogenicity, 
a drug adverse effect which must never happen in medications although 
the frequency is low, is featured. The data can be easily retrieved and reg­
istered by pregnant women and clinical researchers on the web site. The 
information provided by this net community system contributes to the 
practice of evidence-based medicine, an efficient drug research and devel-

/ 
/ Drug information DB Broader-based distributed DB 

Prototype DB of 
drug teratogenicity 
Information 
in Univ. Tokushima 

Fig. 3. Human-based infrastructure of teratogenic information network. Figure 
shows the structure of bi-directional / growing information community. 
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opment, and training for "the informational pharmacist" who will play im­
portant roles in risk communication. 

3. Data Mining Approach on Clinical/Pharmaceutical 
information 

In order to use our database for the risk-assessment of drug, we tried to 
predict the drug excretion into human breast milk using a method of quan­
titative structure activity relationship (QSAR), as a data mining approach 
on clinical/pharmaceutical information. 

When lactating mothers need to take medicines, it is very important to 
evaluate risk potential of drugs to their babies. However, there is little in­
formation about the drug excretion into human breast-milk. Meskin and 
Fleishaker have reported that the transfer of drug into breast milk depends 
on a concentration-gradient that allows passive diffusion of unionized, pro­
tein-unbound drugs [5, 6]. In that case, the drug permeability is affected 
by the condition of molecule, such as the molecular size, the lipophilicity, 
degree of ionization and others. 

In this study, the human M/P (milk to plasma drug concentration) ratios 
were collected from literatures as the index of the drug permeability 
through the mammary membrane. The correlation of M/P values with the 
various physicochemical characteristics of drugs were analyzed using the 
QSAR method. 

The M/P values for 45 drugs were collected from the clinical case re­
ports in literatures. The information regarding the compound name, CAS 
number, chemical structure, log P (measured value or calculated CLOGP), 
pKa were obtained from SciFinder Scholar (ver. 2004, ACS) etc. The mo­
lecular volume was computed using Sparan'02 for Window (Wavefunc-
tion). 

An equation 1 was led by the multiple linear regression analysis, in 
which log M/P was correlated with the logarithm of molecular weight (log 
MW), the partition coefficient (log P) and ratio of the fraction unionized 
(log [/""" (P) / /"" (M)]). The equation was significant at a 95% confidence 
level as indicated by the F-test, with a highly correlation coefficient. A 
negative-dependence on log MW, and a positive-dependence on both log P 
and log \f"" (P) / /"" (M)] seemed to be agreeable with the predicted 
mechanism of membrane transport. 

log M/P = 1.71(±o.56) log MW-\- 0.07(±o.06) log P .^. 

+ 1.00(±0.39) l0g[f ""(P) /r"(M)] + 3.64(±1.34) 
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Fig. 4. Comparison between Observed and Calculated log MIP. 

The results from present study show that M/P calculated form Equation 
1 utilizing physicochemical parameters predicted the M/P observed in the 
human (Fig. 4). 

Present results indicate that the QSAR methodology allow ŝ us to predict 
the drug excretion into breast milk using the clinical data of human, sug­
gesting a future development as the "Clinical QSAR". 

4. Spin-off Benefit of Present Project 

There already exist a number of databases available regarding drug toxici­
ties. The construction of a bi-directional grov^ing information-community 
for teratogenic agents may be one of the most unique and relevant plans in 
the world. Our database can be a common platform for many people, in­
cluding laypersons to expand not only the database but also new knowl­
edge/wisdom. 

Our project will bring about the following spin-off benefits, 
1. Our database will provide high-grade information for physicians and 

pharmacists to employ tested the evidence-based medicine with the 
pregnant women. 
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2. Increased clinical case reports in the database will be used to develop 
the pharmacoepidemiologic study for drug-induced birth defects, result­
ing in the feedback of information to bedside. 

3. Relationship between the structural formula of medicinal product and its 
risk potential such as teratogenic activity or excretion into breast-milk in 
human will be analyzed as information of QSAR. The data will be use­
ful to research/develop new chemicals in the stage of drug design in 
silico. 

4. Our activities have also an educational meaning for the pharmacy stu­
dents or pharmacists to learn informatics, risk identification/risk man­
agement/risk communication skills, and to receive training of the drug 
information service linked bedside. 
Our system will be useful for medical workers who perform the clinical 

risk-assessment of teratogenic exposures during pregnancy. Thus the 
pregnant woman and her family will be able to carry out family planning 
without worry. In addition, it will be beneficial for the pharmaceutical sci­
entists in the development of new drugs based on chemical information 
and computer science. 
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Chapter Overview.In early 1980s, many medical expert systems were 
developed with knowledgebase which are acquired from medical experts, 
and their performance was almost as good as domain experts. However, 
they were not frequently used mainly due to the poor user interfaceand 
the lack in learning new knowledge. However, the solutions of these two 
problems have been introduced since 1990s. For the latter problem, ma­
chine learning methods have provided several solutions, and for the for­
mer problem, the rapid progress of webtechnologies enables us to imple­
ment a good user interface. Furthermore, recent advances in computer 
resources strengthen these two solutions. In this paper, we focus on the 
application of knowledge engineering techniques to medical mobile 
communication network, where the web intelligence technologies are 
used for an efficient interface of medical expert system. Then, the system 
was put on the internet to provide an intelligent decision support in tele-
medicine and is now being evaluated by region medicalhome doctors. 
The results show that such an internet-based medical decision support en­
ables home doctors to take a quick action to the applied domain. 

Key Words. E-health, medical expert system, clinical decision Support, 
telemedicine 
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Introduction 

Medical knowledge grows very rapidly and is complicated: medical exper­
tise usually needs the number of cases in which a medical doctor has met 
before. For example, in general, more than thousand patients on one symp­
tom or disease requires that a medical doctor is called as an "expert", 
which implicitly means that a population of the region where a medical 
doctor works is an important factor for acquiring a sufficient degree of ex­
pertise. However, if the population is very low, it is very difficult for a 
doctor to have such knowledge. On the other hand, the doctors in the 
medical center of large hospitals have enough experiences. Thus, medical 
decision support for people very far from the medical center of large hos­
pitals is very important to achieve the high quality of healthcare. However, 
until 1980s it is very difficult to provide neither such medical decision 
support nor data transportation to medical experts in the center. Now, 
technically, broad-band network services enable us to send large amount of 
data, without any concern about the distance. On the other hand, in early 
1980s, many medical expert system were developed with knowledgebase 
which are acquired from medical experts, and their performance was al­
most as good as domain experts. However, they were not frequently used 
mainly due to the poor user interface and the lack in learning new knowl-
edge[l]. However, the solutions of these two problems have been intro­
duced since 1990s. For the latter problem, machine learning methods have 
provided several solutions, and for the former problem, the rapid progress 
of web technologies enables us to implement a good user interface. Fur­
thermore, recent advances in computer resources strengthen these two so­
lutions. In this paper, the internet-based decision support system is intro­
duced with intelligent web interface. The recent advances in web 
technologies were used for an efficient interface of medical expert system. 
Then, the system was put on the internet to provide an intelligent decision 
support in telemedicine and is now being evaluated by region medical 
home doctors. The results show that such an internet-based medical deci­
sion support enables home doctors to take a quick action to the applied 
domain. 

The paper is organized as follows: Section 2 discusses the motivation of 
this study from the medical side: telemedicine. Section 3 introduces a di­
agnostic model for medical expert system, the architecture of the expert 
systems and shows how clinical decision support system works. Section 4 
gives the extensions of its usage into mobile terminals, including PDA. Fi­
nally, Section 5 concludes this paper. 
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Motivation: Telemedicine 

Shimane Prefecture: Sparcely-populated District 

Shimane prefecture is one of the most rural regions in Japan, whose 
location is shown in Fig. 1. The population is 761,503 in 2001, which is 
the last two prefectures in Japan (e.g., 46th of 47 prefectures) and smaller 
than one ward in Tokyo. The population consists of lll,982(less than 15), 
460,103(15 to 64 years old) and 189,031 (larger than 65 years old), which 
shows 24.8 Concerning medical issues, Shimane has only 

Shknane Prefecture Tokyo 

450mile(720km) 

— ^ L J 

Fig. 1. Location of Shimane Prefecture 

a few large hospitals, although it has very many home doctors (22th largest 
of 47 prefectures), which suggests that telemedicine is very important 
(Fig. 1). Especially, since most of the home doctors are very old person 
(the average age is 62.0), learning new medical knowledge is very difficult 
for them. Moreover, they have difficulties in learning computer literacy. 
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Shimane Community Healthcare Network System 

Shimane community network system (Shimane CNS) is developed as a 
tool for healthcare communication between Shimane Medical University 
Hospital and home doctors in 1999. The system has two interfaces: one is 
for communication between hospital information systems and community 
network system, based on HL-7 which is a specific form of XML in medi­
cine. Fig. 3 shows the architecture of Shimane CNS. Data which are al­
lowed to be open for home doctors are transported from hospital informa­
tion system to Patient Records DB Server. 

«̂«« 'TL "Sbspitals 

Fig. 2. Location of Large Hospitals 

These data will be applied to application server for data visualization, 
whose results are sent to Web server. Web server provides an interface be­
tween hospital information systems and home doctors. This server has the 
following three functions: (1) exchange of e-mails on medical consulta­
tion, (2) the reports from the university hospital, (3) transportation of 
medical images and the results of laboratory examinations. 

E-decision support 

Basic Model: Focusing l\/lechanism 

One of the characteristics in medical reasoning is a focusing mechanism, 
which is used to select the final diagnosis from many candidates [2,3,4]. 
For example, in differential diagnosis of headache, more than 60 diseases 
will be checked by present history, physical examinations and laboratory 
examinations. In diagnostic procedures, a candidate is excluded if a symp-
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torn necessary to diagnose is not observed. This style of reasoning consists 
of the following three kinds of reasoning processes: 
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Fig. 3. Location of Large Hospitals 

exclusive reasoning, inclusive reasoning and detection of complications, 
which corresponds to screening, differential diagnosis, and close examina­
tion of each case. 

The diagnostic procedure will proceed as follows: first, exclusive rea­
soning excludes a disease from candidates when a patient does not have a 
symptom which is necessary to diagnose that disease. Secondly, inclusive 
reasoning suspects a disease in the output of the exclusive process when a 
patient has symptoms specific to a disease. Finally, it is checked whether 
all the input symptoms are explained by the final candidates. The symp­
toms which are not explained suggest the complications of other diseases. 
These three steps are modelled as usage of three kinds of rules, exclusive 
rules, inclusive rules and disease image, all of which corresponds to exclu­
sive reasoning, inclusive reasoning and detection of complications. 

Rules for Focusing Mechanism 

Based on the focusing mechanism, we developed RHINOS, an expert sys­
tem which diagnoses clinical cases on headache or facial pain from mani­
festations. In this system, a diagnostic model proposed by Matsumura [2] 
is applied to the domain, which consists of the following three kinds of 
reasoning processes: exclusive reasoning, inclusive reasoning, and reason­
ing about complications. First, exclusive reasoning excludes a disease from 
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candidates when a patient does not have a symptom which is necessary to 
diagnose. Secondly, inclusive reasoning suspects a disease in the output of 
the exclusive process when a patient has symptoms specific to a disease. 
Finally, reasoning about complications suspects complications of other 
diseases when some symptoms which cannot be explained by the diagnos­
tic conclusion obtained. Each reasoning style is rule-based and all the rules 
needed for diagnostic processes are acquired from medical experts in the 
following way. 

Exclusive Rules 

This rule corresponds to exclusive reasoning. In other words, the premise 
of this rule is equivalent to the necessity condition of a diagnostic conclu­
sion. From the discussion with medical experts, we select the following six 
basic attributes which are minimally indispensable to defining the neces­
sity condition: 1. Age, 2. Pain location, 3. Nature of the pain, 4. Severity of 
the pain, 5. History since onset, 6. Existence of joh headache. For exam­
ple, the exclusive rule of common migraine is defined as: 

In order to suspect common migraine, 
the following symptoms are required: 
pain location: not eyes, nature :throbbing or persistent 
or radiating, 
history: paroxysmal or sudden and 
joh headache: positive 

One of the reasons why we select the six attributes is to solve the inter­
face problem of expert systems: if the whole attributes are considered, we 
also have to input all the symptoms which are not needed for diagnosis. To 
make exclusive reasoning compact, the only minimal requirements are 
chosen. It is notable that this kind of selection can be viewed as the order­
ing of given attributes, and it is expected that such ordering can be induced 
from databases. Therefore we intend to formulate induction of exclusive 
rules by using the whole given attributes. It is because we can acquire the 
minimal requirements for describing exclusive rules after all the exclusive 
rules are induced. 

Inclusive Rules 

The premises of inclusive rules are composed of a set of manifestations 
specific to a disease to be included. If a patient satisfies one set, we suspect 



Clinical Decision Support based on Mobile Telecommunication Systems 201 

this disease with some probability. This rule is derived by asking the fol­
lowing items for each disease to the medical experts: 1. a set of manifesta­
tions by which we strongly suspect a disease. 2. the probability that a pa­
tient has the disease with this set of manifestations: SI(Satisfactory Index) 
3. the ratio of the patients who satisfy the set of all the patients of this dis­
ease: CI(Covering Index) 4. If the total sum of the derived Cl(tCI) is equal 
to 1.0 then end. Otherwise, goto 5. 5. For the patients of this disease who 
do not satisfy all the collected set of manifestations, goto 1. 

Therefore a positive rule is described by a set of manifestations, its sat­
isfactory index (SI), which corresponds to it accuracy measure, and its 
covering index (CI), which corresponds to total positive rate. Note that SI 
and CI are given empirically by medical experts. 

For example, one of three positive rules for common migraine is given 
as follows. 

If history: paroxysmal, 
jolt headache: yes, 
nature: throbbing or persistent, 
prodrome: no, intermittent symptom: no, 
persistent time: more than 6 hours, 
and location: not eye, 
then common migraine is suspected with 
accuracy 0.9 (SI=0.9) and this rule covers 60 percent 
of the total cases(CI=0.6). 

Disease Image 

This rule is used to detect complications of multiple diseases, acquired by 
all the possible manifestations of the disease. Using this rule, we search for 
the manifestations which cannot be explained by the conclusions. Those 
symptoms suggest complications of other diseases. For example, the dis­
ease image of common migraine is: 

The following symptoms can be explained 
by common migraine: pain location: any 
or depressing: not or jolt headache: 
yes or... 

Therefore, when a patient who suffers from common migraine is de­
pressing, it is suspected that he or she may also have other disease. 
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E-Decision Support System 

Fig. 4 shows the architecture of expert system RH (Rule-based System for 
Headache) in Shimane CNS. All the systems are written in Java (EJB) and 
connected with Web server and DB server. In the new version, rule mining 
engine is implemented in the application sever. 

IrrfefBTice Engine: EJB-besed Riiebase Engine 

I I . I I ikrviiif 

HTTP 

User 

Fig. 4. Architecture of Expert System with Data Mining Engine in Application 
Server 

Interface for E-Decision Support 

Since most of the home doctors in Shimane are more than fifty years old, it 
is very difficult to expect that they will adapt to the advanced interface. 
Thus, we arranged that most of the inputs can be acquired by simple inter­
faces: radio button, except ofpersonal information of the patients, such as 
name and age. The other point is that all the inputs and outputs (diagnostic 
conclusions and explanations) are summarized into natural language and 
shown as texts to the doctors. 
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Fig. 5. Architecture of Expert System with Data Mining Engine in Application 
Server 

For example, Fig. 5 show the final results with the explanations by ex­
clusive and inclusive rules, respectively. These explanations are originally 
described by XML documents, and translated into natural language in the 
Web interface. Also,home doctors who are interested in the knowledge 
base and patient records, can access the data from the web interface. It is 
notable that these aspect shows that such data input system, results from 
clinical decision support system, and experts' feedbackcan generate a new 
type of data collection, which can be called intelligent data collection. All 
those data can be stored as XML documents, which can be applied to rule 
mining engine or accessed into databases. 

Towards Mobile Clinical Decision Support 

The Shimane CNS and E-clinical decision support system can be accessed 
from PDA and Mobile computers via PHS communication service. PDAs 
are expected to give more potential to the usability of clinical decision 
support: pen-touch interface is much easier to select inputs from lists. They 
are not heavy. The battery will retain much more than mobile computers. 
However, it is found the programming environment of PDA is very lim­
ited, and it is very difficult to implement a new intelligent interface, which 
suggests that the computing power is close to the personal computer in 
1980's. Thus, we had to stop the development of intelligent parts in PDA 
and to decide to use the HTTP service as the interface for CNS and E-
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decision support system. It will be our future work to implement the intel­
ligent program into PDA for more intelligent data collection. 

Conclusion 

This paper reports Shimane community network system and E-decision 
support system with intellgent web interface. The recent advances in web 
technologies were used for an efficient interface of medical expert system. 
Then, the system was put on the internet to provide an intelligent decision 
support in telemedicine and is now being evaluated by region medical 
home doctors. The results show that such an internet-based medical deci­
sion support enables home doctors to take a quick action to the applied 
domain. Moreover, those systems can be accessed from PDA, which en­
ables us to expand the applicability of healthcare network system. How­
ever, the applicability of PDA is much more limited at this moment: more 
intelligent programming environments are required for PDA tools. 
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In this article, we will discuss how the Wisdom Web (WW) from the next-
generation Weh Intelligence (WI) development contributes to the research 
studies in immunology, i.e., the scientific discovery of HlV-immune inter­
action dynamics. In particular, we will show that a new computing para­
digm, called Autonomy Oriented Computing (AOC), will be necessary to 
support the Wisdom Web to meet this challenge. Throughout our discus­
sion, we will pose several Research Questions, through which the authors 
intend to highlight the technical issues involved and to stimulate thinking 
and innovations from the community of researchers pursuing this exciting, 
interdisciplinary endeavor. 

Key Words. Web Intelligence, Immunology 
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The Wisdom Web 

We envision that the next paradigm shift in Web Intelligence (WI) should 
go beyond the role of supporting tools and further incorporate the notion of 
wisdom to be embedded in the Web itself [6,13,17,19,20]. According to 
Webster Dictionary, the word wisdom means the quality of being wise; 
knowledge, and the capacity to make due use of it; knowledge of the best 
means and the best ends. We refer to the World Wide Wisdom Web as the 
Web that can autonomously 

• discover the best means and ends, 
• mobilize distributed resources, 
• enrich social interaction, and 
• enable users to gain practical wisdom of living, working and playing. 

In short, the Wisdom Web will enable users to go beyond the existing on­
line information search and knowledge queries functionalities and to gain, 
from the Web,' practical wisdom for problem solving. 

To support such a Wisdom Web, we envision that a grid-like computing 
infrastructure with intelligent service agencies is needed, where these 
agencies can interact, self-organize, learn, and evolve their course of ac­
tions, identities and interrelationships for new knowledge creation, as well 
as scientific and social evolution [5,6]. 

Web Intelligence Meets Immunology 

Discovering IHIV-lmmune Interaction: The Open Problem 

As argued in [18], human immune system is a typical example of a highly 
sensitive, adaptive and self-regulated complex system involving numerous 
interactions among a vast number of cells that belong to different types. 
Immune response is an emergent phenomenon from the interactions of 
numerous entities, which protects the human body from invaders such as 
bacteria, virus and other parasites. Despite there are many clinical case 
studies and empirical findings [1,15,2,14,16], the working mechanism un-

' Hence, the notion of "Web" should be taken in a much broader sense. 
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derlying the complex process of HIV invasion, erosion and eventual crash 
on the immune system, such as how the local interactions at the level of 
HIV, T cells and B cells affect this process, remains to be fully understood 
(i.e., characterized and predicted). 

Conventional modeling and simulation technologies are useful only to a 
very limited extent due to computational scale and cost involved. Hence, it 
would be most natural and desirable to make the best use of the above 
mentioned grid-like computational infrastructure with intelligence service 
agencies to carry out such a large-scale, distributed scientific knowledge 
discovery, i.e., characterization and prediction of the human immune re­
sponses [4,10,18]. 

The Real Challeng 

This endeavor presents a tremendous challenge to the filed of computing, 
i.e., (1) the task of computing is seamlessly carried out in a variety of 
physical embodiments, and (2) there is no single multi-purpose or dedi­
cated machine that can manage to accomplish a job of this nature. In other 
words, the key to success in such applications lies in a large-scale deploy­
ment of computational agents capable of autonomously making their local­
ized decisions and achieving their collective goals. 

Towards the Autonomy Oriented Computing (AOC) 
Paradigm 

Recently, Liu et al. have been interested in the metaphors of autonomy as 
offered by nature and their roles in addressing our practical computing 
needs. His research agenda concerns the development of a new computing 
paradigm, called autonomy oriented computing (AOC)[7,10]. AOC makes 
use of autonomous entities in solving computational problems and in mod­
eling complex systems [8,9,12]. 

Characteristics of AOC 

AOC starts from the smallest and simplest element of a complex system 
based on the following characteristics of the entities in the system [10,11]: 

• Autonomous The systems elements are rational individuals that will act 
independently. In other words, a central controller for directing and co-
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ordinating individual elements is absent. 

Research Question 1: How can the behavior and utilities of the entities 
be goal-directed? How would the entities acquire and improve their re­
active behavior based on their local and/or shared utilities? 

Distributed The entities of localized decision-making capabilities are 
distributed in a heterogeneous computing environment and are locally 
interacting among themselves, without too much communication over­
head. 

Research Question 2: How would the entities measure, update, and 
share information among themselves? 

Emergent They exhibit, often not simple, behaviors that are not present 
or predefined in the behavior of the autonomous entities within complex 
adaptive systems. 

Research Question 3: How would you formally model and quantita­
tively measure the inter-relationships between the local goals of the en­
tities and the desired global goal(s) of the AOC system? 

Adaptive They often change their behavior in response to changes in the 
environment in which they are situated. 

Research Question 4: How would you define (and update) the goals 
and on-going feedback (e.g., rewards) of individual entities? 

Fig. 1. The three-stage dynamics of HIV infection as generated from an 
AOC-based simulation [18]. This result consistent with the earlier empiri­
cal findings [3] 
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Self-organized They are able to organize the elements to achieve the 
above behaviors. 

Research Question 5: How would the entities locally interact among 
themselves? What are the rules? 

The AOC Approach to Discovering IHfV-lmmune 
Interaction on the Wisdom Web 

In order to deal with numerous interactions among a vast number of 
autonomous agents in AOC-based massive multi-agent (MMAS) simula­
tion, we have studied an AOC approach that incorporates the characteris­
tics of Cellular Automata (CA) and system-level mathematical equation 
modeling to simulate the complex interactions in the process of human 
immune response to HIV. In our AOC approach, the mathematical equa­
tions are used within a single site, which keeps the spatial characteristics of 
the system and reduces the heavy computational costs of the CA model. 

Research Question 6: How would you define and model (and let entities 
to efficiently explore and update) the large state space during their inter­
action? 

Figure 1 presents the temporal emergence of three-stage dynamics in 
HIV infection, which was generated from our earlier AOC-based massive 
multi-agent (MMAS) simulation [18]. The three stages are: (1) before B: 
the primary response, (2) B^C: the clinical latency, and (3) after D : 
the onset of AIDS. At A, the HIV population reaches a maximum. Start­
ing from C , the mechanism that decreases the natural ability of an organ­
ism in producing T cells is incorporated. This AOC-generated result is 
consistent with empirically observed phenomena [3]. 

Furthermore, it also revealed from our experiments [18] that AIDS can­
not break out if HIV only destroy T cells without weakening the T cell re­
production mechanism. The emergence in "shape space" indicates that it is 
because the HIV's fast mutation that the immune system cannot eradicate 
HIV as easily as it does to other invaders. The discoveries help researchers 
to understand HIV-immune interaction dynamics more comprehensively. 

Research Question 7: How would you design and implement the AOC 
system on the Wisdom Web, consisting of such multiple entities? In real 
time, millions of entities must concurrently operate and interact them­
selves. 
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Discussion 

The AOC paradigm for the Wisdom Web computing is different from the 
traditional imperative, logical, constraint, object oriented, or component 
based paradigms, not only in the characteristics of its fundamental con­
structs as mentioned in Section ? but also in the effectiveness and effi­
ciency of computing that can be achieved through these special character­
istics. 

The Real power 

Specifically speaking, the real power of AOC in the Wisdom Web mani­
fests in dealing with the problems of the following nature: 
1. The problems are of high complexity (e.g., large- scale, high-

dimension, highly nonlinear relationship, and highly interrelated vari­
ables); 

2. The problems are dynamically updated or changing in real time; 
3. The problems are highly-distributed and locally- interacting in nature 

(i.e., not centralized, not ready/efficient for batch processing); or 
4. The goal of AOC in data-mining and classification is not to extract 

some superficial patterns/relationships (i.e., data- transformation from 
one form to another), but really to discover and understand the "deep 
patterns" - - the underlying mechanisms/processes that produce the 
data (i.e., to provide an explanation of the cause/origin). As in real-
world we always have certain ideas or knowledge about the general 
mechanisms/processes that generate the data, we are able to implement 
AOC to achieve this goal by means of developing entities that incorpo­
rate such ideas or knowledge. 

Research Question 8: What hard data-mining and classification prob­
lems of the above mentioned characteristics would you suggest to apply 
the A OC paradigm ? 

Most of the presently available algorithms (e.g., competitive learning 
algorithms, bottom-up clustering, particle swarm, evolutionary/genetic 
algorithms, and neural networks - please survey them) that simply make 
use of some autonomy ideas are used to solve common sequentially batch-
processing, data-mining problems. In other words, the AOC systems that 
successfully solve the above mentioned hard problems differ from these 
algorithms in both the nature of problems to be solved and the computa-
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tional philosophy to be realized. 

Research Question 9: Try to make an in-depth survey and compare AOC 
with the existing approaches, as mentioned above. Would you be able to 
formulate the former as a theoretical generalization of the latter e.g., com­
petitive learning, active learning, and particle swarm optimization. 

The New Frontier in Computing 

As compared to other paradigms, such as centralized computation and top-
down systems modeling, the AOC on the Wisdom Web can become ex­
tremely appealing in the following aspects: 

1. To capture the essence of autonomy in natural and artificial systems; 
2. To solve computationally hard problems, e.g., large- scale computation, 

distributed constraint satisfaction, and decentralized optimization, that 
are dynamically evolving and highly complex in terms of interaction 
and dimensionality; 

3. To characterize complex phenomena or emergent behavior in natural 
and artificial systems that involve a large number of self-organizing, 
interacting entities; 

4. To discover laws and mechanisms underlying complex phenomena or 
emergent behaviors. 

The two most distinct applications of AOC for the Wisdom Web have 
been (1) designing and developing computational solutions to hard prob­
lems, and (2) characterizing and understanding complex phenomena or 
systems behavior. 
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Chapter Overview. Skillful motor control of human is achieved by the 
appropriate motor commands generating from the central nerve system. 
Brain dysfunction in the cerebral cortex, cerebellum and/or basal ganglia 
causes serious movement disorders such as cerebellar ataxia, Parkinson 
disease and so on. Compensation of the hand movement by adding an ex­
ternal force is a way for recovering a motor function of human and will be 
helpful for improving the quality of patients' daily life. A test of visual 
target tracking is one of the effective methods for analyzing the human 
motor functions. We have previously examined a possibility for improving 
the hand movement on visual target tracking by additional assistant force 
through a simulation study. 

In this study, a method for compensating the human hand movement on 
visual target tracking by adding an assistant force is proposed. Effective­
ness of the compensation method was investigated through the simulation 
study for patients with movement disorders and the experiment for four 
healthy adults. Sufficient improvement of the hand movement such as re­
activity, smoothness and so on was seen through both the simulation and 
experimental study. 

The proposed method can reflects the properties of the hand movement 
for different subjects in the structure of the compensator. Therefore, the 
proposed method will be easily adjustable to the individual properties of 
patients with various movement disorders caused from brain dysfunctions. 
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Key Words. Visual target tracking test, Compensation of hand movement, 
Assistant force. Model-based compensator. Movement disorders 

1. Introduction 

Generation of appropriate motor commands by central nerve system prac­
tices the realization of dynamic and skillful motion of human. Motor and 
supplemental motor area in cerebral cortex, basal ganglia, cerebellum and 
so on have great contribution for realizing accurate motor control. Serious 
defects in motor control occur when the cerebellum or the basal ganglia 
has injured. Movement disorder originating from the cerebellum such as 
cerebellar ataxia deteriorates the accurate movement and the motor learn­
ing. Symptom of movement disorder in the basal ganglia such as Parkin­
son disease is the delay of reaction and no smooth change of the motion. A 
technique for modifying the hand movement by adding assistant force is 
effective for such patients with various movement disorders. Development 
of active orthosis for improving an accuracy of hand movement will be 
useful for recovering a quality of patients' daily life. 

A test of visual target tracking is one of the effective methods for ana­
lyzing the human motor functions [1,2]. A large number of studies have 
been made on analysis and evaluation of motor function through mathe­
matical models [3]. Some studies for compensating the human motion 
have also done [4]. 

We have previously reported the quantitative evaluation on the rela­
tionship between movement disorders and the characteristics of motor 
functions [2]. Then, the characteristics of hand movement of the patients 
with movement disorders were expressed by the model, and the differences 
among healthy adults, patients with cerebellar ataxia and patients with 
Parkinson disease could be found in the model parameters. A possibility 
on improving the hand movement by additional assistant force was also 
investigated through a simulation study [5]. 

In this paper, the method for compensating the hand movement on vis­
ual target tracking was developed and examined through the simulation 
and the experiments. First of all, a mathematical model for expressing the 
property of human hand movement was obtained from the measurement 
data of visual target tracking for each subject. Then, the compensator of 
hand movement was constructed by using the information of model struc­
ture. 

Compensation of the hand movement on visual target tracking was ex­
amined through the simulation study for patients with movement disorders 
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(cerebellar ataxia and Parkinson disease). Furthermore, the proposed 
method was applied to actual experiment for four healthy adults. Effec­
tiveness of the hand movement compensation technique was quantitatively 
investigated. 

2. Method of Hand Movement Compensation Based on 
Visual Target Tracking Model 

2.1 Experimental equipment and visual target tracking 

The experimental equipment for measuring the visual target tracking and 
for hand movement compensation used in this study consists of personal 
computer (NEC PC-9801Xa), monitor and XY-table (RIKEN DENSHI 
F45) with a handgrip. XY-table equips force sensors and position sensors 
in the base of handgrip and those values are transmitted to the computer 
through A/D converter. XY-table also has two servo motors for moving 
the base of handgrip both horizontally and vertically, and control inputs as 
compensation signal for hand movement compensation are given from the 
computer to the servo motor through D/A converter. 

Subject holds on a handgrip by his/her hand and moves it, just then the 
corresponding green circle point (pursuit point) is moved on the monitor. 
Visual target with red rectangular is also displayed on the same monitor. 
Subject carries out the task to pursue the visual target as correctly and 
speedily as possible by moving a handgrip on XY-table. 

Visual target used in the experiment moves 3 sec long from the upper 
part to the lower part of the monitor straightforwardly with a constant 
speed of 3 cm/s. 

2.2 Modeling of human hand movement 

Properties of the hand movement on visual target tracking was expressed 
by mathematical model. The model structure adopted in this study is 
shown in Figure 1 (a). P^{s) as input signal for the system means the po­
sition of visual target and p^[s) as output signal of the system denotes the 

hand position of subject. Model structure was based on the second order 
mechatoronic servo model with time delay [5]. Transfer function of the 
model shown in Figure 1 (a) can be expressed as 
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Fig. 1. The block diagram for hand movement compensation based on the model. 
(a)Mathematical model of hand movement on visual tracking, (b)compensation of 
hand movement. Compensator consists of two transfer functions, c^s) ^^^ €2(5) 

G{s)- J<pK (1) 
s' + K^s + KpK^ 

where L means the reaction delay, K is the position loop gain and K^ 

is the velocity loop gain. Model structure is simple, but the model can 
grasp the characteristic of hand movement for healthy adults, patients with 
cerebellar ataxia and patients with Parkinson disease sufficiently [5]. 
Model parameters I , K and K^ were determined by using the least 

squares method. 
Control inputs as compensation signal for hand movement compensa­

tion are given from the computer to the servo motor through D/A con­
verter. Signals for generating compensation force were target posi­
tions^ (5), hand position p^(s) and contact force between subject's hand 

and handgrip. Compensator of hand movement on visual target tracking 
was then constructed by using the model information. Block diagram in­
cluding the compensator is shown in Figure 1 (b). 

Compensator is constructed by two blocks; feedforward compensation 
block C^s) based on target position and feedback compensation block 
C^is) based on hand position. The compensation signal F''{s) as assis­
tant force is calculated by the summation of those outputs, and added as 
F''{S)=C^{S)PXS)-C2{S)P^{S). Transfer function of the total system includ­
ing compensator cXs) and C^s) shown in Figure 1 (b) is calculated as 
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The structure of transfer functions C^s) and €2(5) were designed in the 
following way. First of all, the referential model, which executed the ideal 
movement on visual target tracking, was established as same structure of 
equation 1.Transfer function of the referential model was G\S), and the 

referential model parameters L*, K] and Kl can be adjusted freely. 

Transfer functions C^s) and C^is) were then determined by solving 

equation as G''{s) = G*{s). 
In this study, transfer functions C^s) and C2{s) were settled as 

cXs)=KXy--K^^Ky' (3) 

C2{S)={K:-K^)S^K;K:-K^K^ (4) 

Transfer function C^s) includes the component of reaction delay, so the 
cXs) mainly compensates the quickness of the reaction of the hand 
movement. Transfer function C^{s) compensates the other dynamical 
properties such as smoothness, changes of the motion and so on. 

2.3 Evaluation of hand movement compensation 

In order to evaluate the effectiveness of the hand movement compensation 
quantitatively, the following parameters were calculated from the experi­
mental data. First, the reaction time was defined as the time difference of 
the beginning of movement between visual target and pursuit point. Sec­
ondly, the position error e^ was calculated the difference of the vertical 

movement of the visual target and the hand position in the whole time 
(from 0 s to 3 s). Thirdly, standard deviation of the velocity for vertical di­
rection v̂  was calculated in the latter interval (from 1.5 s to 3 s). The 

above three parameters adopted in this study were already established as 
useful ones for extracting the properties of the hand movement on visual 
target tracking in the previous study [2]. In addition to the above three pa­
rameters, the sum of force f'{t) in the former interval (from 0 s to 1.5 s) 

was calculated as / = [ /A^)r^-
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3. Results 

3.1 Simulation for patients with movement disorders 

Measurement data of a patient with Parkinson disease, a patient with cere­
bellar ataxia and a healthy adult were used for evaluating the hand move­
ment compensation through the simulation. Three models were constructed 
from the measurement data respectively. The referential model obtained 
from the healthy adult, and then the compensator was constructed by using 
the model for each patient and referential model. 

Characteristics of three models were coincided with those of the meas­
urement data for patients with cerebellar ataxia, patients with Parkinson 
disease and healthy adults respectively. Model parameters for each subject 
were shown in Table 1. Reaction delay L of healthy adult was smallest. 
The position loop gain K^ was smallest at patient with Parkinson dis­
ease. 

Simulation result of the hand movement compensation for patient with 
Parkinson disease and that with cerebellar ataxia were shown in Figure 3, 
respectively. Gray thin line shows the target movement, solid line is sub­
ject's hand movement, broken line means model output and dotted line 
displays the simulation result of the compensation. Hand movement of pa­
tients with movement disorders were improved as same as that of healthy 
adult by the compensator. 

Table 1. Model parameters for each 

Subject 

Parkinson disease 
Cerebellar ataxia 
Healthy adult 

L 
0.18 
0.08 
0.03 

subj ect on simulation study 

K, K 
3.5 6.2 

21.5 2.6 
24.5 12.8 
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Fig. 2. Simulation of the hand movement compensation for patients 
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3.2 Experiments on healthy adults 

Actual experiment on hand movement compensation was examined for 
four healthy adults. Continuous 20 trials of visual target tracking test was 
done for each subject. The mathematical model was obtained from the ac­
tual data for constructing the compensator of the hand movement. Then, 
the experiment was done with a same measurement condition. In this ex­
periment, values of the parameters in the referential model were set at 
K* =2.5 , KI =\2.5 and L*=0.1, respectively. Experimental results 

were evaluated quantitatively by using the parameters described in the 
previous section. 

Calculated model outputs were compared with the actual measurement 
data on visual target tracking, and almost all them except two cases 
grasped the characteristics of actual measurement data enough. Mean 
value and standard deviation of model parameters for each subject were 
shown in Table 2. Value of the model parameters were not so different for 
all subjects. 

Experimental result of the hand movement compensation was shown in 
Figure 3. Left hand side shows the result of visual target tracking without 
adopting the hand movement compensation, and right hand side is that 
with compensation. Upper part means the hand position (a-1 and b-1), 
middle part is the velocity (a-2 and b-2), and lower part is the contact force 
between human hand and handgrip (a-3 and b-3). Force of human hand, 
additional assistant force by the compensator and total force were inde­
pendently displayed in the figure concerning the result with compensation 
(b-3). Reaction time, position error and variability of the velocity of the 

Table 2. Mean value and standard deviation of model parameters for each subject 

Without 
compensation 

With 
compensation 

Subject 

Subject 1 
Subject 2 
Subject 3 
Subject 4 
Average 
Subject 1 
Subject 2 
Subject 3 
Subject 4 
Average 

L 
0.2610.02 
0.25 + 0.01 
0.26 ±0.02 
0.27 ±0.02 
0.26 ±0.02 
0.10±0.01 
0.10±0.02 
0.09 ±0.02 
0.08 ±0.02 
0.10 ±0.02 

^ . 
7.0±3.1 
8.0 ±2.6 
7.9 ±3.4 
8.1 ±3.3 
7.7±3.1 
9.3 ±2.0 
11.2±3.7 
9.7±2.l 
11.8±3.2 
10.5 ±3.0 

K^, 

1.2 ±0.8 
1.1 ±0.4 
1.1±0.6 
1.1±0.6 
1.1±0.6 
2.0 ±0.4 
1.7 ±0.4 
1.9±0.3 
1.4 ±0.5 
1.8 ±0.5 
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Fig. 3. Experimental results for hand movement compensation, (a) Without 
compensation, (b) with compensation. Effect of the compensation could be seen 
through the comparison 

result with compensation were precisely reduced as compared with that 
without hand movement compensation. Assistant force had an effect espe­
cially in the beginning of hand movement. Almost all calculated models 
outputs with compensation were compared with the actual measurement 
data. 

Figure 4 shows the comparison of the characteristic parameters defined 
in the previous section between the result of visual target tracking without 
compensation and that with compensation. Mean value and standard de­
viation of respective parameters for all data and those for each subject 
were displayed. Gray bar shows the parameter values obtained from the 
data without hand movement compensation and black bar denotes those 
with hand movement compensation. Reaction time decreased, position er­
ror became half value, SD of velocity decreased markedly and force of 
former interval increased by compensation. 

From the comparison between experiments with hand movement com­
pensation and those without compensation, sufficient improvement of the 
hand movement compensation was seen through the four characteristic 
parameters obtained from the experimental data. 
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Fig. 4. Quantitative evaluation of hand movement compensation. Average and 
standard deviation of characteristic parameters; reaction time, position error, 
SD of velocity and force of former interval; for all subjects and each subject 

4. Discussion 

Effectiveness of the hand movement compensation for patients with 
movement disorders was verified through the simulation study, and the 
specific improvement was seen. Possibility for realizing the hand move­
ment compensation was then investigated by the experimental study for 
healthy adults. Improvement of reactivity and smoothness of the hand 
movement were confirmed by comparing the experiment without compen­
sator. Deterioration of the motor function is completely different for re­
spective patients with movement disorders, and depends on a degree 
and/or a kind of the brain dysfunction. The proposed method is adjustable 
to the individual properties of patients with various movement disorders. 

In the proposed method, a compensator was constructed by using the 
model information obtained from the measurement data of visual target 
tracking. The hand movement compensation method proposed in this study 
was constructed by using the measurement data on visual target tracking 
for each subject. So the properties of the hand movement for different 
subjects can be reflected in the structure of the compensator. 

Generally, the obtained model often includes the modeling error, so the 
influence of modeling error should be taken into account. In this study, the 
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stability of the compensator was proved by the Rauth method under the 
contamination with modeling error and unpredictable disturbance. In addi­
tion to the above result, the stability of the proposed compensator was also 
ascertained through the simulation study. At the experimental results for 
the total 80 trials on four subjects, unstable motion or continuous oscilla­
tion were not observed in the hand movement compensation at all. To con­
sider the above results, the proposed hand movement compensator based 
on models has enough robustness and stability for the modeling error and 
the unpredictable disturbance. 

5. Conclusion 

This study proposed a method for improving the hand movement on visual 
target tracking by additional assistant force. Based on the experimental 
data of visual target tracking, characteristics of the hand movement was 
extracted by the mathematical model and the compensator was con­
structed. Sufficient improvement of hand movement was verified through 
the experiment for four subjects. 

Proposed compensation technique will be effective for assisting the 
movement of patients with various movement disorders caused from brain 
dysfunction. 
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Chapter Overview. Rehabilitation robots that are used with humans 
should move naturally and should not cause discomfort. A system that can 
generate natural approach motion for a self-aided manipulator for 
bed-ridden patients based on the individual patient's characteristic motion 
has been developed. The self-aided manipulator is assumed to provide the 
function of bringing a drink from a side table to the patient. 

Approach motions resembling those of individual subjects can be gener­
ated using six characteristic points of the path and spline interpolation. In 
order to calculate the position and time of characteristic points, linear ap­
proximation formulas derived from measured paths of each subject are 
used. In addition, the target lip position and direction were measured using 
a single video camera, and a manipulator drive test was performed in order 
to demonstrate the effectiveness of the system. 

Key Words. Approach motion. Self-aided manipulator, Rehabilitation 
robot. Video camera. 

1. Introduction 

Rehabilitation robots [1] that aid to eating or drinking [2] and that can be 
mounted on the wheelchair [3] have been developed. Robots that interact 
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with humans in rehabilitation roles should move naturally and should not 
cause discomfort. We have developed a system that can generate natural 
approach motion for a self-aided manipulator [4] for bed-ridden patients 
based on the individual patient's characteristic motion. The self-aided ma­
nipulator is assumed to provide the function of bringing a drink from a side 
table to the patient, and for this purpose, the newly developed system can 
detect the target lip position and direction using a single color video cam­
era. 

2. Approach Motion Generation 

2.1 System configuration of self-aided manipulator system 

Figure 1 shows the system configuration of the self-aided manipulator 
system. This system consists of a self-aided manipulator, a manipulator 
controller, a simulator and a central controller with a video camera. The 
central controller inputs images from the video camera and calculates the 
target position. Based on the target position, the approach motion of ma­
nipulator is generated and commands to move the manipulator are sent to 
the simulator and the manipulator controller. The manipulator controller 
controls the motors of manipulator, and the simulator can simulate the 
movement of the manipulator beforehand. 

The self-aided manipulator, shown in Figure 1, is an arm-type robot 
that has shoulder, elbow and wrist joints. The total length of the self-aided 
manipulator is 900 mm. As each joint has rotation and flexion, there are 
six degrees of freedom in total, and the robot has a hand with three fmgers 
that can move simultaneously. In order to move the manipulator, a series 
of move commands that specify the coordinates of the target position and 
the vectors of target posture of the hand are necessary. In addition, a speed 
command can be inserted before move commands in order to change the 
speed. The target time, motor rotating angles and motor angular velocities 
of each move command are calculated according to the specified speed and 
coordinates. Since motor angular velocities are feedback-controlled to fin­
ish the move command by the target time, the coordinates between com­
mands are not interpolated linearly. 
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Fig. 1. System configuration of self-aided manipulator system. 

2.2 Approach motion measurement 

In order to derive the individual characteristics of the approach motion 
generated by each subject, we used a dummy to represent the bed-ridden 
patient and measured the approach motion of the subject's hand grasping a 
cup with a straw from the side table to the dummy head. The reclining an­
gle of the bed was set to 30, 45 and 60 degrees. In addition, the face angle 
of the dummy head was set to -60, -30, 0, 30 and 60 degrees in 30-degree 
increments. The experiment considered the approach motion of five sub­
jects, denoted as A, B, C, D and E, and the approach motion of each sub­
ject was measured using a three-dimensional motion capture system 
MA-6250 (Anima Corp.) that uses infrared reflective markers. The results 
of horizontal and vertical movement and velocity variation for a 



230 A. Hanafusa et al. 

40 

r^ 30 
S 
^ 20 

^ 10 

0 

-P— 
• ^ 

JL 

0 10 20 30 40 50 60 70 80 
r [cm] 

(b) Vertical movement 

-10 0 10 20 
X [cm] 

(a) Horizontal movement 

80 

60 

40 

20 

0 

A^--!^ 
^ ^ n 

^ j ^ v J ^ 

2 3 
Time [s] 

(c) Velocity 

Fig. 2. Approach motion toward dummy head on a bed having a reclining angle 
of 30° and a face angle of 30°. 

bed reclining angle of 30 degrees and a face angle of 30 degrees are shown 
in Figure 2. All subjects sat at approximately the same position (X = -50 
cm, Y = 20 cm). The horizontal detour movement varied according to the 
subject. Subjects A, D and E approached from the front of the face, subject 
B approached directly, and subject C approached from the near side. In 
addition, the detour distance differed according to the patient face angle 
and the subject. On the other hand, the hand vertical movement and veloc­
ity variation were similar in that each had a single peak. However, the 
value and position of the peak differed by subject. 

2.3 Generation of move data 

In order to generate an approach motion resembling that of a specific sub­
ject, characteristic points representing the position along the path were de­
rived from the measured path. The six characteristic points used for this 
purpose, shown in Figure 3, are start, end, most distant point from the di­
rect straight path, point of maximum speed, and the first and last points at 
which the speed reaches half of maximum. Three points related to speed 
are necessary in order to approximate the variation of velocity. Next, the 
parameters of the linear approximation formula that are necessary in order 
to generate the coordinates of the characteristic points based on the start 
and end point coordinates and the face angle are derived separately using 
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the measured data for each subject. A motion that resembles that of a spe­
cific subject is generated as follows. First, the start and end point coordi­
nates and the face direction are input. Next, the time and position of the 
six characteristic points are calculated using the approximation 

Most distant point from the start-end straight line : ; 
• ^.'-Last point at which---
: speed reaches half 

Point of maximiun spee4^; V>t»r.i^''' of maxim^^^ 
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Fig. 3. Characteristic points and path obtained by cubic spline interpolation. 

formula. Finally, path data for the approach motion are generated by cu­
bic spline interpolation of the calculated characteristic points. 

2.4 Experimental motion test by the manipulator 

An experimental motion test is performed using the manipulator for two 
cases of data generated by the system. In the first case, the move com­
mands generated from the six characteristic points were used. In the sec­
ond case, in addition to the six characteristic points, 12 spline-interpolated 
points were used to generate the move commands. Interpolation points 
were generated when either the distance from the previous point exceeded 
4 cm or the elapsed time from the previous point exceeded 0.7 sec. The 
movement of the manipulator hand was measured using the 
three-dimensional motion capture system. The results are shown in Figure 
4. The maximum distance between the spline interpolated path and the 
measured path using commands generated without interpolation, indicated 
by the gray line, was 6.6 cm, and the maximum distance of the measured 
path with interpolation, indicated by the black line, was 1.8 cm and was 
approximately consistent with the spline interpolated path. 
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Fig. 4. Comparison of measured path with and without interpolation. 

3. Target Measurement by Video Camera 

3.1 Calculation of distance from the camera 

A single-color video camera EVI-D30 (SONY Corp.) was used to measure 
the position of the end target point. The pan, tilt and zoom of the camera 
were controlled by computer, and the status, including the current focus 
value, could be obtained. The relation of focus value (F) and distance (zc) 
of the target object is shown in equation (I). Values of coefficients differ 
by the zoom value. By changing the distance between the dummy and the 
camera, focus values are measured for zoom values of 850 and 1,250. The 
results are approximated by equation (1), and distances are recalculated by 
the equation using measured focus values. Actual and calculated distances 
are compared to check the accuracy. Absolute errors are shown in Table 1. 
Better accuracy could be obtained when the maximum zoom value of 
1,023 was used, as compared to a zoom value of 850. 

The distance is the Z coordinate of camera coordinate system (x,, yc, Zc). 
In addition, the X and Y coordinates of the camera coordinate system are 
calculated using the target pixel position (w, v) of the image and z,. obtained 
experimentally by equations (2) and (3): 

^.=(«A+AX"-"n,ax/2) (2) 

> ' c = ( « A + A X v - V . a x / 2 ) . (3) 
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Table 1. Absolute 

Zoom value 
850 

1,023 

errors of calculated distance using focus value 

Maximum [cm] 
7.89 
3.59 

Average [cm] 
2.56 
1.91 

SD [cm] 
3.10 
1.03 

3.2 Calculation of the coordinates of the target 

Thie target coordinates were calculated based on the position and posture of 
the camera, the zoom and focus value and the pixel position of the target. 
The target point used in the present experiment was located on the lips of a 
dummy head. In order to recognize the lip area and calculate the lip posi­
tion, the flesh-colored area is first extracted from the captured image, and 
the lip area is then determined by template matching [5] within the 
flesh-colored area. The pre-captured lip image was used as a template. 
Then the camera is moved using pan and tilt functions, in an attempt to 
center the lips in the image. Finally, in order to calculate the coordinates of 
the target, the camera is zoomed until the maximum value of 1,023. In or­
der to move the manipulator, the target position in the camera coordinate 
system (x,, y,., z,) should be converted to the manipulator coordinate sys­
tem {x„j,y,„, Znj). The conversion is performed using the following equation: 

k . y.. ^,JJ = T.R. • R„ • XR, • T, • T„(x,, X., zjj (4) 

where T,R, is the translation and rotation matrix to the pan coordinate 
system of the camera as defined by the manipulator coordinate system, T, 
is the position of the tilt axis in the pan coordinates, R, is the rotation of 
tilt, T^is the position of the pan axis in the camera coordinates, and R;, is 
pan rotation. 

3.3 Calculation of face angle 

If the same feature points can be extracted from a series of images, then 
the three-dimensional positions of feature points can be reconstructed by 
factorization [6]. In addition, the position and rotation of the camera used 
to capture image can be calculated. In other words, when the camera is 
fixed, the position and rotation of a target can be calculated. If we define 
the face coordinate system and a feature point coordinate (x/; y/, Zf), then the 
relationship between the face coordinate system and the camera coordinate 
system (x̂ , yc, z^) is as follows: 
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{x^.,y^,,zjy=T,R,{x,,y,,z,,\y (5) 

where Tf and Rf are the translation and rotation matrices that indicate the 
position and rotation of the face, respectively, and can be calculated by 
factorization. Thus, the face angle can be calculated from multiple images 
and feature points. 

We used the right and left edges of the eyes and mouth, the upper and 
lower edges of the mouth and the nostrils as feature points. Feature points 
extraction was performed primarily by the template matching method. 
Therefore, templates generated from directly in front of the face were reg­
istered beforehand. These include a coarse template of the face area, in­
cluding the eye, the nose and the mouth, and fine templates of the edges of 
the eyes and mouth. Feature points are extracted by following process: 

1. The flesh-colored area is extracted from the captured image. 
2. The face area is searched within the flesh-colored area using the 

coarse template of the face. 
3. Feature points assumed areas are deflned using the face area informa­

tion. 
4. The nostrils are extracted as feature points using the brightness data 

of the assumed area. 
5. The feature points of the edges of the eyes and mouth are searched by 

the flne templates within the assumed area. 

Figure 5 shows the results of feature extraction when the face angle is 
from -25 to 25 [deg]. In the case of 10 [deg] and above, feature point 
extraction of the upper or lower edge of the mouth failed. In the cases of 
either less than -25 [deg] or more than 25 [deg], feature point extraction of 
the endmost feature points was not possible, as the feature points were 
hidden. 

A face angle calculation program using factorization was developed 
based on the literature [7]. The results of calculation using all 10 feature 
pointswere-26.7,-20.0,-14.0,-9.3,-5.9,-1.5, 6.7, 10.0, 16.3, 18.1, and 
24.7 [deg], respectively, and the average error was 1.0 [deg]. By preparing 
all of these patterns beforehand, it is possible to calculate the face angle 
when a new image is input. At present, this program has not been inte­
grated into the system, and the calculated face angle should be input 
manually into the manipulator path generation program. 
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Fig. 5. Extracted feature points efface angles from -25 to 25 [deg]. 

3.4 Integral experiment 

An integral experiment was performed in order to check whether the total 
system functioned effectively. The target lip position of the dummy head 
was measured using a video camera. The approach motion was generated 
by the measured target position, and the manipulator was moved. In the 
experiment, the reclining angle of the bed was changed from 45 degrees to 
60 degrees in five-degree increments. In addition, the target lip position 
and the movement of the manipulator hand were measured using a 
three-dimensional motion capture system. The error distances of the target 
between coordinates calculated by the camera and that of 
three-dimensional motion capture system were calculated. The average er­
ror was 2.4 cm, and the maximum error was 4.7 cm. 

Figure 6 shows the attitude of the self-aided manipulator at the end of 
the path for bed reclining angles of 45 degrees and 60 degrees. The XYZ 
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(a) Bed reclining angle = 45*̂  (b) Bed reclining angle = 60° 

Fig. 6. Posture of the manipulator at the end point of the path. 
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Fig. 7. Comparison of XYZ coordinates of characteristic points and the meas­
ured path between bed reclining angles of 45° and 60°. 

coordinates of generated characteristic points and the measured path are 
shown in Figure 7. The paths passed over characteristic points, except for 
second point. The end point of the path for the bed reclining angle of 45 
degrees was 10 cm longer in the Y direction and 3 cm lower in the Z direc­
tion, compared to that at the bed reclining angle of 60 degrees. This result 
confirms that the manipulator moved in accordance with the position of the 
lips for different reclining angles. 

4. Conclusion 

Approach motions resembling those of individual subjects can be gener­
ated using six characteristic points of the path and spline interpolation. In 
order to calculate the position and time of characteristic points, linear ap-
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proximation formulas derived from measured paths of each subject are 
used. In addition, the target lip position and direction were measured using 
a single video camera, and a manipulator drive test was performed in order 
to demonstrate the effectiveness of the system. 

In order to perform the test using human patients, the accuracy of the 
position calculation by the video camera and the accuracy of robot motion 
control should be improved along with the overall safety and reliability. 
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Chapter Overview. The present paper discusses a FES control method 
for promoting the functional recovery of voluntary movements in the early 
rehabilitation of hemiplegia patients or imperfect paralysis patients by 
apoplexy etc. If the patient's muscles could be activated through the exter­
nal stimulation synchronizing with his/her motor intentional images, the 
feedback impulses from the sensory receptors within the limb must stimu­
late the sensory and motor areas, which results in helping to rebuild a new 
motor map in the cerebral cortex. 

We propose a method to control the joint torque and position coordi­
nated with the patient's motor intention by FES including the compensa­
tion for the muscle fatigues. 

Key Words. Joint Torque, Functional Electrical Stimulation (FES), 
and Position Control. 

1. Introduction 

With the progress of the coming aging society, it gains in more importance 
to develop the efficient rehabilitation method for various motor paralytic 
patients. Primary concern in the traditional rehabilitation has been directed 
to what such a physically handicapped person can carry out by using the 
remained functions. Then, it has been mainly considered to maximize the 
patient's residual motor capability. However, attention is recently focused 
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on the rehabilitation method, which aims to recover his/her motor func­
tions by making active use of neuroplasticity in the brain [1, 2]. Then, 
from the initial stage of rehabilitation process, the patient's paralyzed limb 
is repeatedly moved by the physical therapist. This aims to prevent the 
joint contracture and also rebuild the lost motor map in the brain by stimu­
lating the sensory and motor areas through the proprioceptive feedbacks. 

Under the above background, the present paper proposes to apply Func­
tional Electrical Stimulation (FES) to the rehabilitation process for the 
physically handicapped [3, 4, 5, 6]. Much effort of FES has been directed 
toward developing the joint control systems of upper and lower limbs. For 

Rebuild a new motor map 

Showing motor image 

Electrical Stimulation 

^^ 

/Intentional 
"Y^y" motor image' 

/̂ 

Feedback from 
proprioceptor 

(muscle spindle 
& Golgi tendon) 

Fig.l. Schematic flow chart of the application of FES control to rehabilitation. 

designing the controller, many studies have centered on identifying the dy­
namic behaviors of electrically activated musculoskeletal systems consid­
ering both linear and nonlinear models in isometric and isotonic conditions 
[7,8,9,10,11], and further to estimate the internal parameters of muscle sys­
tems, e.g. fatigue, habituation, spasticity [12,13]. In spite of the above 
studies, the complex mathematical representation and unknown parameters 
make difficult to apply them to individual subjects in the clinical setting. 

The aim of the present study is to develop a simple procedure useful for 
the clinical sites that would enable us to apply FES to the early rehabilita­
tion of persons injured by the cerebral infarction or hemorrhage. 

The schematic flow chart is shown in Fig.l. A target motor pattern such 
as the joint rotation or torque is indicated on the TV display, and then the 
patient is required to imagine the visually captured target motion within 
the brain. At the same time, the patient's paralyzed leg or arm is activated 
by FES to generate the target motor pattern. The corresponding feedback 



Lower-limb Joint Torque and Position Controls by 
Functional Electrical Stimulation (FES) 241 

impulses from the sensory receptors in the limb (muscle spindles, Golgi 
tendon organs etc.) must reach to the sensory and motor areas in the brain. 
Then, the synchronization between the feedforward motor signals created 
from his/her intentional motor images and the proprioceptive sensory 
feedback signals must promote to rebuild a new motor map in the cerebral 
cortex. 

The knee joint muscles were chosen because of their fundamental role in 
the main activities (standing up, sitting down, walking etc.) and to the rela­
tive simplicity of the knee joint compared to the other joints. 

Now, in order to apply FES to the functional recovery training, it is re­
quired to satisfy the following requirements. 

D P 

(2) 

"ZZY" 

lAnglel 

-[Force 

(1) i(5) 

Fig.2. Experimental apparatus 

(1)PC for control and measurement, (2) Electrical stimulator, (3) Isolator, 
(4) Strain gauges and transducer, (5) Bed for subject, (6) Goniometer 

1) Various motor patterns must be presented to the patient repeatedly. 
2) It is required to compensate for the change of motor pattern due to 

the muscle fatigues. 
3) No sensor should be attached to the patient. 

We propose a method to control the lower-limb joint torque and posi­
tion by FES satisfying the above. 

2. Experimental Environments 

The overview of the experimental apparatus for the torque and position 
control by FES is shown in Fig.2. It consists of Electrical stimulator (SEN-
7203, Nihon Kohden), Isolator (SS-104J, Nihon Kohden), Strain gauges 
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and transducer (DPM-6K, Kyowa Electric Instruments), A-D/D-A con­
verters (PCI-3135, PCI-3325, Interface), and computer. The muscle is 
stimulated through the isolator by the pulses of electric current, which is 
transformed from the voltage pulse sequence produced in the computer. 
The stimulation parameters (frequency: 25 Hz, pulse width: 0.2 msec) 
were determined by trial and error with due consideration for the muscle 
fatigues and joint controllability. 

The subject for the experiments was lied face up on the bed. The surface 
electrodes for the stimulation are made of silicon rubber (EW0601P, Na­
tional). The stimulation positions were chosen near each motor point of the 
medial vastus muscle and lateral vastus muscle. Before the measurement, 
the stimulation intensity was gradually increased from 0 to 30 mA in order 
to confirm that the subject feels no discomfort and pain. 
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rig.3. Relation between the electrical stimulation current and joint torque 

rig.4. Joint torque control (Subject A: reference torque 2 Nm) 

For the torque control, the lower-limb is belted at the knee flexion angle 
of 90 degrees. Then a couple of muscles were contracted by the electrical 
stimulation and the extension torque of knee joint was measured by the 
strain gauge. For the joint angle control, the knee and ankle joints are free 
and the angle of knee joint was measured by the potentiometer type Go-
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niometer. The joint torque and angle were inputted into the computer at the 
sampling rate 2 kHz. The subjects were three healthy students. 

3. Joint Torque Control 

3.1 Electrical stimulation current and joint torque 

For the joint torque control by FES, it is necessary to identify the relation 
between the electrical stimulation current and joint torque. The electrical 
currents for the stimulation were changed at five levels (18.7, 23.7, 27.5, 
30.4, 31.9 mA). The duration of stimulation is 3 sec and the rest period be­
tween trials is 60 sec. The identification experiments were performed three 
times for each subject. The results for three subjects (A, B, C) are shown in 
Fig.3. The dotted line A' shows the result measured at another day for the 

4 6 
TiroeCs] 

(a) First trial 

10 

(b) 20th trial 

Fig.5. Joint torque control in stepwise patterns for every 2sec during lOsec 

subject A. It is seen that, though the gradients of lines are different among 
the subject and date, the relation between the electrical current and joint 
torque is approximated by a linear line for each subject. 
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3.2 Joint torque control experiment 

By using the linear line for each subject in Fig.3, it is possible to determine 
the stimulation current value necessary to generate a desired joint torque. 
The stimulation experiments of 10 trials were performed for a reference 
joint torque (2 Nm). The duration of stimulation is 3sec, and the rest period 
between trials is 60 sec. Fig.4 shows the joint torques of ten trials for the 
subject A. It is seen that the reference joint torque is precisely generated 
for every subject. 

Next, the reference torque was changed in a stepwise pattern for every 2 
sec during lOsec. Fig.5 (a) is the result of the first trial, and Fig.5 (b) is the 
20th trial. The rest period between trials was taken for 60 sec. The joint 
torque is able to generate the reference torque at the first trial. It is, how­
ever, found that it is unable to reach to the reference level at the 20th trial. 
This comes from the muscle fatigue. 
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4. Joint Angle Control 

4.1 Electrical stimulation current and joint angle 

For the joint angle control by FES, we have to identify the relation be­
tween the electrical stimulation current and joint angle. The electrical cur­
rents were changed at five levels (18.7, 23.7, 27.5, 30.4, 31.9mA) for each 
subject in the same way as the joint torque. 

The electrical currents and joint angles at 1 sec from the beginning of 
stimulation are plotted for three subjects (A, B, C) in Fig.6. Though the 
gradients of lines are different among the subjects and dates, the relation 
between the electrical current and joint angle is approximated by a linear 
line for each subject.4.2 Joint angle tracking control 
It is required to generate an arbitrary joint angle pattern by FES. Here, the 
desired joint trajectory is planned as follows. The joint angle is reached to 
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Fig.8. Joint torque decline due to the muscle fatigue 

the reference angle by Isec following the minimum jerk trajectory [14], 
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and the angle is maintained for 1 sec. Then it returns to the initial angle by 
Isec in the same way. The reference angle is 15 degree. 

The joint angle trajectory of Subject A is shown in Fig.7. It is seen that 
the knee joint angle follows the minimum jerk trajectory with no oscilla­
tion. There is, however, the time delay of about 0.25 sec for the reference 
angle. So, when the desired motion pattern is presented to the patient, it 
should be delayed for 0.25 sec from the FES current command. 

5. Compensation for Muscle Fatigue 

5.1 Muscle fatigue in the joint torque control 

As seen in Fig.5, the relation between the electrical stimulation current and 
joint torque has been changed with the muscle fatigue. 

First, we performed the same experiments as Fig.4, but the rest period 
between trials is 15 sec. One trial set consists of five electrical currents 

(b) With compensation 

rig.9. Effect of the compensation for muscle fatigue 
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(18.7, 23.7, 27.5, 30.4, 31.9 mA). Thirty sets (total of 150 trials) were 
stimulated successively. The result is shown in Fig.8, where Fig.8 (a) is the 
average value and standard deviation for every three sets. The joint torque 
decreases gradually by repetitions of the electrical stimulation, which is 
due to the muscle fatigue. Fig.8 (b) shows the linear approximation for 
each three set. Note that the gradients of line are same. From the above re­
sult, if the stimulation currents are updated according to the approximated 
linear lines, it is possible to compensate for the muscle fatigue. 

5.2 Compensation for the muscle fatigue 

Fig.9 shows the experimental results on the compensation for the muscle 
fatigue. The muscle fatigue is not compensated for in Fig.9 (a), but com­
pensated for in Fig.9 (b). In both cases, the duration of stimulation is 3 sec 
and the rest period between trials is 10 sec. Two kinds of reference torques 
are set up, which are 1 Nm (solid line) and 2 Nm (broken line). The small 
round mark in Fig.9 (b) denotes that the stimulation current was updated to 
the new value at each point. As seen in Fig.9 (a), in the case of no compen­
sation, there is a marked decline in the joint torques due to the muscle fa­
tigue with increase in the trial number. On the other hand, Fig.9 (b) shows 
no decline and the desired joint torque are still generated even more than 
50 trials. 

6. Conclusion 

The present paper proposed the method to control the lower-limb joint 
torque and position by FES compensating for the muscle fatigue with the 
view of applying to rehabilitation. In the both cases of the joint torque and 
position controls, it was possible to identify the relation between the elec­
trical stimulation current and joint torque and position after pasting the 
stimulation electrodes on the skin. In addition, it was verified that the ref­
erence level in the joint torque control could be maintained under the mus­
cle fatigue by updating the FES currents. 

At the present, the standard time for rehabilitation is 40 minutes in Ja­
pan. It takes no more than 20 minutes from pasting the stimulation elec­
trodes to identifying the personal parameters. Therefore, it will be possible 
to practice 80-90 trainings for FES control under the condition of 3 sec 
stimulation and 10 sec rest for the joint torque and position controls. Since 



248 K.Itoetal. 

the patient's lower limb is moved synchronizing with the motor images, it 
is expected that the synergistic effects between the feedforward motor sig­
nals generated from his/her intentional motor images and the propriocep­
tive sensory feedback signals could promote to rebuild a new motor map in 
the cerebral cortex. 

When applying the FES control to the patient, we have to consider vari­
ous problems such as the difference among individuals for the electrical 
stimulation, joint contracture, etc. Also when a part of motor function is 
remained, we have to find how to combine FES control with the patient's 
motor control? In addition, it is desired to investigate the multi-joint FES 
control and the impedance control of joint by the concurrent stimulations 
of agonist and antagonist muscles. 

Acknowledgment 

This research was supported in part by Grants from the Japanese Ministry 
of Education, Culture, Sports, Science and Technology (No. 14350227, 
16760337). 

References 

1. Merzenich M.M. et al (1984) Somatosensory cortical map changes following 
digit amputation in adult monkeys. J. Comp Neurol, 224(4), 591-605. 

2. Wolfgang H.R. et al (1999) Effects of constraint-induced movement therapy 
on patients with chronic motor deficits after stroke, Stroke, 30(3), 586-592. 

3. Marsolais E.B., Kobetic R (1983) Functional walking in paralyzed patients by 
means of electrical stimulation, Clin. Orthop, 175, 30-36. 

4. Handa Y. (1997) Current topics in clinical functional electrical stimulation in 
Japan, J. Dlectromyogr. Kinesiol, 7(4), 269-274. 

5. Pedotti A. et al (1996) Neuroprosthetics: from basic research to clinical appli­
cations, Springer-Verlag. 

6. Levin O., Mizrahi J., Isakov E. (2000) Transcutaneous FES of the paralyzed 
quadriceps: Is knee torque affected by unintended activation of the ham­
strings? J. of Electromyography and Kinesiology, 10, 47-58. 

7. Bernotas L., Cargo P et al (1986) A discrete-time model of electrically stimu­
lated muscle, IEEE Trans. Biomed. Eng., 33, 829-838. 



Lower-limb Joint Torque and Position Controls by 
Functional Electrical Stimulation (FES) 249 

8. Veltink P.H., Chizeck H.J. et al (1992) Nonlinear joint angle control for artifi­
cially stimulated muscle, IEEE Trans. Biomed. Eng., 39, 368-380. 

9. Dorgan S. J. Malley M.J.O' (1997) A nonlinear mathematical model of elec­
trically stimulated skeletal muscles, IEEE Trans. Rehab. Eng., 5, 179-194. 

10. Chizeck H.J., Chang S. et al (1999) Identification of electrically stimulated 
quadriceps muscles in paraplegic subjects, IEEE Trans. Biomed. Eng., 46, 51-
61. 

11. Ferrarin M., Pedotti A. (2000) The relationship between electrical stimulation 
and joint torque: A dynamic model, IEEE Transactions on Rehabilitation En­
gineering, 8(3), 342-352. 

12. Boom H.B.K., et al (1993) Fatigue during functional neuromuscular stimula­
tion, Progr. Brain Res. 97, 409-418. 

13. Stefanovska A. et al (1989): FES and spasticity, IEEE Trans. Biomed. Eng., 
36, 738-745. 

14. Flash T., Hogan N. (1985) The coordination of arm movements: An experi­
mentally confirmed mathematical model, J. of Neuroscience, 5(7), 1688-1703. 



Pattern Recognition of EEG Signals During Right 
and Left IVIotor Imagery 
^ Learning Effects of the Subjects ^ 

Katsuhiro Inoue', Daiki Mori\ Gert Pfurtscheller^, 
and Kousuke Kumamaru' 

' Department of Systems Innovation and Informatics, Factory of Computer 
Science and Systems Engineering, Kyushu Institute of Technology, lizuka, 
Fukuoka, Japan 
^ Department of Medical Informatics, Institute of Biomedical Engineering, 
Graz University of Technology, Graz, Austria 

Chapter Overview. Electroencephalograph (EEG) recordings during 
right and left motor imagery can be used to move a cursor to a target on a 
computer screen. Such an EEG-based brain-computer interface (BCI) can 
provide a new communication channel to replace an impaired motor func­
tion. It can be used by e.g., handicap users with amyotrophic lateral sclero­
sis (ALS). In this study, statistical pattern recognition method based on AR 
model was introduced to discriminate the EEG signals recorded during 
right and left motor imagery. And the learning effects of the subjects are 
investigated. 

Key Words. Pattern Recognition, EEG (electroencephalogram). 
Motor Imagery, and BCI (Brain Computer Interface). 

1. Introduction 

Classification of EEG signals is a difficult task, especially when the de­
rived classification result is to be used to control an electronic device, be­
cause in this case the classification has to be performed on a single-trial 
basis (i.e. not averaged). Such a system which transforms signals from the 
brain into control signals is known as a brain-computer interface (BCI) [1, 
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2]. For the single-trial signal recognition method, there are many methods 
were proposed. For examples, artificial neural network (ANN) with fre­
quency components as a feature vectors [3], and linear discrimination 
method based on adaptive auto-regressive (AR) parameter [5]. We also 
have proposed such a system based on AR model [8]. 

In this paper, statistical pattern recognition method based on AR model 
was introduced to discriminate the EEG signals recorded during right and 
left motor imagery. And the learning effects of the subjects are investi­
gated. 

2. Method and Materials 

Six subjects (22-24 years old) participated at this study. All were right-
handed and free of medication and central nervous system abnormality. 

2.1 Experimental paradigm, training and testing sessions 

During the experiment, the subject fixated a computer monitor 100 cm in 
front of him. Each trial was 8 sec long and started with the presentation of 
a fixation cross at the center of the monitor, followed by a short warning 
tone ('beep') at 2000 ms (see Fig.l). At 3000 ms, the fixation cross was 
overlaid with an arrow at the center of the monitor for 1250 ms, pointing 
either to the left or to the right. Depending on the direction of the arrow, 
the subject was instructed to imagine a movement of the left or the right 
hand. Prior to the experiment, each subject was given the opportunity to 
practice and perform actual movements of the left and right hand accord­
ing to the arrow direction displayed on the monitor. Feedback consisted of 
a bar-graph is presented in the center of the monitor since 4250msec to 
8000msec; the length of the bar-graph depending on how well a subject-
specific classifier could recognize movement-dependent EEG characteris­
tics. There were two types of sessions: in the training sessions, data were 
collected for the creation of a subject-specific classifier and, therefore, no 
feedback was provided. In the following test sessions, the classifier was 
then used to classify the subject's EEG on-line while he imagined the re­
quested kind of hand movement, and feedback was given to the subject as 
described above. Each of the initial subjects participated in 10 or 4 ses­
sions, all on different days. Each session consisted of 3 experimental runs 
of 60 trials (30 'left' and 30 'right' trials) and lasted for about 1 hour. The 
sequence of 'left' and 'right' trials, as well as the duration of the breaks be-
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tween consecutive trials (ranging between 500 and 2500 ms), were 
randomized throughout each experimental run. 

EEG 

Fixi:itioii 
Cross 

beep ^yf d 

0 1 2 3 4 
n—\—r/; 
5 6 7 

>10sec 

Fig.l. Timing chart of experiment 

Fig.2. Position of the electrodes 

The subjects are grouped into two groups (Group A, B). Subjects who 
belong in Group A participate in 10 sessions. And in 2-10 session, the 
feedbacks are executed based on the parameter estimated from the previ­
ous session's data. On the other hand, subjects who belong in Group B par­
ticipate in 4 sessions. And in 2~4 session, the feedbacks are executed 
based on the parameter estimated from another subject's data. 

2.2 EEG recording and data acquisition 

Small Laplacian filtered signals are used as EEG signals. Channel C3 (or 
C4) was derived from following 5 electrodes. (See Fig.2) {yo : electrode 
placed C3(C4), yA : electrode placed 2.5cm anterior to C3(C4), yp: elec­
trode placed 2.5cm posterior to C3(C4), yi: electrode placed 2.5cm left to 
C3(C4), yR: electrode placed 2.5cm right to C3(C4). 
Channel C3 (or C4) is derived by following equation. 
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y = yo-iyA^yp^yL+yR)i^ ( 0 

The EEG signals were amplified and band-pass filtered between 0.5 and 
33Hz by a Nihon Khoden amplifier and then sampled at 128Hz. EOG was 
derived fi-om two electrodes, one placed medially just above the right eye 
and the other laterally just below the right eye, in order to detect vertical as 
well as horizontal eye movements. These signals were used to screen the 
EEG recordings for eye movement artefacts. 

3. Pattern Recognition IVIethod Based on AR IViodel 

The EEG signals are assumed to be generated from an AR model. 

(2) 
M • [^,-^=[y,-^^y,-2^'••^y,-m^ 

Where, y, is the observed EEG signal at time t, and v, is the independent 
random variable with normal distribution, respectively. 

A feature vector 6 is defined as follows 

e = [^',p^ 

The first m observations y\,y2^'-'^yn, serve as initial conditions for (2), fol­
lowing equation is assumed. 

p{yx^y2^"'^ymA) = piyx^yi^'-'^ym)- p^^k) (3) 
And it is assumed that the feature parameter 0 in the class co,^ is determi­
nistic. This assumption is expressed as follows 

p{ZJco,) = p{Zj,ie,), Z^={y,y^,"-,y^] W 

These assumptions yield the following explicit expression for the condi­
tional probability density functions. 

N-m 

p{ZJco,) = P{y,,y^,'",yJ'{\l2np,) 2 

r 1 ^ 2I (5) 
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Fig.3. Cross-Correlation between C3 and C4 signals. 

The purpose of this paper is to identify the human's will (right and left mo­
tor imagery) by using 2 channels EEG signals (C3 and C4). Therefore, fol­
lowing Bayes decision rule is adopted. 

k'=Arg Max Pr(co, /Zj,^), Zj,^={ i;^, Y^^ } (6) 

Where, ZJJM is the two channels signal, 7/^ is the C3 signal, and Y2M is the 
C4 signal and co/s are the class ( ^ 1 : Left Movement Class, k=2: Right 
Movement Class), respectively. 

In this study, EEG signals (electrode C3 and C4) are pre-processed by 
spatial filter. Then, it is conceivable that these signals are mutually inde­
pendent. The validity of this assumption is confirmed from Fig.3. There­
fore, following assumption is adopted. 

p(Zj,^,a),) = p(Y,^,Y,Jco,) = p(Y,^/co,)-p(Y^J(o,) (7) 

3.1 Parameter Estimation 

For the estimation of parameters, following likelihood function is adopted. 

7=1 

(8) 

where, Np is the number of samples of given class k, and Y-l isy-th sample 
of channel i (C3 or C4). To maximize the criterion function Z,, partial dif­
ferentiation of Li with respect to each parameter is done and then equated 
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to zero. Then the obtained simultaneous equations are solved to give rise 
the below equations. 

«>,* 
N,. N 

(9) 

N,. N 

Now, applying Bayes rule to (6) and substituting (7), the concrete decision 
rule is obtained. 

3.2 Decision rule 

• N — m N — m 
k =Arg Max [ln(Pr(^,)) ;^ ln(2;r /7 ,J —Hl/rp,,,) 

•< 2 2 
(11) 

in this study, Pr(^,) = ?r(co^) = 0.5 is assumed. 

4. Pattern Recognition of the EEG 

In this study, 112 kinds of period (Data Length: 7 kinds, 0.5^2.0 [sec]. 
Decision Time: 13"^ 19 kinds, 3.5-^8.0 [sec]) are considered. And the or­
der of the AR model is set to ten based on the previous study [8]. To obtain 
a more general view of the ability of classification, a 10 times 10 fold cross 
validation is performed. 

The 10 times 10 fold cross validation mixes the data set randomly and 
divides it into 10 equally sized disjunct partitions. Each partition is then 
used once for testing, the other partitions are used for training. This results 
in 10 different accuracies (the percent ratios of the number of the samples 
classified correctly and the total number of the testing samples), which are 
averaged. This is the accuracies of a 10 fold cross validation. To further 
improve the estimate the procedure is repeated 10 time and again all accu­
racies are averaged. 
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4.1 Pattern recognition results in Group A 

The recognition results (Group A) are shown in Fig.4. These results are 
obtained based on 10 times 10 fold cross validation. Testing data are clas­
sified based on the parameter which is estimated by using the same period 
of training data. Table 1 shows the best decision point and data length 
among 112 kind of period from view point of recognition results in each 
subject. And Fig.5 shows the transition state of these accuracies. This ta­
ble suggests that the data length should be short when the best accuracy is 
low. This means that EEG activity is not stable when the learning is not 
advanced. And, the best decision point is late when the learning advances. 
It seems that this means the subject obtained the ability to adjust the stable 
imagination method according to the feedback signals by repeating ex-

Table 1. The Best Decision Point and Data Length 

Subject 

fl 

m2 

k3 

^SeN_^ 

DtL. 
Ac. 
DcP. 
DtL. 
Ac. 
DcP 
DtL. 
Ac. 

ri5 
0.5 
67 
7.75 
0.5 
71 
7.50 
0.5 
66 

^"375 ' 
0.5 
72 
4.25 
0.75 
66 
7.50 
2.0 
68 

0.75 
70 
6.75 
0.5 

^^73^^ _ _ 

1.5 
71 

_ 4 _ 
^^5.25^' 
0.5 
74 
7.75 
1.5 
64 

0.5 
75 

0.5 
72 
7.75 
0.5 
75 

1.5 
73 

6 
^̂ '4.25'" 
0.5 
69 
7.25 
0.5 

1.0 
86 

7 
'"7.75" 
0.75 
69 

"'7.60 
1.0 

1.5 
72 

8 
'̂ "6.7"5"̂ ' 
0.5 
65 

'7.56' ̂  
2.0 
78 

2.0 
90 

9 
"3"^7r 
0.75 
68 ̂  

2.0 
90 

2.0 
80 

^10^ 
"^77? 

0.75 
76 
8.00 
2.0 
98 
7.50 
2.0 
90 

SeN: Session Number, Dcp: Decision Point, DtL: Data Length, Ac: Accuracy 

iments. Fig.5 suggests that the number of sessions necessary for learning 
depends on the subject. The number of sessions (10 sessions) is enough for 
subject vol. It is insufficient for subject k3, and, is too short for subject fl. 
But, for all subjects, it is understood that accuracy is improved by doing 
the experiment repeatedly. 
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Fig.4. Pattern Recognition Results (Group A) 
Accuracies vs. Data Length and Decision Point. (AR model order: 10) 
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1 2 3 4 5 6 7 
Session Number 

Fig.5. Transition state of accuracies (Subject: fl, m2, k3) 

4.2 Parameter estimation results in Group A 

The transition states of the AR parameters C^,-^,) are shown in Fig.6 to­
gether with accuracies. It is found that the parameters do not converge in 
case of the subject who was not able to obtain high accuracy. In case of the 
subject who was able to obtain high accuracy, the parameters are relatively 
stable, but they do not converge yet except parameter ^,. On the other 
hand, parameter ^, becomes about 0.8 in the sessions in which the accura­
cies become over 90%, (Subject m2 and k3). This phenomenon suggests 
the following facts. 
• The learning process might still not end, although the accuracy becomes 

satisfied level in ten sessions. 
• The optimal parameters common to everyone might exist. 

4.3 Pattern recognition results in Group B 

The recognition results (Group B) are shown in Fig.7. The form of this 
figure is equal to Fig.5 in group A. In 2-4 session in Group B, the feed­
backs are executed based on the parameter estimated from another sub­
ject's data. In case of two subjects (o5, m6), there is no improvement. But, 
in case of subject h4, the accuracy becomes 86% at the 3rd session. This is 
the fastest learning speed among six subjects (Group A and Group B). 
This phenomenon suggests that humans are able to adjust to others' pa­
rameters, and also that the use of the optimal parameter according to the 
subject may help the initial learning. 
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5. Conclusion 

In this paper, the learning effects of the subjects were investigated under 
the situation in which a statistical pattern recognition method based on AR 
model is applied. And it was confirmed that some objects acquire ability to 
take communications by using EEG by learning for about ten days, al­
though there are the individual variation. And it was also confirmed that 
subject can adjust to even others' parameter although it is easy to adjust to 
his own parameter. This suggests that the learning speed may be influ­
enced from the setting method of the initial parameter. The research on the 
optimal setting method is under consideration. 
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Chapter Overview. In recent years, music therapy has been focused on as 
a method to cure patients who have a physical or mental illness. Music 
therapy is a kind of musical communication between a patient and a thera­
pist. Clarifying the mechanism of musical communication is the effective 
way to conduct this type of therapy. In this study, an ensemble perform­
ance was analyzed with musical and respiration rhythms using a dual task 
method to clarify the mechanism. The results showed that there was no ef­
fect of a subtask on musical and respiration rhythms in playing simple mu­
sic. However, when playing complex music, musical and respiration 
rhythms were changed by a subtask. From these results, we proposed a 
hierarchal communication model of an ensemble performance. 

Key Words. Communication, Music, Cognitive system, and Respiration. 

1. Introduction 

In recent years, music therapy has been focused on as a method to cure pa­
tients who has physical or metal illness. Music therapy is a kind of musical 
communication between a patient and a therapist. For example, in im-
provisational music therapy, patients move their body to a sound, while the 
therapist makes sounds that are synchronized to the patient's movement. 
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Although effectiveness of such therapy is often reported, the mechanism of 
musical communication is not analyzed enough. To clarify the mechanism, 
it is effective to conduct therapy more efficiently. In this study, we clarify 
the mechanism by analyzing a musical ensemble performance. Based on 
the result, we propose a musical communication model between players. 

Musical performance is divided into two types. One is a solo perform­
ance, and the other is an ensemble performance. Although there is a lot of 
research about a solo musical performance, there is little research con­
cerning an ensemble performance. One of a few examples of the research 
on an ensemble performance is an analysis of synchronization between 
players [1]. That research has revealed that a player of melody part pre­
cedes the ones who take other musical parts by 10msec on average and that 
there is always 30-50msec asynchrony when the musicians play simulta­
neously. 

Research that clarifies the mechanism of a solo musical performance 
analyzes the musical tempo (speed of musical performance), ago-gics 
(temporal development of musical rhythm) and so on. Of these elements, 
ago-gics have most often been analyzed. Representative research about 
ago-gics illustrates that ago-gigs are not changed when the players play the 
same music [2] [3], or players use more ago-gics as a musical expression 
than other musical techniques [4]. 

In addition to such research about ago-gics, there is some research that 
investigates player's physiological aspects [5]. In this research, the rela­
tionship between 1-bar rhythm and respiration rhythm was analyzed when 
pianists played the same music in different meters. The results showed that 
the pianists' respiration period during a performance was shorter than that 
in normal breathing circumstances, and the coupling between 1-bar and 
respiration rhythm while playing in an unconventional meter of 7/4 and 5/4 
was stronger than that while playing in a conventional meter of 3/4 and 
4/4. The relationship between respiration and listening to music has often 
been analyzed [6, 7]. Such research has showed that human respiration was 
changed when listening to music and the difference depended on musical 
rhythm. The fact that the respiration changes depending on musical rhythm 
suggests that respiration have relation with the musical cognitive system, 
which is an effective element to analyze. 

The research reviewed suggests that a temporal development of musical 
rhythm is an important element for an analysis of musical performance, 
and that it has relation with the respiratory rhythm. As for musical com­
munication between players, only synchronization of musical ensemble 
performance has been analyzed. This study has analyzed an ensemble per­
formance with a musical and respiration rhythm, and also investigates the 
cognitive aspect of ensemble performance by using a dual task method. 
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With the results of these analyses, we propose a musical communication 
model of an ensemble performance. 

2. Method 

2.1 Task and subjects 

In this experiment, two subjects played face to face on two electric pianos 
at the same time. The subjects were told only to play the music coopera­
tively. The subjects were three graduate students (24-31) who had at least 
12 years of experience playing the piano. The music for the experiment 
was Music A and B (Fig.la, b). Music A was composed with only quarter 
notes. Music B was composed with 8̂ ^ and 16̂*" notes. Music B was more 
difficult to play than Music A because it required fast finger movement to 
express fast pitch change. 

The subjects repeated the music 7 times (= 28 bars) in each trial of two 
experimental conditions. One was under normal condition (N condition) in 
which they played the music as usual. The other condition was a dual task 
condition (D condition) in which they played the music while performing a 
word-memory task. 

In the dual task condition, subjects had to perform a main task and a sub 
task simultaneously. If subjects could perform each task smoothly, these 
tasks would be processed with different cognitive systems. If the subjects 
could not perform the main task, these tasks shared the same cognitive 
system. Using this method, it was possible to determine the cognitive sys­
tem used for the main task, to some extent. In this study, the main task was 
playing the piano, and the subtask is memorizing 5 words which are pre­
sented as visual information. The word-memory task was performed by 
using laptop computer placed in front of each subject. The subjects had to 
memorize 5 unrelated words (Example: Children, Apple, Pen, Tokyo, Bed) 
before playing the piano and they had to answer the words immediately 
after playing the piano. The following is the experimental procedures: 

1-1. Playing Music A (4 bars * 7 = 28 bars) 5 times in N condition 
1-2. Playing Music A (28 bars) 5 times in D condition 
2-1. Playing Music B (28 bars) 5 times in N condition 
2-2. Playing Music B (28 bars) 5 times in D condition 

Pianists were asked to practice the music until playing it smoothly and 
rehearsed together to adjust the tempo a few times before the experiment. 
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Fig. la, b. Music for the experiment, a: Music A, b: Music B. 

U 
m*m ^^--..^^^ Radio 

r" nur"'" lun 
Fig. 2. Experimental system 

2.2 Experimental system 

Fig.2 shows experimental system. Two electric pianos (Roland: RD-600) 
and speakers (ONKYO: GX-R3) were used. Subjects sat 2.7m apart face to 
face. The musical performance was recorded when music sequence soft­
ware in MIDI format. Time resolution of MIDI instruments was 0.96 
msec. Player's respiration was measured by a thermistor sensor (NIHON 
KODEN: TR-511G) attached in a nostril cavity. All the measured respira­
tion data was sent from the transceiver to a receiver (NIHON KODEN: 
Multi Telemeter System WEB-5000), and the data was digitalized by A/D 
board (ADTEK: AXP-AD02) at 256 Hz sampling rate with 12bit resolu­
tion. The digitalized data finally stored in a computer. Time resolution of 
respiration measurement is 7.8msec. A laptop computer was placed in 
front of the subjects for word-memory task. The entire experimental sys­
tem was synchronized by MIDI signal, which made it possible to compare 
the musical data and respiration data. 
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2.3 Data analysis 

To analyze the musical synchronization between players, the absolute 
value of time differences between 1-bar rhythms was as on index. 1-bar 
rhythm was defined as the time interval between the first note onset of a 
bar and that of a next bar (see Fig.3). To analyze the rate of the 1-bar 
rhythm, the period of 1-bar rhythm was used. To analyze the rate of respi­
ration rhythm, the period of respiration rhythm was used. Respiration 
rhythm was defined as the time interval between inspiration peaks. In this 
analysis, 24 bars of the 28 bars are analyzed and the last 4 bars were de­
leted because it is impossible to calculate the last 1-bar period. 

B Note onsets of Player A 

• Note onsets of Player B 

First note of a bar 

Inspiration 

Expiration 
•••/ 

I *"" * *An ^ 

l-bar period of Player A : BP^jn) ^ t ,̂ ^ - t;̂ ,, i 

1 -bar period of Player B : BP„(n) ^ tf,„ - tv;„; 

Time dilfeieiice between 1-bar rhytlitns: TD(n) - l̂ .̂ . - tu„ 

Respiration period of Player A : RP^f n) = t^^^ -1^^^ , 

Respiration period of Player B : RPg( n) -̂  tp,, - tg,,.. 

Fig. 3. 1-bar rhythm and respiration rhythm and indices for analysis 

3. Results 

The results of word-memory tasks were as follows: the correct answer rate 
while playing Music A was 92.0% (138/150), and while playing Music B 
was 85.3% (127/150). These results indicated that in D condition, players 
performed the word-memory task properly. 

3.1 Change of time course of 1-bar and respiration period 

We first analyzed the temporal development of 1-bar and respiration peri­
ods and the relationship between them qualitatively in all conditions. 
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Fig. 4. Time course of l-bar and respiration period (Playerl and PlayerS). a: 
Music A and N-condition, b: Music A and D-condition, c: Music B and 
N-condition, d: Music B and D-condition 

Fig.4a, b, c, d are typical results of Playerl and Player_3 which show 
the temporal development for l-bar and respiration period in each condi­
tion. The respiration period shows large fluctuations in Fig.4a, but in 
Fig.4c, the fluctuation is very small. In all figures, l-bar period shows little 
fluctuation. Comparing temporal developments of Fig.4a to that of Fig.4b, 
there are no obvious differences. Comparing temporal developments of 
Fig.4c to that of Fig.4d, respiration period of Fig.4d shows somewhat lar­
ger fluctuation. In the following section, these tendencies are analyzed 
quantitatively. 

3.2 Relation between 1-bar rhythm of players and relation 
between respiration rhythm of players 

Fig.5a shows the mean value of absolute time differences between l-bar 
rhythms (the mean value of (Combination of subjects = 3)*(5 trials)*(24 
bars) = 360 data in each condition), and error bars show standard devia­
tion. 

There was no significant difference between Music A and Music B in 
the N-condition (t (718) =0.0262, p>0.25). These results indicate that there 
is some asynchrony between players in Music A and Music B. Moreover, 
there was no effect of the condition for Music A (t (718) =1.71, p>0.25), 
however effect of the condition was significant for Music B (t (718) =3.49, 
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p<0.001). These results suggest that there was no effect of the subtask on 
musical synchronization in Music A; however, in Music B, synchroniza­
tion was changed by the subtask. 

Fig.5b shows the mean value of difference between the respiration pe­
riods of players (the mean value of (Combination of subjects = 3)*(5 trail) 
= 15 data). The difference between the respiration periods of players is cal­
culated by the absolute difference between mean periods of one trial. 
There was a significant difference between Music A and B in N condition 
(t (28) =3.03, p<0.001). These results indicate that the mean difference of 
respiration period in Music B become smaller than that in Music A. 

Fig. 5a, b. a: Mean absolute time difference between 1-bar rhythms, b: Mean dif­
ference between respiration periods 

Fig. 6. Mean difference between 1-bar and respiration period 

3.3 Relation between 1-bar and respiration rhythm of a player 

Fig.6 shows the mean value of the difference between the 1-bar and respi­
ration period of a player (the mean value of (Combination of subjects = 
3)*(5 trail)*(Number of subjects = 2) = 30 data in each condition). The 
difference between the 1-bar and respiration period of a player was calcu­
lated by the absolute difference between mean periods of one trial. 

There was a large difference between the value of Music A and Music B 
in the N-condition (t (58) =7.07, p<0.0001), the condition had no effect on 
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Music A (t (58) =0.117, p>0.25), but it affected Music B (t (58) =3.05, 
p<0.05). These results suggest that in Music B, the mean difference be­
tween the 1-bar and respiration period was increased by the subtask. 

4. Discussion 

Result summary: 
1. The analysis of the relationship between the 1-bar rhythms of players 

revealed that there had no effect of the subtask on musical 
synchronization for Music A; but for Music B, synchronization was 
changed by the subtask. 

2. The analysis of the relationship between the respiratory rhythms of 
players revealed that the mean difference of respiration period of 
Music B was smaller than that for Music A in the N condition but 
became closer to that of D condition. 

3. The analysis of the differnce between the 1-bar and respiration 
rhythm of each player revealed that it was much smaller in Music B 
than in Music A, and for Music B only, it was increased by the 
subtask. 

The respiration period was effected by the kind of music played. This 
result suggests that the coupling between 1-bar and respiration rhythm de­
pends on type of music as Ebert showed in his work [5]. It is indicated that 
there is an interaction between a physical and respiration rhythm, and a 
finger movement involves the coordination of physical and respiration 
rhythms [8, 9]. These results suggest that the interaction between players 
in a cooperative performance is composed of not only a sound element but 
also a physiological element such as respiration. 

In this study, a visually presented word-memory task is selected as the 
subtask in the dual task condition. When performing this subtask, broca 
area, supramarginal gyrus and supplementary motor area are activated (e.g. 
[10, 11, 12]). These areas are indicated to have relation with speech pro­
duction. In this study, an effect of the subtask appeared only in the condi­
tion of Music B. This result suggests that when playing Music B, the areas 
of speech production are more active than when playing Music A. 

The difference between Music A and Music B is difficulty and speed of 
finger movement and changing speed of pitch. The research about brain 
activity in musical perception revealed that music having slow pitch 
change and slow rhythmical change is processed in an auditory area of the 
right hemisphere [13, 14]. On the other hand, music having the fast pitch 
change and fast rhythmical change is processed in not only the auditory 
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area of right brain but also a language processing area of left hemisphere 
[13,14,15]. 

This research can explain the increased asynchrony of 1-bar rhythms in 
Music B in the D condition. When playing music such as Music A, the 
musical signal is mainly processed in the auditory system of right hemi­
sphere. Therefore, if the subtask occupied language system, there was no 
effect on the musical synchronization. However, when playing music such 
as Music B, if the subtask occupied the language system, players could not 
control the 1-bar rhythm as well as under normal circumstances. 

Player_A PlayerB 

Fig. 7. Proposed communication model of a musical cooperative performance 

This activation of the language system can also explain the change of 
respiration period. Language system is an area related to speech produc­
tion. Therefore it has a strong relationship to respiration system. When 
playing Music B, the language system is more active than when playing 
Music A. It is speculated that the change of respiration rhythm is generated 
by this activation. In particular, the result that the difference between 1-bar 
and respiration period was very small in Music B, suggest that the melody 
of that music was generated as if producing speech. When two players play 
Music B, their respirations tend to synchronize. 

We propose a communication model based on these ideas (Fig.7). This 
hierarchal model is composed of two layers: the lower layer comprises the 
auditory and physical feedback system, and the higher layer comprises the 
language and respiration systems. In this model, when music of type A is 
played, the musical signal is processed in the auditory system and the 
processed signal is fed back to the physical system (solid arrows in Fig.7). 
As a result, musical performance is controlled. This control system is con­
sidered as a simple sensori motor synchronization [16]. On the other hand, 
when music of type B is played, the musical signal is processed in not only 
the auditory system but also in the language system (dashed arrows in 
Fig.7). The signal processed in the language system is sent to the physical 
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system, and at the same time the signal is sent to the respiratory system. 
Finally, musical performance is generated as a coordination of both physi­
cal and respiratory systems. 

In general, the lower layer and higher layers work synergistically in mu­
sical performance. In future research, it will be necessary to verify this 
model and to analyze the temporal development of 1-bar and respiratory 
rhythm further to propose a model which takes the dynamics of each sys­
tem into account. 

5. Conclusion 

In this study, a musical performance was analyzed in terms of 1-bar and 
respiration rhythms, and the dual task method was used to clarify the 
communication mechanism of a musical ensemble performance. Our re­
sults showed that there are two types of music. One is music of slow pitch 
and rhythm change which is not affected by the word-memory task. The 
second is music of fast pitch and rhythm change which is affected by the 
word-memory task. From these results, the hierarchical communication 
model of a cooperative performance is proposed. In future work, it is nec­
essary to analyze the temporal development of the 1-bar and respiration 
rhythm to propose a model which considers the dynamics of each system. 

References 

1. Rasch R A (1979) Synchronization in performed ensemble Music. 
ACUSTICA 43:121-131 

2. Palmer C (1992) The role of interpretive preferences in music performance. 
In: Jones M R, Holleran S (eds) Cognitive Bases of Musical Communication 
APA Washington D.C. pp249-262 

3. Shaffer L H, Clarke E F, Todd N P (1985) Metre and rhythm in piano playing. 
Cognition 20:61-77 

4. Shaffer L H (1981) Performances of Chopin, Bach and Bartok: Studies in 
motor programming. Cognitive Psychology 13:326-376 

5. Ebert D (2002) Coordination between breathing and mental grouping of pian-
istic finger movements. Perceptual and Motor Skills 95:339-353 

6. Diserens C M (1923) Reactions to musical stimuli. Psychological Bulletin 
20:173-199 

7. Haas F, Distenfeld S, Axen K (1986) Effects of perceived musical rhythm on 
respiratory pattern. J Appl Physiol 61:1185-1191 

8. Wilke J, Lansing R W, Rogers C A (1975) Entrainment of respiration to re­
petitive finger tapping. Physiological Psychology 3:345-349 



A hierarchical interaction in musical ensemble performance: 
Analysis of 1-bar rhythm and respiration rhythm 273 

9. Rasler B (2000) Mutual nervous influences between breathing and precision 
finger movements. Eur J Appl Physiol 81:479-485 

10. Grasby P M, Frith C D, Friston K J, et al (1993) Functional mapping of brain 
areas implicated in auditory-verbal memory function. Brain 116:1-20 

11. Petrides M, Alivisatos B, Evans A C (1995) Functional activation of human 
ventrolateral frontal cortex during mnemonic retrieval of verbal information. 
Proc Nat Acad Sci 92:5803-5807 

12. Fiez J A, Raife E A, Balota DA, et al (1996) A positron emission tomography 
study of the short-term maintenance of verbal information. J Neurosci, 
16:808-822 

13. Zatorre R J, Belin P, Penhune V B (2002) Structure and function of auditory 
cortex: music and speech. TRENDS in Cognitive Science, 6:37-46 

14. Tervaniemi M, Hugdahl K (2003) Lateralization of auditory-cortex functions. 
Brain Research Reviews 43:231-246 

15. Koelsch S, Gunter T C, Cramon D Y, et al (2002) Bach speaks: A cortical 
"language-network" serves the processing of music. Neurolmage, 17:956-966 

16. Fraisse P (1980) The sensorimotor synchronization of rhythms. In J.Requin 
(Ed.) Anticipation et comportement Centre National pp233-257 



Comparison of the Reaction Time Measurement 
System for Evaluating Robot Assisted Activities 

Tomomi Hashimoto', Kunio Sugaya', Toshimitsu Hamada ,̂ 
Toshiko Akazawa^, Yoshihito Kagawa'*, 
Yasuyuki Takakura^ Yoshie Takahashi^ Shusuke Kusano^ 
Mitsuru Naganuma^, and Ryuhei Kimura^ 

' Saitama Institute of Technology 
^Tsukubagakuin University 
^Kitasato University 
'̂ Takusyoku University 
^Saitama medical center, Saitama medical school 
^Teikyo University of Science and Technology 

Chapter Overview. RAA (Robot Assisted Activities) allow people to feel 
joy and pleasure and recover through contact with a robot. Considerable 
research has reported that RAA is useful for elderly persons, children hos­
pitalized in pediatric wards and so on. However no specific evaluation 
method concerning RAA has yet been established. In this paper, we pro­
pose a reaction time measurement system for evaluating RAA. The level 
of caution or concentration of a subject can be estimated in terms of the 
reaction time based on visual or acoustic stimuli. We try to evaluate RAA 
using the variance in the reaction time before and after RAA respectively. 
We have developed a reaction time measurement system with hardware, 
following which we compared several reaction time measurement systems 
concerning performance and operability. We reported the results of com­
parisons featuring such measurement systems and the basic results of the 
RAA evaluation experiment using reaction time measurement. The results 
suggested that selection of the optimal enforcement form in RAA has been 
enabled through application of this reaction time measurement system. 

Key Words. Robot assisted activity. Reaction time measurement system 
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1. Introduction 

In Japan, due to consideration for the "aging society," there are high ex­
pectations for mechanical systems that will provide support for senior citi­
zens. 

Considerable research and development has been undertaken in the area 
of "welfare devices" that provide physical support. Some examples are ro­
bots that support senior citizens during mealtimes [1], automated robot 
systems that carry meals [2], and ambulatory support robots [3], and wel­
fare support systems [4]. It is unclear, however, whether the users gain a 
sense of emotional satisfaction from the use of such devices. 

Senior citizens' homes have implemented methods of providing emo­
tional support to their occupants through the presence of animals, as ex­
emplified in Animal Assisted Therapy (AAT) and Animal Assisted Activ­
ity (AAA). It has been reported that thanks to the application of these 
methods, subjects have developed more energetic lifestyles, and have 
demonstrated a more positive attitude in their day-to-day lives. However, 
this method also incurs various problems, such as "pet loss," the transmis­
sion of diseases, and the effort involved in maintaining such pets. 

Shibata proposed a "Mental Commitment Robot" able to provide emo­
tional comfort to users [5, 6]. Shibata created robots in the form of a seal 
and a cat, and, through experiments, demonstrated the potential for robots 
to have emotional effects on humans, such as enjoyment and a sense of 
well-being. However, since these robots were not designed to offer physi­
cal support, it is necessary to consider other methods for doing so. 

Hashimoto et. al. proposed Robot Assisted Activity (RAA) as a means 
of providing physical support, for example by bringing objects, opening 
windows, and providing the emotional support which would otherwise be 
gained from keeping a pet [7, 8]. By using the RAA method described 
here, senior citizens can expect to enjoy the advantages of support offered 
by machines and by pets, while also avoiding the disadvantages of both. 
RAA involves carrying certain pet type robots into a care house etc, where 
occupants would play with them for 30 - 60 minutes. However, the subject 
became tired of RAA during extended periods and attention was focused 
elsewhere when we enforced RAA. Therefore, an appropriate means of 
classification (for example a short RAA enforcement time) for an appro­
priate means of enforcing RAA was desired. 

By the way, Okada et. al. proposed a system that measured reactive time 
to the higher-order brain function problem of the figure acknowledgment 
etc [9]. The proposal system presented the problem requiring the subject to 
push the mouse only when various figures were displayed on the monitor. 
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including the specified figure. The system presumed the ability of regis­
tering, acknowledgment, and judgment to reflect the higher-order brain 
function by measuring reactive time. 

Hashimoto et. al. developed the reaction time measurement system for 
RAA [10]. It applies the Okada system in estimating the level of profi­
ciency in the subject's attention and concentration through use of aural and 
visual stimulation. However, there was a considerable margin for error in 
the measurement since the system proposing it was real-time software. 

In this paper, 1) we established a hardware measurement system, and 2) 
we performed a comparative study between the hardware and software 
systems. 

Fig. 1. Composition of the reaction time measurement system 

Fig. 2. Reactive time measurement system with the cover in place 
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2. Outline of the Reaction Time Measurement System 

2.1 Composition of the reaction time measurement system 

The proposed measurement system consists of a delay time outbreak cir­
cuit (a timer), a measurement circuit (a stopwatch), a stimulation presenta­
tion circuit (a LED lighting circuit) (Figure 1). Through use of a variable 
resister, the operator can set a delay time of about 1-7 seconds. To de­
crease stimulation other than that of a visual nature (LED lighting) for the 
subject, the measurement system covers the actual use of the measurement 
system at (Figure 2). 

The system operational procedure is as follows. 
Initially, an operator is free to flexibly set the delay time. Next, they in­

struct the subject "when the LED lights up, please push a switch". Subse­
quently, the operator pushes SWl and generates a delay time. The LED 
lights up automatically after this delay time, representing visual stimula­
tion for the subject. The system then starts simultaneous measurement. The 
subject pushes SW2, and the measurement system is stopped. It is reactive 
time that time from this stimulation presentation to pushing SW2 was 
measured. 

2.2 The measurement of error time of this system 

As for this system, the reactive time of the subject is that which elapses 
from the LED lighting up to the subject pushing SW2. In this chapter, we 
examined the error time associated with this measurement circuit (Figure 
3). We used a digital oscilloscope (IWATSU Test Instruments Co., 
DS-8812) and measured it with a 1ms unit. 
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Fig. 3. Measurement of the error time 

Following ten measurements of the error margin time, we decided on an 
absolute value to represent the error time of measurement systems (table 
1). It reflects the fact that the system is slower than the time displayed by 
the oscilloscope as a plus error margin (+2ms) in table 1. On the other 
hand, the system is rapid in the event of a negative error margin (-6ms). 
For instance, when this system displayed 170ms, and the oscilloscope dis­
played 176ms, the error margin time of the measurement system would 
become -6ms. 

Finally, the error time of this system is maximum of 9ms and an average 
of 3ms. 
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Fig. 4. Visual stimulation using software 

Table 1. Error time 

Number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

Error time (ms) 
-6 
-4 
+2 
-1 
-1 
-2 
+2 
-1 
+9 
-2 

Average (absolute) is 3 ms 
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3. Comparison of Hardware and Software Systems 

3.1 Comparison method 

From December, 2004 to January, 2005, we executed an evaluation as­
sessing the psychological impression of hardware and software (using 
notebook and desktop PCs) with 21 male subjects aged 20 and 21 years old 
(table 2 and Figure 4). 

The subjects registered their impressions of subjectivity using seven 

Table 2. Part of the impression evaluation list 

Hardware Evaluation 
considerably considerably 

verN' 

bright 

little 0 little 

interesting 

complicated 

vulgar 

hard 

safe 

warm 

artificial 

light 

delayed 

very 

dark 

dull 

simple 

refined 

soft 

dangerous 

cool 

natural 

heavy 

rapid 

phases and ten adjective pairs such as "bright - dark," "interesting - dull," 
"complicated - simple," "vulgar - refined," "hard - soft," "safe - danger­
ous," "warm - cool," "artificial - natural," "light - heavy," and "delayed -
rapid". 
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The order of the experiment involved three kinds such as "hardware -^ 
notebook PC -^ desktop PC," "notebook PC -> desktop —> hardware 
PC" and "desktop PC -> hardware -> notebook PC", in order to elimi­
nate any influence of the experiment order on the evaluation. We also 
ensured the experiment would be balanced by ensuring the inclusion of 
positive and negative factors. 

3.2 Evaluation result 

Figure 5 shows the mean value for an evaluation involving 21 subjects. 
Here, the higher the numerical value, the stronger the impression of the 
item. Conversely, smaller numerical values indicate that the reverse im­
pression is intensified. Finally, the numerical value of three is considered 
neutral. For instance, if the numerical value of "bright" were five, then 
that would mean "considerably bright". 

Next, we checked whether the statistical work was possible, through the 
use of Mauchly's test of sphericity. We conducted the test as follows for 
values of 0.05% or more (table 3 (a)(b)). After passing Mauchly's test, we 
used repeated measures to examine whether there was a predominant sta-

-^hardware ••• notebook PC -*- desktop PC 

4 

3 

2 

1 

OH bright complicated hard warm light 
interestingvulgar artificial 

safe late 

Fig. 5. Evaluation of Average Impression Values 
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tistical difference between the machines (hardware, and notebook / desk­
top PCs). During the repeated measures, we assumed the value of 0.05% or 
more to represent a significant difference. Moreover, we examined the na­
ture of the difference between specific machines when such a significant 
difference between machines was revealed using the Bonferroni method. 

Finally, significant differences were apparent concerning the following 
three paired categories: "artificial - natural," "light - heavy," and "delayed -
rapid". 

For the pair of "artificial - natural," a meaningful difference was de­
tected between the hardware and desktop PCs respectively and the same 
was true for the "light - heavy" and "delayed - rapid" pairs respectively. 

3.3 Discussion 

We considered the subject to have a similar overall impression for each 
machine. However, there was a stronger impression that the hardware was 

Table 3. Results of test (a) 

Item 

artificial 
delayed 
light 
bright 
interesting 

Mauchly's test 

0.835 
0.304 
0.096 
0.000 
0.761 

complicated 0.011 
vulgar 
hard 
safe 
warm 

Item 

artificial 
delayed 
light 

0.012 
0.904 
0.986 
0.302 

Bonferroni 

(b) 

Repeated measures 

0.008 
0.007 
0.035 
0.014 
0.688 
0.452 
0.051 
0.377 
0.884 
0.146 

between Hardware and desktop PCs : 0.022 
between Hardware and desktop PCs : 0.028 
between Notebook and desktop PCs : 0.036 
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"artificial" and "slow", and also an increased feeling that the impression of 
the notebook PC was "lighter". 

It seemed that the impression of the hardware was of one of "slowness" 
since the SW2 button was hard to use for subject. Moreover, it seemed 
difficult for the subject to see, since the hardware used both LED and vis­
ual stimulation, although software displayed the figure on the display. 

We therefore considered it important to change the shape of SW2, and 
to change from an LED into a flashing display system. 

4. Conclusion 

In this paper, 1) we established a hardware measurement system, and 2) 
we performed a comparative study between hardware and software sys­
tems. 

The suggested measurement system consists of delay time outbreak, 
measurement and stimulation presentation circuits respectively. Through 
an operator operated variable resister, the delay time can be set within a 
range of about 1-7 seconds, with an associated error time for this system 
reaching a maximum of 9 ms and an average of 3 ms. 

We executed an evaluation of the psychological impression concerning 
hardware and software (using notebook and desk-top PCs) and 21 male 
subjects aged 20 and 21 years old. Finally, there were significant differ­
ences revealed in three pairs, namely "artificial - natural," "light - heavy," 
and "delayed - rapid". We considered the subject to have a similar impres­
sion overall for each machine. However, the impression of the hardware 
being "artificial" and "slow" was stronger, as was the impression of the 
notebook PC being "lighter". Moreover, it seemed to be difficult for the 
subject to see, since the hardware used LED sight stimulation, although 
software displayed figures on the display. 
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Chapter Overview. In patients with chronic stroke, the primary motor 
cortex of the intact hemisphere (Mlintact) may influence functional recovery, 
possibly through transcallosal effects exerted over Ml in the lesioned 
hemisphere (Mliesioned)- Here, we studied interhemispheric inhibition (IHI) 
between Mlmtact and Mliesioned in the process of generation of a voluntary 
movement by the paretic hand in patients with chronic subcortical stroke 
and in healthy volunteers. IHI was evaluated in both hands preceding the 
onset of unilateral voluntary index finger movements (paretic hand in pa­
tients, right hand in controls) in a simple reaction time paradigm. IHI at 
rest and shortly after the Go signal were comparable in patients and con­
trols. Closer to movement onset, IHI targeting the moving index finger 
turned into facilitation in controls but inhibition still continued in patients, 
a finding that correlated with poor motor performance. IHI targeting the 
resting finger remained deep all through the reaction time. In case of intact 
hand movement, IHI targeting the moving fingers showed similar facilita­
tion with that in control subjects. These results suggest an abnormally high 
interhemispheric inhibitory drive from Mljntact to Mliesioned in the paretic 
hand movement. It is conceivable that this abnormality could adversely in­
fluence motor recovery in some patients with subcortical stroke. 
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1. Introduction 

Functional recovery of motor function from stroke is incompletely under­
stood. The motor cortex (Ml) in the intact hemisphere (Mljntact) was acti­
vated in association with movements of the paretic hand in chronic stroke 
[1-3], suggesting that Ml.ntact plays a crucial role to the functional recovery 
process [4, 5]. There are, however, several considerations that weaken this 
idea. The magnitude of activation (functional magnetic resonance imaging 
or positron emission tomography) of the MIntact with movements of the 
paretic hand does not correlate with functional recovery, [6,7] and (2) 
functional ipsilateral corticomotoneuronal connections from the intact 
hemisphere to the paretic hand are more commonly detected in patients 
with poor motor recovery [6]. Up to now, there is no direct study of inter­
hemispheric interaction in the control of the paretic hand movements. 
Boroojerdi and colleagues [8] showed that interhemispheric inhibition 
(IHI) from Mliesioned to Ml intact in patients with chronic subcortical stroke 
does not differ from healthy controls. However, control of motor activity 
in the paretic hand is likely to be influenced by IHI exerted from Mlintact 
hemisphere to Mlies.oned hemisphere. Thus we tested IHI using a previously 
described protocol in association with voluntary movements of the paretic 
hand in a RT paradigm in patients with chronic subcortical infarcts, intact 
corpus callosum, and moderate to good motor recovery. We hypothesized 
that the Mliesioned which controls movements in the paretic hand, receives 
abnormally high task-related inhibitory influences originating in the 
Mlintact in patients relative to healthy age-matched controls. 

2. Methods 

A. Subjects and Experimental Procedure 
Nine patients (5 men and 4 women, aged 65 ±13 [SD] years old; Table 1) 
and 8 age- and sex-matched healthy volunteers (5 men and 3 women, aged 
62±13 years old) participated in the study. Patients were included if they 
had (1) history of a single ischemic subcortical infarction (with intact cor­
pus callosum) more than 6 months preceding the study, (2) a score of 3 or 
higher in the Medical Research Council (MRC) scale and preserved 
movement of the paretic index finger (see Table 1). 
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Each subject performed voluntary index finger movements in response 
to a Go signal in a simple reaction time (RT) paradigm (Fig 1); patients 
used the paretic hand and healthy volunteers used the right hand. Trials 
with mirror or background EMG activity were excluded from the analysis. 

B. Measurement of Task-related Interhemispheric Inhibition 
The interval between TS application and EMG onset, commonly used in 
healthy volunteers to study premovement modulations in Ml excitability, 
is not a good indicator of comparable premovement intervals in patients 
and controls because TMS delays RT more in stroke patients than in 
controls, precluding a direct comparison. To get around this problem, we 
defined three different measures; (1) maximum IHI (IHImax), defined as 
the maximal (deepest) IHI identified in a given subject in any of the tim­
ings preceding EMG onset in the RT paradigm; (2) IHI around movement 
onset (IHImvt-onset), defined as IHI determined at the time interval im­
mediately preceding the mean RT in unstimulated trials. All trials at that 
particular interval were included for analysis. A drawback of this method 
is that the natural variability of RT results in the inclusion of trials in 
which TS fell before EMG onset and others in which TS fell after EMG 
onset. To avoid this problem, we also defined a third measure; (3) IHI im­
mediately before movement onset (IHIbef-mvt). We first identified the 
timings at which the TS fell after EMG onset in a proportion of up to 50% 
of the trials. We then included in the analysis only the trials in which TS 
fell before EMG onset at the defined intervals. Because this method does 
not include in the analysis trials in which TS fell after EMG onset, it offers 
a cleaner reflection of premovement IHI. 
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Fig.l. (A) Diagram illustrating the proposed hypothesis: interhemispheric inhibi­
tion (IHI) from the intact hemisphere to the Ml in the lesioned hemisphere may be 
enhanced in patients with subcortical stroke relative to healthy controls. IHI was 
evaluated with two double coils giving conditioning (CS) and test shocks (TS) in 
each. Interstimulus interval between CS and TS was 10 msec. (B) IHI was evalu­
ated in the process of generation of a voluntary movement in a simple reaction 
time (RT) paradigm. Subjects responded with a brisk voluntary index finger 
movement to a Go signal. For measurement of IHI, motor-evoked potentials 
(MEPs) were always recorded from the hand contralateral to the TS. IHI was ex­
pressed as the amplitude of the conditioned MEPs in the double-pulse trials (CS-
TS) relative to the amplitude of the test MEP when TS was delivered alone (CS-
TS)/TS (see inset). IHI was measured at 10 different timings during the RT period. 
Because reaction time varies across subjects and IHI was determined at regular 
timings, the time interval between IHI determinations differed slightly across sub­
jects (by 20 to 40 msec). 

3. Results 

A. Reaction Time, Corticomotor Excitability, and Interhemispheric Inhi­
bition at Rest 

RTs in unstimulated trials tended to be longer in patients than in normal 
volunteers (220 ±44 msec and 176 ±39 msec, respectively, p=0.07). Abso­
lute motor thresholds were 50 ±12% and 47±10% in M l of the affected 
and intact hemispheres, respectively, and 48±8% and 45±8% in the left 
and right M l of controls. There was no significant difference between 
those values. 

B. Interhemispheric Inhibition preceding Unilateral Index Finger Move­
ments 
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There was a significant effect of the following factors: GROUP (F=18.76, 
p=0.003), TIMING (F=8.77, p=0.003), and the interaction GROUP x 
TIMING (F=4.57, p=0.03) on IHI. 

IHlHeaithy volunteers targeting thc Hioving index finger decreased progres­
sively as testing approached movement onset to become facilitation with 
movement (Figs 2 and 3). In the patient group, IHI paretic hand targeting the 
paretic moving index finger also decreased progressively with proximity to 
the movement onset but did not reach facilitatory levels (see Figs 2 and 3). 

IHImvt-onset, which occurred at 161±38 msec and at 206±40 milli­
seconds after the Go signal in healthy volunteers and patients, respectively 
(not significant), was significantly different in magnitude in both groups, 
showing persistent inhibition in the patient group (0.73±0.33) and facilita­
tion in the healthy controls (1.15±0.23; p<0.01; see Fig 3). Exclusion of 
the three patients with left hand paresis (see Table 1) did not modify this 
result (n =6, P= 0.008). 

The deeper IHImvt-onset from Mlintact hemisphere to Mllesioned 
hemisphere, the lower the MRC scale scores (n =9; r=0.7, p=0.02) and the 
slower performance in the finger tapping task (n=9; r=0.9, p=0.001), a re­
sult also detected when excluding the three patients with left hand paresis 
(n=6; r=0.9, p=0.02). 

Contro Patient 

v.. 

M w n t i «M n t i » i f i 
Tlnw(iw) 

rig.2. Interhemispheric inhibition (IHI) targeting the moving hand in a reaction 
time (RT) paradigm in a healthy volunteer and a stroke patient (Patient2 inTablel). 
The abscissa shows the timing (msec) of application of the test stimulus (TS) rela­
tive to the Go signal. The ordinate shows the magnitude of IHI targeting the mov­
ing hand (1 indicates absence of facilitation or inhibition; <lindicates facilitation 
and >1 indicates inhibition). Note the deep maximum IHI (IHImax, single arrow, 
<1) that progressively became less prominent in intervals close to movement onset 
in both subjects. Around movement onset, IHImvt-onset (double arrow) and 
IHIbef-mvt (open circles) turned to facilitation in the control subject but remained 
inhibited in the patient. The gray lines in the top right corner indicate mean±lSD 
of RTs in unstimulated trials. 
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IHIbef-mvt, which occurred at 166±33 and 193±44 msec after the Go 
signal in healthy volunteers and patients, respectively, showed clear inhibi­
tion in the patient group (0.71±0.19) and facilitation in the healthy controls 
(1.26±0.35; p=0.001; see Fig 3). Exclusion of the three patients with left 
hand paresis (Table 1) did not modify this result (n=6, p=0.003). 

In contrast, IHlHeaithy hand targeting the homonymous resting index finger 
remained largely unchanged regardless of movement of the other index 
finger in either patients or controls. 

In the generation of intact hand movement, IHIbef-mvt and IHImvt-
onset were similar in stroke patients with those of healthy volunteers. 

4. Discussion 

We tested IHI at different time intervals after a Go signal in a simple RT 
paradigm. This design allowed us to study IHI at different timings relative 
to the onset of a voluntary movement by the paretic hand and to compare 
the results with those obtained in a group of age-matched healthy volun­
teers. We used parameters of TMS that elicited comparable IHI in both 
groups at rest (see Subjects and Methods). Other experimental approaches 
for the evaluation of IHI, such as ipsilateral silent periods, require a con­
stant background contraction and are suboptimal for the evaluation of 
premovement modulation in a RT paradigm. 

IHI in controls was profound close to the Go signal, but it decreased 
progressively as movement approached to turn into facilitation at move­
ment onset. This time dependent modulation of IHI by voluntary drive in 
normal volunteers may support accurate motor control for unilateral hand 
movements. Stroke patients on the other hand failed to show this modula­
tion of IHI by voluntary movements. The most important finding was that 
despite comparable IHImax soon after the Go signal, IHImvt-onset and 
IHIbef-mvt were more pronounced in the paretic hand of patients than in 
controls. The movement-related modulation of IHI in the paretic hand se­
lectively affected IHI from Ml intact to Mliesioned because IHI targeting the 
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Fig.3. Interhemispheric inhibition (IHI) targeting the moving hand in stroke pa­
tients and in healthy volunteers. Note that maximum IHI (IHImax) was compara­
ble in both groups, whereas IHI around movement onset (IHImvt-onset) and IHI 
immediately before movement (IHIbef-mvt) were significantly deeper in the 
stroke patients than in heahhy volunteers (*p<0.01and**p<0.001 for IHImvt-onset 
and IHIbef-mvt, respectively). MEP amplitudes evoked by the test stimulation 
(TS) were comparable across groups (bottom graphs). NS=not significant. 

resting hand was comparable in patients and controls. 
We found that the deeper IHImvt-onset from Ml intact hemisphere to 

Mllesioned hemisphere, the lower the MRC scale scores and the slower 
performance in the finger tapping task in the patient group. Speed of finger 
tapping is a motor skill that correlates well w îth the achievement of func­
tional goals in patients with brain lesions undergoing rehabilitative treat­
ments, and the MRC score is an accepted measure of motor function. 
These results suggest a link between high interhemispheric inhibitory drive 
from Ml intact hemisphere to Mllesioned hemisphere and poor motor re­
covery in some patients with chronic stroke. In addition, they indicate a 
substantial difference in the way interhemispheric interactions operate in 
both groups in the process of generation of a voluntary movement, raising 
the hypothesis that stronger IHI from Ml intact to Mllesioned could contribute 
to the motor disability still present in some patients with stroke. Longitu­
dinal studies could provide additional information on the timing of devel­
opment of these changes. This interpretation is consistent with the finding 
of abnormalities in interhemispheric processing of sensory input after 
stroke in patients with unilateral extinction. The mechanisms that mediate 
functional recovery after stroke may differ depending on such factors as 
time from the insult, degree of recovery, or lesion site. 
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In summary, our results indicate that an abnormal interhemispheric in­
teraction operate in the process of generation of voluntary movements, and 
probably influences functional recovery in patients with chronic subcorti­
cal stroke [9]. It is conceivable that modulation of such interactions might 
influence motor disability in these patients, as documented in sensory sys­
tems, an issue for future investigation. 
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BOLD Contrast fMRI as a Tool for Imaging 
Neuroscience 

Robert Turner 

Wellcome Department of Imaging Neuroscience, Institute of Neurology, 
Queen Square, London. 

Chapter Overview. Since its discovery in 1991 the technique of mapping 
human brain activity by observing changes in cortical blood oxygenation 
with MRI has blossomed into a methodology of major importance for 
brain science and medicine. This paper summarizes recent improvements 
in the use of fMRI as a tool for imaging neuroscience. 

Key Words. BOLD, brain, fMRI, neuroimaging 

1. Introduction 

Ogawa [1] and Turner [2] showed in 1990-1991 that MR images could be 
made sensitive to the level of oxygenation of cerebral blood, and thus to 
changes in regional CBF, indicating localized brain activity. This led to the 
development of the technique of Functional MRI (fMRI), which generally 
uses Blood Oxygenation Level Dependent (BOLD) contrast to depict brain 
areas showing changes in neuronal activity associated with specific brain 
tasks or conditions. 

The topic of fMRI has been reviewed several times [e.g. 3], but new 
insights continue to be developed, and improvements in MRI and comput­
ing hardware have enabled a number of earlier problems to be successfully 
tackled. This paper updates the progress made in dealing with the technical 
challenges that have arisen in its implementation as a tool for imaging neu­
roscience. 
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2. Biophysics of Blood Oxygenation Level Dependent 
Contrast 

2.1 Mechanisms 

The relationships between changes in neuronal electrical activity, in cellu­
lar metabolism, in oxygen extraction and blood flow, and hence changes in 
blood oxygenation, are still not fully understood. However, recent research 
in several laboratories has clarified several important issues. 

There is now a consensus that the BOLD signal provides a time-
delayed index of changes in Local Field Potential (LFP), rather than in 
neuronal spike discharges [4]. Most of the energy expenditure of neuronal 
tissue arises from post-synaptic activity [5], and it is this activity that is 
manifested in the LFP. The BOLD signal represents a balance between the 
increased blood flow triggered by chemical messengers produced during 
increased neuronal activity, and the increased oxygen consumption re­
quired to support the increased local brain metabolism. Because oxygen 
transport from red cells to tissue is limited primarily by diffusion, provi­
sion of adequate oxygen concentrations at the mitochondria requires an 
excess of oxygen in the bloodstream [3]. This rise in blood oxygenation 
gives an observable localized rise in MR image intensity (Figure 1), be­
cause deoxyhaemoglobin acts as an intravascular paramagnetic contrast 
agent [1]. 
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Fig.l. Sagittal images obtained at 4 T showing the effect of visual stimulation on 
image intensity in human occipital cortex. 64 x 64 pixel matrix EPI images inter­
polated to 128 x 128. Field of view 160 mm, TE 25 ms. Top left: source image, 
obtained using 20 cm transmit-receive surface coil at back of head. The other im­
ages are single-subtraction images. Top and bottom right: visual stimulation on -
visual stimulation off. Bottom left: visual stimulation off - visual stimulation off. 
Differences in image intensity are as much as 20%. Images are windowed to show 
background noise (Reprinted from Turner [6], with permission). 

2.2 Spatial localization 

It is apparent that the spatial matching of cerebral blood flow to neuronal 
activity cannot be perfect, given the 5 - 10 micron spacing of neurons, the 
50 micron spacing of capillaries, and more importantly, the 0.5 - 1 mm 
spacing of resistance arterioles, the proximal locus of control of flow [7]. 
Thus the changes in blood oxygenation detected in BOLD contrast cannot 
be expected to mirror electrical data at a scale of microns. Model calcula­
tions [8,9] and some observations [10] indicate that at field strengths be­
low 3 T the signal is dominated by changes of oxygenation in small drain­
ing venules, likely for geometrical reasons to be within a few millimetres 
of the site of neuronal activity, rather than in the parenchymal capillaries 
actually feeding the active neurons. 
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After leaving the cortical capillaries the blood drains into the jugular 
veins via a network of intracortical veins and subpial veins. Thus changes 
in blood oxygenation will be propagated downstream and away from sites 
of increased neuronal activity, to give a spurious BOLD signal apparently 
arising from non-activated brain areas. Turner [11] provides estimates of 
the extent of this compromise of fMRFs spatial resolution, which strongly 
depends on the spatial extent of the changes in neuronal activity (Figure 2). 

Fig.2. Fractional oxygenation change in a draining vein as a function of linear dis­
tance from activated area, for 50% change of blood flow, 25% change in oxygen 
uptake. Numbers marked on curves refer to the area (in square mm) of increased 
neuronal activation 

3. fMRI Technical Requirements 

The key technical requirements in the use of fMRI to study brain function 
are a) equipment to implement the brain task in question while the subject 
lies in an MRI scanner with head immobilized, and b) use of an MR imag­
ing sequence made sensitive to changes in T2*, with good image quality, 
SNR and stability. 
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3.1 Task presentation 

For maximum flexibility and control over software management, the Func­
tional Imaging Laboratory created a task presentation computer language, 
named Cogent2000, based mainly on the commercial language MATLAB, 
and which is thus compatible with the statistical analysis package, SPM. 
For convenience, Cogent2000 can be run on a standard PC (the Stimulus 
PC), which drives all peripherals, mostly using the USB port. The share­
ware package Cogent2000 can be downloaded freely from the FIL web­
site: www.fil.ion.ucl.ac.uk. 

The standard requirements for any task presentation set-up—^which 
we call the Cognitive Interface—are as follows: 
a) Task presentation synchronization with scanner data acquisition. We use 
optical serial signals from the scanner, which provide a slice-by-slice im­
age count, to drive the Stimulus PC output. 
b) Visual presentation. We use a good quality LCD projector. The criteria 
for projector selection are: high refresh rate, high pixel resolution, and 
good colour fidelity. 
c) Graphics library. Cogent2000 contains Cogent Graphics, a library of 
simple graphics primitives written in the fast low-level language Direct-X. 
This allows very rapid and precise visual stimuli to be delivered. 
d) Video capability. Many paradigms require video presentations. This can 
be provided easily within Cogent2000. 
e) Keypad. Several nonmagnetic keypads are now commercially available, 
with foolproof optical coupling to the task presentation PC. Joysticks and 
manipulanda can also be obtained and interfaced easily if required. 
f) Data Logging. It is essential to be able to monitor subject performance 
during scanning. The Stimulus PC automatically logs key presses and tim­
ings. 
g) Auditory presentation. Many studies require auditory presentation. Use 
of pneumatic headphones is not recommended because of their very low 
auditory fidelity. Electrostatic headphones are available giving excellent 
sound power and fidelity, which are compatible with magnetic fields. Ap­
propriate filters must be installed in the leads to avoid rf interference 
which can cause image artefact. To obtain good sound fidelity without the 
intrusion of scanner acoustic noise, the strategy of sparse sampling is often 
used [12]. 
h) Eye-tracking. Even for paradigms that do not explicitly study neural 
control of eye movements, use of an eye-tracker is advisable, to ensure eye 
direction fixation as required, and to monitor attention to the task. In our 
experience the best option, in terms of flexibility, freedom from image ar­
tefact, and reliability, is a commercial remote infrared source and CCD 



302 Robert Turner 

camera with telescope to view the eye's pupil. This system includes effi­
cient computer analysis and display software. 
i) Additional features included in the Cognitive Interface are: an olfacto­
meter, which presents a selection of odours; devices for delivery of taste 
stimuli; devices for somatosensory stimuli, by pneumatic, electrical, or 
mechanical means; hardware and software for combined simultaneous 
EEG and fMRI [13]; and combined simultaneous TMS and fMRI [14]. 

3.2 FMRI Sequences and image reconstruction 

In general, the important sequence requirements continue to be sensitivity, 
spatial resolution, speed, complete brain coverage, freedom from motion 
artefact, and good image quality. Echo-planar imaging (EPI) and its vari­
ants [15] maintain good SNR over the whole brain, consisting of 30 or 
more slices, down to TR times of 1 s. Given the widespread requirement 
for whole-brain coverage in a few seconds, only this type of sequence is 
seriously considered for use in imaging neuroscience. EPI is relatively 
simple to programme, and is time-efficient and gives good SNR per unit 
time. While it is prone to image artefacts-ghosting, distortion and drop­
out—these are easily characterized and can mostly be corrected without a 
severe penalty in processing time. Typically, to provide sufficient T2* 
weighting, an echo time of 50 ms is used at 1.5 T, the lowest field strength 
normally used for fMRI. Shorter echo times are used with scanners at 3 T 
(30 ms) and 4 T (25 ms). Spatial resolution of 3 mm x 3 mm x 3 mm is 
readily achievable, and in-plane resolution of 1.5 mm is possible with 
scanners having powerful gradient hardware. To obtain higher spatial reso­
lution, segmented EPI sequences can be used. Submillimeter resolution has 
been achieved [16]. Because images requiring several rf pulses to collect 
the complete set of data in k-space are prone to motion artefact, it is essen­
tial to use navigator echoes for such acquisitions. 

3.3 Image quality issues 

While EPI sequences have so many benefits that they are selected by most 
researchers for fMRI research, echo-planar images have several particular 
difficulties regarding image quality. These can be classified under the 
headings of image artefacts and field inhomogeneity effects. 
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3.4 Image artefacts: ghosting 

The trajectory traversed during EPI data acquisition reverses in direction 
between each echo. Before image reconstruction can take place, the data 
for alternate echoes must be time-reversed. If there is the slightest differ­
ence in the gradient waveform between the two trajectory directions, or if 
the noise-limiting band pass filters in the receiver have any phase roll, the 
echoes show a double-period modulation, which appears as a half-field or 
Nyquist ghost in the reconstructed image. In practice it is extremely diffi­
cult to eradicate all sources of asymmetry in k-space traversals, and a low 
intensity ghost is almost always present in EPI images 

Recently Josephs [17] has developed an image reconstruction method­
ology, used routinely at the Functional Imaging Laboratory, which reduces 
image ghosting to negligible levels while maintaining real-time image re­
construction speed. The method is known as Trajectory-Based Reconstruc­
tion (TBR). 

Conventional MR image reconstruction, which uses fast Fourier trans­
forms (FFT), assumes perfect gradient performance, with no eddy currents, 
and a precise temporal relationship between gradient switching and sam­
pling comb. In reality, these assumptions are incorrect, leading to image 
ghosting, as just mentioned. In order to provide a more precise image re­
construction, TBR uses a reference prescan, with a modified EPI sequence 
that allows the sampling trajectory in k-space to be precisely measured. 
The trajectory prescan needs to be performed only once after each scanner 
service, and a phantom may be used. The additional use of navigator echo 
data acquired at each imaging slice, with no added cost in scan time, al­
lows the phase referencing of each scan to the first scan of series, with fur­
ther improvements to image quality and stability. In reconstructing the im­
ages, a generalised reconstruction replaces one of the FFT steps by a 
matrix multiplication. With a standard PC this can be performed offline in 
real time, and allows a continuous monitoring of image quality to take 
place. The result of the TBR method is much reduced image ghosting 
(Figure 3) and greater image stability. 
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Standard Reconstruction 
Assumed trapezoidal trajectory 

TBR Reconstruction 
Actual measured trajectory 

rig.3. Comparison of results of image reconstruction using the same EPI data set 
of a gel-filled phantom, showing the striking improvement of ghost artefact. Left: 
Standard FFT reconstruction. Right: Trajectory-based reconstruction. Lower im­
ages are windowed to show more clearly background noise and ghosting levels. 

3.5 Field inhomogeneity effects: distortion and dropout 

The use of gradient echo techniques to detect changes in deoxyhaemoglo-
bin concentration means that the MR image is also sensitive to bulk varia­
tions in static magnetic field. In practice, at the field strengths of 1.5 T and 
above that are useful for BOLD fMRI, the major source of field inho­
mogeneity is the endogenous variations in magnetic susceptibility of the 
head itself. Simple MRI techniques can map these field variations very ac­
curately [18]. Because they typically have rapid spatial variation, they can 
be impossible to correct by means of shim coils mounted in the magnet's 
bore tube. 

The effects of susceptibility-induced field variations are more com­
plex than might first appear, and can be classified into the foUov îng types: 
a) image distortion, b) slice refocusing dropout, c) transverse dropout. 
These will be discussed in turn. 
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a) Image distortion 

MRI works by mapping frequency offsets caused by known applied linear 
gradients onto spatial co-ordinates. Fast imaging sequences such as EPI 
produce pixels with a small frequency range per pixel in the phase-
encoding direction, say 25 Hz. Thus the effect of field inhomogeneities be­
comes important, and distortions of 3 pixels or more in the phase-encoding 
direction are quite typical in ventral brain regions. It is simple and quick to 
create magnetic field maps of the entire volume of tissue in the head. Such 
maps can be easily transformed into tables of displacements in the phase-
encode direction required to eliminate the distortion [19], which can be 
applied at the same post-processing stage as the removal of head motion 
effects. As with motion correction, care must be taken with the resampling 
of the image data to ensure that interpolation is done correctly [20]. 

A significant improvement in dealing with distortion, in the context of 
a time series of EPI brain volumes as used for fMRI, arises from consider­
ing the effects of head motion on distortion. Because the distortion-
producing magnetic fields do not move with the head for rotations about 
the two transverse co-ordinate axes, such motions, even of very small am­
plitude, provide an additional source of variance in image intensity that is 
not corrected by simple rigid-body realignment algorithms. Andersson et 
al [21] discovered a method for removing this interaction between head 
movement and distortion, which is compatible with the image analysis 
package SPM. 

b) Slice refocusing dropout 

To achieve the desired T2* weighting for BOLD contrast to be observed, a 
relatively long echo time is required, giving through-slice dephasing more 
time to evolve and hence to reduce the net signal. The effect is that regions 
of the head with strong through-slice inhomogeneity gradients disappear, 
or drop out, from the image. 

c) Transverse dropout 

If strong endogenous field gradients exist in some part of the object, the 
trajectory applying to that part of the object is distorted. The trajectory 
may not cross the k-space axis, and the large-amplitude data at this loca­
tion will then not be sampled. Furthermore, for a finite echo time, the ac-
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quisition period may not even begin at the correct location in k-space, and 
the effective trajectory may not cross either axis. Thus spatial frequency 
content of the signal from such regions will be poorly sampled, and image 
drop-out will be observed. This effect may be caused by transverse gradi­
ents in the phase-encode direction, moving the k-space coverage sideways 
in the phase-encode direction, or in the read direction, imparting a shear to 
the k-space coverage. If the ensuing k-space coverage fails to include the 
centre of k-space, there will be drop-out in the final image. 

To date, the most comprehensive and practical solution to this problem 
has been developed recently by Deichmann [22], who proposed obtaining 
just three images per time point, each with different optimized compensa­
tion gradient pulses applied before data acquisition. These pulses compen­
sate for the effect of endogenous gradients in slice, phase-encode, or read 
directions, each of which can cause dropout, and also impaired BOLD con­
trast, which arises when an endogenous gradient in the phase-encode direc­
tion changes the effective echo-time. The three images are combined using 
a weighted sum-of-squares method. A further method, which involves tilt­
ing the slice direction out of the axial plane by an angle of 30 degrees, al­
lows good images of ventral frontal regions to be obtained using only one 
set of images, with a single compensation pulse in the through-slice direc­
tion [23]. 

One final effective stratagem to reduce dropout is to reduce the echo 
time. This has the inevitable effect of reducing the magnitude of BOLD 
contrast changes [24], but with scanners of sufficient sensitivity and stabil­
ity, and with sufficiently long data acquisition runs, it is still possible to 
obtain useful results with echo times as short as 25 ms at 2 T. 

3.6 High field fiVIRI 

The most radically effective means of improving BOLD contrast is to use 
higher magnetic field strength [25, 26]. The sensitivity is improved in two 
ways. Firstly, the increased magnetic field gives higher image SNR, espe­
cially if fast imaging sequences are used. Secondly, the effects of a given 
susceptibility difference between oxygenated and deoxygenated blood also 
increase with field strength. Furthermore, the BOLD signal is more focal, 
because proportionately more of the signal derives from the capillary bed 
local to the neuronal activity, as compared with pial venules [27]. 

As previously mentioned, one major drawback of high field fMRI is the 
increased artefact caused by bulk susceptibility differences between brain 
and re-entrant air-filled regions near the brain, such as the frontal and eth-
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moid sinuses, and the ear canal, Most parts of the brain are unaffected by 
this problem, however, and many important results have come from scan­
ners working at field strengths of 3 T and higher [28, 29]. 

While there have been a number of studies comparing BOLD fMRI at 
different field strengths, few have made a comparison using appropriate 
statistical methods, with an adequate number of human subjects. Krasnow 
et al [30] have made such a study, showing that for a task giving highly 
consistent activation across a group of subjects, 3 T field strength gives 
clearly better results than L5 T. On the other hand. Turner et al [31] with a 
different paradigm, show that intra-subject differences can easily outweigh 
the increased sensitivity found at higher field. The question arises, what 
are the most reliable benefits of using higher field strength magnets? 

An interesting debate has arisen recently in this regard. There are two 
main sources of noise affecting the MRI signal: thermal noise, mostly aris­
ing from the tissue itself, and physiological noise, caused by processes as­
sociated with live tissue homeostasis, such as slow fluctuations of blood 
oxygenation [32], and from cardiac and respiratory pulsa pulsations. 
Thermal SNR increases linearly with field strength, given comparable re­
ceiver performance. Krueger [33] showed that if optimal TE is used, the 
size of the BOLD response MRI signal increases with field strength, but 
the physiological noise associated with the BOLD signal also increases 
with field strength. 

When physiological noise dominates thermal noise, BOLD contrast-
to-noise ratio related to functional activation does not increase very 
strongly with field strength. Such conditions prevail when the voxel size is 
above 7 mm^ at 1.5 T. At progressively higher field strengths, as shown by 
Triantafyllou et al [34] (Figure 4), smaller voxels can be used before these 
diminishing returns are encountered. It is likely that an optimum is ob­
tained for any given field strength when the physiological noise for a typi­
cal grey matter voxel is equal to the thermal noise. 
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Fig.4. Variations of image SNR modulated by altering the image resolution, plot­
ted against thermal image SNR, for BOLD EPI images obtained at 1.5 T, 3 T and 
7 T. Voxel volume is given in mm3, where 3, 6.75 and 14.44 mm3 equate to voxel 
dimensions of 1x1x3, 1.5x1.5x3 and 1.9x1.9x4 mm3 respectively. (Adapted from 
TriantafyUou et al, ISMRM 2004) 

3.7 Speed and brain coverage 

The use of several rf receiver coils surrounding the head, each connected 
to an independent receiver, with its own preamplifier and digitizer, allows 
so-called 'parallel imaging' techniques to be employed, the best known 
named SENSE [35] and SMASH [36]. These allow images to be acquired 
still faster, with speed-up factors equal to the number of coils used in par­
allel. There is a consequent drop of SNR in such images, which can be 
compensated to some extent by acquiring more images in the same scan­
ning time. Shortening the acquisition time means a reduction in image dis­
tortion and the possibility of event-related fMRI with volume acquisition 
more closely resembling a simultaneous whole-head data capture. 

4. Applications of FiVIRJ 

The field of Imaging Neuroscience is already wide and is rapidly expand­
ing. A comprehensive review of fMRI applications is already impossible. 
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In general terms, the following areas are being explored: a) Elucidation of 
the functional organization of the human brain down to submillimetre dis­
tance scales, b) Exploration of changes in cortical organization during de­
velopment and learning, c) Localization of eloquent cortical areas in plan­
ning for neurosurgery, d) Detection of functional abnormalities in 
developmental disorders, e) Monitoring of recovery after brain damage 
caused by trauma or stroke, allowing management optimization, f) Investi­
gation of the cerebral correlates of mental illness such as schizophrenia, 
mood disorders, eating disorders, and addiction. 

5. Conclusions 

The technique of BOLD contrast fMRI has now developed to the point at 
which it is in routine use as an important tool in imaging neuroscience. 
The improvements to image quality developed in the FIL have been out­
lined in this summary. 
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What can be Observed from Functional 
Neuroimaging? 
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Chapter Overview. In this paper, I will discuss some of the physics and 
physiological principles underlying the current development of 
neuroimaging based on EEG/MEG and fMRI techniques. I will highlight 
the non-uniqueness of the respective inverse problems to determine the 
implicit neuronal activity. The advantages of introducing compartmental 
models of the V-layer pyramidal cells and the balloon model for post­
capillary venous compartments to constrain the temporal dynamics of 
particular physiological variables will also be evaluated. 

Key Words. BEG and MEG Inverse Problems, Nonlinear Dynamic 
Systems, Electro-Vascular Coupling 

1. Introduction 

The use of several types of neuroimaging modalities (i.e. EEG/MEG and 
fMRI) to study the human brain is standard today in the neuroscience 
community. A buzz of excitement and fashionable interest has typically 
followed the introduction of each of these techniques, and after a massive 
volume of papers has been published, once their limitations have been 
revealed the excitement gives way to something more akin to a 
motivational crisis. Berger [1] is considered the pioneer, introducing the 
EEG (Electro-EncephaloGram) technique to study alpha rhythms in 
humans. The EEG data represents voltage differences at a number of sites 
on the scalp recorded with the temporal resolution of just milliseconds. 
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After producing a profiision of fruitful results over a long period, the EEG 
was strongly criticized for its susceptibility to the conductive profile of the 
head tissues. To overcome such limitations, a more expensive technique, 
the MEG (Magneto-EncephaloGram), came to light in the second half of 
the last century as a new prospect with huge potential. Cohen [2] was the 
first to measure using external coils the weak magnetic field produced by 
the brain activity. At that time, based on the apparent transparence of head 
tissues to the quasi-static magnetic field, the MEG was proclaimed as the 
ultimate technique for determining the "brain current sources'' J^ with an 

acceptable spatial resolution and a similar temporal resolution as the EEG. 
From the time it was possible to record local field potentials in animals 

using linear arrays of microelectrodes implanted perpendicular to the 
cortex, it has been recognized that brain current sources may result from 
unbalanced extra-cellular ionic gradients found between superficial and 
deep layers of the neocortex. These gradients originate mostly from the 
differentiated synaptic activity at diverse locations of the V-layer 
pyramidal cells (i.e. the apical and basal dendrites, the soma, etc). The V-
layer pyramidal cells are symmetrically organized along the whole cortical 
surface. This fact, in addition to the special geometrical form of this type 
of neuron, makes them the best candidate for the electromotive force, of 
extra-cellular character, that appears perpendicular to the cortical surface 
when neuronal activity increases. The intensity of this force is a sign of the 
level of synchronization in the post-synaptic potentials of the V-layer 
pyramidal cells within an adjacent cortical area. That is why the EEG and 
MEG signals are thought to correlate well to the synaptic activation of this 
type of cortical neuron, although the possible contributions of others brain 
structures (i.e. brainstem, thalamus, cerebellum, etc) have not been 
disregarded. 

Efforts to reconstruct Jp in the whole brain volume from EEG and 

MEG data gave birth to a new modality of functional neuroimaging. This 
3D-reconstruction, which requires that the respective forward and inverse 
problems be solved, still constitutes a mammoth theoretical subject. 
Innumerable reports appeared after the MEG started to be used, and its 
popularity increased considerably when simultaneous EEG and MEG 
recordings using a huge number of sensors became realizable. In that 
golden era, neuroscientists indiscriminately reported to have found not 
only the regions where a lot of brain functions were carried out but also 
how these regions interacted. Even so, researchers have always been 
familiar with the ill-posed nature of the EEG and MEG inverse problems; 
the brain current sources cannot be determined uniquely. Hence, any 
inverse solution would depend on the particularities of the a priori 
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information utilized to constrain Jp (e.g. dynamics [3], anatomy [4], 

biophysics [5], etc). 
In the last years of the twenty-century, feelings of disheartenment in the 

neuroscience community due to the real limits of EEG and MEG 
techniques gave way to a new burst of excitement with the introduction of 
a new and promising technique, functional Magnetic Resonance Imaging 
(fMRI), thought to have excellent spatial resolution for localizing slow 
temporal fluctuations in the Blood Oxygen Level Dependent (BOLD) 
signals [6]. It was claimed that BOLD signals somehow reflected basic 
neuronal activity. This historical rebound of optimism has remained till the 
present. Thousands of papers have been published since that time, each of 
them reporting to have discovered regions associated with several 
cognitive functions in humans (i.e. language, attention, perception, etc), 
even though the limitations of the BOLD signals in determining the fast 
dynamics of neuronal activity as a consequence of the low-pass filter of 
vascular origin are well recognized. Hence, the main efforts in recent years 
have been on the development of high technology systems for recording 
EEG and fMRI data simultaneously [7]. 

At this point, the most attractive theoretical subject seems to be the 
determination from fused data of the neuronal activity in those brain 
regions where specific functions are executed and, additionally, the 
evaluation of how these regions are effectively connected [8]. However, 
there is no consensus among researchers using different techniques about 
what these fundamental concepts mean and it is not clear thus far how 
researchers should best make use of data to investigate them. In my 
personal opinion, neuroimagers must be more conservative when 
discussing their results and they should limit themselves to clearly state 
what has been observed with the technique utilized. Additionally, I 
strongly believe that the issues of "neuronal activation" or "effective 
connectivity" must be investigated on the basis of a neuronal substrate. 

In this report, I would like to make a revision of the following topics: 
1- What kind of physiological phenomena are observed with 

EEG/MEG and fMRI techniques? 
2- What are the limitations and capabilities of each of these 

neuroimaging modalities? 
In the discussion I have emphasized how the neuronal activation and the 
effective connectivity should be examined. 
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2. Revision of the Physical Problems 

2.1. The maxwell equations 

The existence of ions makes the head a good conductor which remains an 
equilibrium state of null net-charge. The fluctuations of charges that affect 
the EEG and MEG occur mainly in the extra-cellular medium, and they are 
represented by a physical magnitude denominating the brain current 
sources. These fluctuations are associated with a misbalance in the 
concentrations of the ions in the neighborhood of neuronal assemblies 
containing cells of special geometries (i.e. the V-layer pyramidal cells in 
the neocortex) temporally synchronized; hence, they are indisputably local 
in character. This fact ensures that sources and sinks are closed to each 
other; hence, no net charge is created. In the rare case where it happens, 
the ions will move out to the conductor boundary. As a second effect, the 
local brain current sources Jp induce a global movement of ions as a 

consequence the conductor being exposed to an electric field. However, 
both effects are slow enough to warrant a quasi-static approach of the 

Maxwell equations for the electric E and magnetic B fields (Eqs. 1-3) 

V x £ = 0 => E = -V(p (1) 

V . 5 = 0 (2) 

VxB = jUo^ => V-J = 0 (3) 

The scalar field cp represents the electric potential. The non-divergent total 
current has two additive terms, one caused by the ohmic effect and the 
other due to the brain current source: J = dE + Jp, vv̂ ith a representing the 

tensor of conductivity. 
The head is surrounded by a non-conductive medium (air); hence, the 

normal component of the total current at any position on the scalp will be 
always zero. In order to solve the partial differential equations (l)-(3), 
finite element methods must be used. However, a very well established 
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volume conductor model is to assume the head is both isotropic and 
piecewise homogeneous (Fig. 1). In this model, the head is constituted by a 
set of enclosed and non-intersected compartments i?^, which are assumed 

to have scalar and constant conductivity value cr^. It is assumed that the 

surface 5^ separates compartments i?̂  and /?̂ ĵ . It is frequently 

hypothesized that J^ is different from zero only in an inner region R 

enclosing the brain tissues. The brain current sources, as a vector field, 

must be as general as possible; therefore, its normal Jp • n and tangential 

Jpxn components on the surface S of region R may take any value (i.e. 

free boundary conditions). 

Fig.l. The isotropic and piecewise homogeneous volume conductor model of the 
head 

The electric potential must satisfy additional linking conditions in the 
surfaces 5^: 

^L-^* .̂U=o (4) 
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a, dq>, ldn\^^ - G,^, dcp,^, /5«|^^ = 0 (5) 

In this case, the electric potential cp and magnetic field B at any place are 
represented by scalar (6) and vector (7) inhomogeneous Fredholm integral 
equations of the second kind respectively, with the secondary ohmic 
currents Jk{jp) = {a^^^-(j^)(Pf^{jp)njAl being defined for each elemental 

volume Q^ (i.e. the surface 5^ of thickness A/). 

4^cr<p = l/.-Vgdv + Y, I J, (j.yVgdv (6) 

4;rB/^, = lj,,xVgdv + Y.l/d^r)x^g^ ^^^ 

The scalar field g is the Green function for the infinite space. 

The EEG of = ^ ( ^ ) - ^ ( A ; ) and the MEG o^ =5(^) -5 / at the /-th 

sensor (i.e. located at ^ ) can then be obtained fi*om equations (6) and (7), 

respectively. The unitary vector Oj is directed perpendicular to the MEG 

coil. 
The use of the Lead Field (LF) formalism permits us to reformulate both 
EEG and MEG inverse problems by using vector Fredholm integral 
equations of the first kind. 

oJ = lKj-J,dv (8) 

The kernels KJ^ , representing the LFs of type T (i.e. electric "E" and 

magnetic "M"), have general properties in terms of their flux and vortex 
sources, as well as the specific boundary conditions (see Table I). A 
relevant issue is that both LFs have zero laplacian inside the brain; hence, 
they are harmonic vector functions. 
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LF 

Electric 
Magnetic 

Table 1. Properties of the LFs 

V 
Zero 
Zero 

V. 
Zero 
Zero 

V,x 
Zero 
Not zero 

k,{r).n\ 

Not zero 
Zero 

The LFs are proportional to the induced ohmic current J inside the conductor 
after energizing a particular sensor (i.e. the reciprocity theorem is illustrated in Fie 
2). 

Fig.2. The reciprocity theorem 

K' = ~ J / 4 c 7 ^ ^ = -j/icoASJ^a 

2.2. The vector field characterizing the brain current sources 

The use of Hilbert spaces H , with convenient scalar product (x, x) 

permits the reduction of the ambiguity of Jp by considering only those 

belonging to H. A general class of H is formed by Jp having absolutely 
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continuous derivatives and satisfying the condition V ^ J ^ ( F ) € L 2 ( / ? ) . 

Within this general class of Hilbert spaces, a frequently used H (i.e. very 
convenient in Physics) is one endowed w îth a unique positive-definite 
second order tensor function, R:/?x7?->^^^^ , called the reproducing 
kernel. If R is continuous and also satisfies a bound condition 
fJ ( R (r, r')\ dvdv' < oo, then there is an orthogonal basis F of continuous 

eigenfunctions ^1,^2'" ' ^̂  '-2(^) ^^^^ eigenvalues >^>>^>--->0 (i.e. 

satisfying (^,<^y}^ = f^Sj?.^ and £<^ -^^dv = f^d^j) such that: 

£ R ( ? , r > ^ ( F V v ' = A,j^:(r) (9) 

The reproducing kernels can be evaluated by using the expression: 

R(r ,r ' ) = 2 ] ,v lM(^)°^ (^ ' ) / / ' ' / = 1,2,-.-. The symbol " o " represents 

the dyadic product of vectors. Furthermore, for any function J^ 7|\ H , a 
Fourier series (or spectral decomposition) can be defined as 

JP —2ij ^i^i -> holding the following relationships 

(^,=^{jp^^)Jf^ and | p / . f ^ = X ; / V A • However, the most 

significant property of reproducing kernels is that for each r e R, the 

evaluation functional L- is linear and bounded. The Riesz representation 

theorem guarantees that any function J^ belonging to H can be 

represented by: 

J,\r) = L,J,=Y.,{RUJp)j, l = {x,y,z} (10) 

Note that ^^ (r') = R {f,r')ei \ hence, the reproducing kernel is 

In this context, it is very convenient to characterize any linear functional 
(i.e. the integral operator in Eq. 8) defined into H by the use of its 

representer o]=i(j/J^Jp) . The representers y/J is a well-defined 

element of H if, and only if, the linear functional is bounded. Therefore, 

from a physical point of view, the representers ip] of the LPs establish 

particular directions in H onto which Jp will be projected during 
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observation. The representer for the linear functional in Eq. (8) can be 
obtained from the reproducing kernel by the relationship: 

^!{r)=lR{f,r').K!{f')dv' (12) 

The first term in (6) and (7) implicitly summarize both the volumetric and 
the surface contributions of Jp to the observations. In terms of the flux and 

vortex sources in the volume R, the Jp can be separated in longitudinal 

j ^ and transversal J^ parts. The EEG is produced by J^ w^hile MEG 

contains only contributions from J^. The longitudinal part has an arbitrary 

direction and satisfies V x J ^ = o ; therefore, it can be expressed as the 

gradient of a scalar potential J^ =V^. The transversal part normally has 

two components and satisfies v • J^ = 0; hence, it can be expressed as a 

rotational of a vector potential Jl=S/xA (with the additional gauge 

S/'A = 0). In six of the eleven separable coordinates systems, it is possible 

to set up, by using an additional potential z -> ^ transversal component 

Jj;^ =Vx(a^co(<^^)z) tangentially to one of the coordinate surfaces [9]. The 

other transversal component J,/" is defined such as (v x J,/" )|| a^. 

In terms of the value of Jp on the surface S , it can be split into harmonic 

and non-harmonic components. For example, the physical implication of 

imposing Jp zero on S will be the exclusion of the harmonic components 

of Jp in R . Therefore, it is convenient to decompose the Hilbert space H 

in the sum of two orthogonal sub-spaces H= H^^H^ (i.e. H^^lH^- The 

sub-space //̂  represents the null space of the Laplace operator. The 

harmonic vector fields, with a scalar product//,g\ = cf/ • gds, 

constitute H^^. Those Jp satisfying the homogeneous boundary condition 

J I ^Q constitute the sub-space H^ (i.e. non-harmonic vector fields). The 

use of a scalar product (f,g) - f V^/'V^gJv involving derivatives 

will permit us to construct a reproducing kernel for this sub-space from the 
knowledge of its Green function: 

AnR,{rJ'YlQ^{r,ryG^{r\r)dv" (13) 
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By definition, the dyadic Green function relates to the reproducing kernel 
as G=-V' /? , . 

Hence, the reproducing kernel of H is defined by the sum of the 

reproducing kernels of both harmonic H^ and non-harmonic H^ sub-

spaces: R=RQ+RJ . A superscript in the eigenfunctions ^̂  will be used 

henceforth to specify the projection of a vector-valued field in both sub-
spaces (i.e. harmonic "0 " and non-harmonic "I")-

2.3 An example: the spherical model for both the head volume 
conductor and the brain region 

The Hilbert space H will be specified for the particular case of spherical 
symmetry (i.e. /? is a sphere of radius a ) of the brain region. In this case, 
the basis F can be clearly identified for both harmonic and non-harmonic 
sub-spaces. The set of orthogonal eigenfunctions ^°(r) = A'"P„̂ (̂Q) 
constitutes a basis for the harmonic sub-space, with: 

/; ' '=74;ra^-V(2« + l)(2« + 3)r„„ A° = a/2« + 3 (14) 

The subscript i = ik,n,m,s] symbolizes, in the vector spherical harmonic 

(i.e. P„ti,(Q/))5 the kind, degree, order and parity, respectively. The 

Neumann factors s^ are used to define quantities 

The dyadic Green function for H^ has been presented in a previous paper 

[10] as an expansion in terms of a dyadic product of the orthogonal basis: 

/>=V2;raV(2«^l)r..|y;_,(<)| /̂ - ( V < ) ' d^) 
The vector laplacian eigenfunctions inside the sphere constitute this basis, 
which is formed by the tensor product of Bessel spherical functions of the 

first kind j ^ {Kyja\ and ^ J ^ ^ ( Q ) . These two sub-spaces are orthogonal. 

The eigenvalues ;i^^^ are decreasing functions of the spherical harmonic 

degree, which correspond to reproducing kernels with the property of 
being low-pass band spatial filters. In this case, the subscript 
i = [k,p,n,m,s] is extended with a new index "/?" to symbolize the p-th 

zero K^'p of the spherical Bessel functions of the first kind. 
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By using properties of the LFs for volume conductors w îth spherical 
symmetry, the magnitudes of (for EEG average referenced and for MEG 
obtained using radial coils) can be represented by expansions in terms of 
current multipoles (i.e. multipole moments ql^J at angular sensor position 

o!= Z9LC("/)^with: 
n=\,ms 

^nms 
O-A/^A '(2A7 + 1) 

2(/»+l) 

2(̂ 7 + 1) 

.0 
Xnms 

,0 
Inms. 

-Ze; a, 

al 

Xpnms 
1 
Ipnms j y 

Q%-\jlKzy'dr 

al..+Y.Q^„a} 3pnms 
(16) 

a 
r-W'^'dr 

The coefficients A^ were explicitly reported in Rush and Driscoll [11]. 

The magnitudes r^, and r^ represent the radius of the surface containing 

the sensors. 
1- It should be noted that the coefficients a^ and a\ with w>0 do 

inms ipnms 

not contribute to of . Hence, there is a sub-space of H that does not 

produce EEG, spanned by the following subset of orthogonal 
eigenfunctions: 

H^' ={r"PL{^);j„[K;rla)P:^{a)] 

(w = l,---,oo;w = 0,---,«;/? = l,---,oo;5 = e,<9) (17) 

An additional sub-space H^ does not produce EEG, and is constituted by 

J J, with spectral coefficients related by the equations q^^^ = O . Let the 

whole-extended sub-space H^ be defined as H^^ = H/® H/^ . The 

symbol © denotes the direct sum due to the fact that these sub-spaces are 

orthogonal. 
2- The coefficients ai and al with A: = 1,2 and « > 0 do not contribute 

^knms ^kpnms ' 

to o^ . Hence, there is a sub-space of H which does not produce MEG. 
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This sub-space is spanned by the following subset of orthogonal 
eigenfunctions: 

^r = {r"PL (");y„ {< ̂ /«)^1 (")} 

(« = l,-",oo;Aw = 0,---,«;/7 = l,---,oo;5 = e,o;^ = l ,2) ( 1 8 ) 

Similar to the electric case, there is an additional sub-space / /^ that does 

not produce MEG, and is constituted by those J^ whose spectral 

coefficients are related to each other by the equations ^^ = o. Let the 

whole-extended sub-space //^ be defined by H^ = H^ ® H^ . 

Furthermore, there are no monopolar contributions to either of or o^ , i.e. 

the spectral coefficients a^^^ and a\ ^^^ do not contribute to the 

observations. Therefore, there is a common null sub-space 

M = |0;e^;7o(/7;rr/a)e 1, with p = i,...,- , for both LFs. Here, we write 

ôoe (w) = 0. It can be easily verified that all J^, with the exception of a 

central force field, belong to the sub-space Hp = H\M = H /® HI^ . The 

Ĵ , in the central field force sub-space satisfy 

^/>(^) = ( « L + Z , < O O J O ( P ^ ^ M ) 4 • The null spaces of the electric 

//^ 0A/ and magnetic //^ eA/ LFs are illustrated in Fig. 3. The null space 
of the combined electric and magnetic LFs will therefore be represented by 
the following sub-space [HI®H^^®M . 
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Fig.3. The representation of the null spaces of the LFs 

2.4. The temporal dynamics of the brain current sources 

The soma and the dendrite trees take part in the spatio-temporal integration 
of post-synaptic potentials in the V-layer pyramidal cells (see Fig. 4, left). 
According to where the main stems of these trees connect to the soma, the 
dendrite can be decomposed into basal and apical paths. The basal path is 
interpreted as a virtual compartment that summarizes a huge number of 
synapses arriving at multiple-bifurcated branches of the basal dendrite tree, 
and it is connected with an equivalent electric compartment of the soma by 
a small stem. It is assumed that the basal stem originates at the site where 
the basal dendrite tree reaches the maximal number of intersections. On 
the basis of morphological and electrotonic properties, the apical path is 
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classified into three compartments: oblique, tuft and trunk. However, in 
this dynamic model, contributions of synaptic activity in the oblique and 
trunk compartments have been neglected (or they have been merged, in the 
equivalent electrical sense, with the synaptic activity flowing into the basal 
and apical tuft compartments, respectively). Therefore, I assumed that the 
apical tuft compartment is connected to the soma by a long isolated stem. 
The final configuration of two electric compartments with differentiated 
input effective resistances R^ and capacitances C^ (^ = 1 basal and k = 2 

apical tuft) can be interpreted as a parallel circuit (Fig. 4, right). These 
compartments are connected to the soma by two stems of different lengths; 
hence, they have distinct effective longitudinal resistance. The somatic 
compartment has a comparable but different effective resistance R^^ and 

capacitance c^. 

PCs oriented in Parailei 

Fig.4. The electric circuit for the V-layer pyramidal cell 



What can be Observed from Functional Neuroimaging? 327 

The dynamics equations for the membrane potentials at each compartment 
in this model are: 

T„V + 

k 

KVk V. 

(R' + Rt) A 

(19a) 

(19b) 

T^Jk + ^k = RJt A: = {1,2} (19c) 

TV +V m — — Kr (19d) 

The coefficients /?̂  =(/?^*+/?*)//?* play the role of equivalent voltage 

divisors in the circuit of each path. The coefficient ^^ =^ + R„y](R,^ + /?M * 
k 

mixes the contributions coming from both basal and apical paths. The 
magnitude r^ is the membrane time constant. There is a sole output / for 

the V-layer pyramidal cells while three inputs I^, /^ and /~ reaching 

these neurons at dissimilar layers are introduced. 
Therefore, the brain current sources on the cortical surface will have fixed 
orientation ju, but its amplitude will vary with time proportional to the 

extra-cellular current / ( / ) . 

J,{t) = i{t)/i (20) 

The normalized orientations ju are defined by the curvature of the cortex, 
ensuring that they are always perpendicular to its surface. The dynamics of 
the extra-cellular currents / = O/R^ is represented by the equations: 
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= f V O ^ 0 «' /n ,- „.,.\ [^l(''-+''2)+«.(v.-v.)]«/ (21a) 

r 0 + 0 = (21b) 

2.5. The mechanical deformations of post-capillary venous 

The BOLD signal reflects changes in the effective content of de-oxy 
hemoglobin within a small brain region originated due to two facts: i) 
neurons consume oxygen during activation and ii) post-capillary venules 
stretch out when the Cerebral Blood Flow (CBF) increases considerably. 
The BOLD effect has been accurately replicated using the balloon model, 
which has its foundation in the mechanically compelling representation of 
an expandable venule [12], and the standard Windkessel theory [13]. The 
balloon model, as originally proposed, includes a passive oxygen 
extraction effect occurring at the level of capillaries, although Zheng et al. 
[14] have generalized it to account for a vascular-metabolic crosstalk by 
introducing a dynamic relationship between neuronal activation and the 
oxygen extraction fraction. Friston et al. [15] put forward a complete 
hemodynamic approach by introducing a blood flow-inducing signal into 
the original balloon model relating the stimulus input u and CBF. The 
hemodynamic approach comprises four nonlinear and non-autonomous 
ordinary differential equations (14) which govern the dynamics of some 
''intrinsic'' vascular variables (Fig. 5): the flow-inducing signal s , the 
CBF / , the blood volume v , and the effective content of de-oxy 
hemoglobin q. The whole dynamic system is, in effect, non-autonomous 
due to the time varying dependence of the stimulus input u . 
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BOLD 

y{') 
de-oxyhemogloblne 

Blood Volume ^ [tj Neurons "̂*-> —"^ V V 

Fig.5. The schematic representation of the hemodynamic approach 

i = w-Vr,-(/-l)A/ (22a) 

f = s (22b) 

(22c) 

r„̂  = f[l-(l-£.f]-,.<-* 
(22d) 

The BOLD effect is finally represented by the evaluation of vascular 
variables v and ^ in a non-linear static function. 

BOLD^V,[k,{\-q) + k,{\-qlv) + k,{\-v)] (23) 

The constants k^, k2 and k^ depend on the MRI scanner. 
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2.6. The electro-vascular coupling 

The physiological mechanisms underlying the relationship between 
neuronal activation and vascular/metabolic controlling systems have been 
widely reported in the literature. In this work, it is hypothesized that 
instantaneously the stimulus input u to the hemodynamic approach is 
proportional to a low-pass filtered version of the total concentration of 
Nitric Oxide (NO) C^^ in a brain area containing a large number of post­
capillary venules (16). Mechanisms associated with NO synthetase are in 
the neurons (i.e. dendrite and soma) and also in the glia cells. After 
transient stimulation, the energy required to reestablish the transmembrane 
ionic gradients in the neurons and also that used to reuptake 
neurotransmitters from the synaptic cleft could trigger the synthesis of NO. 
The transmembrane capacitive current summarized three different ionic 
flows that change these gradients: the purely postsynaptic currents 
(neurotransmitter-receptor gated ionic channels), the intrinsic 
electrophysiological currents (voltage gated ionic channels, e.g. sodium, 
potassium, calcium, etc) and the flow of ions through the membrane by 
means of passive channels (leakage currents). Hence, transmembrane 
capacitive currents also indirectly contain information about the 
concentration of the released neurotransmitters. We propose that the 
synthesis of NO can be explained by a nonlinear function of the 
transmembrane capacitive currents. This function must be symmetric 
around zero to take account of both inward and outward ionic currents and 
it must also include a saturation effect. 

The nonlinear function g,^(^x) = pJ\-Qxp(-x^/coAj , with positive 

constants p^ and ty^ have the above-referred properties. The subscript 

' T ' is used to represent different type of neurons. 

u{t)=ji^{t-T)C,„{T)dT (24) 

CUt) = Y^zM^c) (25) 

The magnitude /^ =C^A^V^ corresponds to the transmembrane capacitive 

current at the k-th type of neuron. For each type of neuron, the constants 
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C^ and A,^ symbolize its specific membrane capacitance and the surface 
area of its whole cell membrane, respectively. The factors Xk ^^^ 
introduced in order to make a distinction in the relative metabolic demand 
among neurons of different types. The function i// describes a low-pass 
filter originated due to the diffusion phenomenon of NO within a small 
brain region. Also, it imitates a much required down sampling because of 
the slow temporal scale of the BOLD signals. In Riera et al. [16], the 
function i// comprises a Kaiser class filter with windows parameter < 1 

and a boxcar of around 3 5 in length. In this paper, we propose a low-pass 
filter defined by the impulse response function in the Laplace domain 

i//(^s) = ACOQ/(S^+230)^3-^(0^) with gain A , angular high cut 

frequency COQ and damping factor S, Hence, the linear convolution (16) 

is transformed into a system of dynamic equations (18). 

-ISco^r - (o^u + 0)1 AC J,,, (26a) 

u = r (26b) 

3. Discussion 

The post-synaptic potentials could be a sound indicator of the neuronal 
activity in a population of neurons. However, the characteristics of the 
neurons producing these post-synaptic potentials as well as the locations 
where they originate inside each neuron are particulars relevant when 
studying the neuronal activity. Therefore, the estimation of neuronal 
activity from EEG/MEG data is a difficult inverse problem not only 
because of the intrinsic ill-posedness which appears when trying to 
reconstruct brain currents sources solving the Maxwell equations but also 
due to the uncertainty that appear after that in the estimations of the 
dynamics of the post-synaptic potentials. For example, three inputs I^, /^ 

and /" reach the V-layer pyramidal cell at dissimilar levels, giving 
possibility to an electrotonic canceling effect. Depending on the de-
synchronization of the synaptic activity in these three inputs, a resulting 
extra-cellular ionic current will flow along the apical trunks of the V-layer 
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pyramidal cells, i.e., originating a brain current source. Likewise, the brain 
vasculature acts as a low-pass filter of any temporal electrophysiological 
index of the neuronal activity. Hence, in spite of its excellent spatial 
resolution, BOLD signals must be used in combination with theoretical 
forward/generative models (e.g. balloon model) when trying to study the 
dynamics of cortical neural masses. In this sense, the combination of 
electrophysiological (e.g. EEG and MEG) and vascular/metabolic (fMRI) 
measurements will offer promising means to reconstruct the actual brain 
current sources. Finally, the analysis of the effective connectivity among 
neuronal populations must be performed taking into consideration that the 
nature of the connections can be of three types (i.e. excitatory at the 
basal/apical dendrites trees and inhibitory at the soma). 
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Human Brain Atlases in Education, Research and 
Clinical Applications 

Wieslaw L. Nowinski 
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Chapter Overview. This paper overviews human brain atlases and ad­
dresses their use in neuroscience education, research, and clinical applica­
tions. It focuses on the electronic anatomical, functional, and vascular 
brain atlases as well as atlas-assisted applications being developed in our 
Biomedical Imaging Lab for over more than one decade. 

Key Words. Brain atlas, functional neurosurgery, human brain mapping, 
stroke, neuroradiology, neuroscience education. 

1. Introduction 

For millennia people have been using atlases to navigate the globe. Navi­
gating the human brain, the most complex living organ containing more 
than 100 billion neurons with one million billion interconnections between 
them, can also be facilitated by means of the atlas. Then, the atlas must 
capture not only the complexity of the brain but also its variability. 
Drawings of the human brain have been in use for half a millennium to 
capture and communicate anatomical knowledge. The life span of ana­
tomical print brain atlases is of an order shorter. Introduced in the 1950s 
they have found applications in stereotactic and functional neurosurgery as 
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well as neuroscience education. With time, they also are being employed 
in human brain mapping and the interest in them is growing in the neuro-
radiological community. 
Modern diagnostic imaging offers unprecedented views into human body's 
structure, function, metabolism, hemodynamics, and pathology. Our ability 
to generate images is much greater than that of understanding and inter­
preting them. Deformable body models with warping techniques facilitate 
analysis of medical images. Deformable brain atlases, particularly, are use­
ful for analysis and interpretation of brain scans. 
This work provides an overview of brain atlases in education, research and 
clinics, with the emphasis on the anatomical, functional, and vascular at­
lases and atlas-assisted applications developed in our lab. 

2. Human Brain Atlases 

Human brain atlases can be classified from various view points including: 
medium (print, electronic), type of source material (e.g., cryosections, ra­
diologic images. Visible Human Data), population of source material (low 
(deterministic atlas), high (probabilistic atlas)), and content (anatomy, 
function, vasculature). Similarly, an atlas-based application can be consid­
ered in terms of: field (education, research, clinical), functionality (atlas-
specific, problem specific), cost (e.g., a low cost CD versus a high end vir­
tual reality solution), accessibility (web-based, stand-alone, plug-in li­
brary). 

2.1 Print atlases 

Numerous print brain atlases are published including [7,9,11,24,30,31,34]. 
In addition, many stereotactic brain atlases have been constructed since the 
1950s, such as [2,3,63,65,66,72,73,74,75,80]. 

2.2 Electronic stereotactic atlases 

Deformable electronic adases overcome some shortcomings of the print at­
lases and open new avenues. In addition to atlas warping, they offer new 
features not available in print atlases, such as interactive labeling of scans, 
flexible ways of presentation in 2D and 3D (and generally in nD space), 
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mensuration, searching, integration of knowledge from multiple sources, 
and aggregation of information from numerous cases. 
To combine the widely accepted stereotactic print atlases with the capabili­
ties offered by electronic atlases, several print atlases have been converted 
into electronic form, including: Schaltenbrand-Bailey [16,22,84]; Schal-
tenbrand-Wahren [21,33,47,70]; Talairach-Tournoux [16,47]; Referen-
tially Oriented Talairach-Tournoux [47]; Ono et al [48]; Afshar et al [32]; 
and Van Buren-Borke [16]. Computerized versions of print atlases may 
vary substantially from a simple, direct digitization of the original material 
to a sophisticated, fully segmented, labeled, enhanced, and 3D extended 
deformable atlas. 

2.3 Other electronic brain atlases 

Many other types of brain atlases have been developed. They include 
MRI-based atlases [23,26,68]; cryosection-based atlases [6,8,15,78]; multi­
modal Visible Human-derived atlases [18,67]; brain animations [71]; 
probabilistic anatomical atlases [10,29,77,79]; surface-based atlases [81]; 
surface-based probabilistic atlases [82]; and probabilistic functional atlases 
constructed from neuroimaging and electrophysiological data [46]. A sub­
stantial effort in building digital brain atlases has been made by the Inter­
national Consortium for Brain Mapping [28]. 

2.4 Cerefy electronic brain atlas database 

The Cerefy electronic brain atlas database [38, 48, 59] contains comple­
mentary atlases with gross anatomy, subcortical structures, brain connec­
tions, and sulcal patterns. It was derived from the classic print brain atlases 
edited by Thieme: 

1) Atlas for Stereotaxy of the Human Brain by Schaltenbrand and 
Wahren [66]; 

2) Co-Planar Stereotactic Atlas of the Human Brain by Talairach and 
Tournoux [74]; 

3) Atlas of the Cerebral Sulci by Ono, Kubik, and Abernathey [63]; 
4) Referentially Oriented Cerebral MRI Anatomy: Atlas of Stereotaxic 

Anatomical Correlations for Gray and White Matter by Talairach and 
Tournoux [75]. 

These atlases, spatially co-registered, and available in 2D and 3D. The 
anatomical index has about 1000 structures per hemisphere and more than 
400 sulcal patterns. The Cerefy brain atlas database is suitable for neuro-
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surgery [37,46,57,58]; neuroradiology [36,59]; human brain mapping 
[35,55]; and neuroscience education [53]. Figure 1 shows some of the 
Cerefy brain atlases on CD-ROMs. 

§Th(cn»c 

Fig.l. Cerefy brain atlases on CD-ROMs. 

3. Brain Atlases in Neuroscience Education 

Electronic human brain atlases are widely accepted in neuroscience educa­
tion because of their high interactivity, visualization and manipulation of 
3D models, multi-media nature, and friendly user interfaces. Pioneering 
applications include ADAM [1], BrainStorm [8], The Digital Anatomist 
[71], Voxel-Man [17]; several others are reviewed in [48]. Most of the ex­
isting atlases are teaching programs. They are typically HyperCard type 
systems with planar images. The Digital Anatomist, as opposed to the 2D 
systems, contains 3D brain animations. Most of atlases use predefined im-
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ages and animations, and offer limited visualization capabilities. Those 
limitations are overcome by constructing 3D brain atlases based on radio­
logical images or Visible Human Data, such as VOXEL-MAN, Anatomy 
Browser [14], and others listed above. The limitations of these 3D atlases 
include lack of registration capabilities and a coarse anatomical parcella-
tion of cerebral structures. 
The Cerefy Atlas of Brain Anatomy (CABA) [53] is a user-friendly appli­
cation for medical students, residents, and teachers. It contains MRI and 
atlas images of gross anatomy as well as related textual materials. It also 
provides testing and scoring capabilities for exam preparation. Its novelty 
includes: 

atlas-assisted localization of cerebral structures on radiological images; 
atlas-assisted interactive labeling simultaneously on axial, coronal, and 
sagittal planes; 
automatic atlas-assisted testing against location and name of cerebral 
structures along with scoring; 
saving of the labeled images suitable for preparing teaching materials. 

Our recent development is a cerebrovascular atlas combined with a 3D 
anatomical atlas [39] as well as a Chinese version of the CABA [53]. 

4. Brain Atlases in Research 

The usefulness of electronic brain atlases in medical research is growing, 
particularly in medical image analysis, human brain mapping, and disease 
study. 

4.1 Medical image analysis 

The gold standard software package in medical image analysis is 
ANALYZE from Mayo [64]: a powerful, comprehensive visualization tool 
for multi-dimensional display, processing, and analysis of biomedical im­
ages from multiple imaging modalities. To facilitate analysis of brain im­
ages, the Cerefy brain atlas has been integrated with ANALYZE. 
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4.2 Human brain mapping 

Functional neuroimaging (fMRI, PET, MEG) is used extensively to iden­
tify brain regions associated with motor, sensory, visual, auditory, and 
cognitive tasks. Functional brain mapping has tremendous potential as a 
tool for basic neuroscientific investigation (but also for the diagnosis of 
stroke and tumors as well as presurgical planning). 

There are numerous software packages for functional image generation 
[13], [55]. None of them, however, provides atlas-assisted analysis of 
functional images. BrainMap [12] and the Brain Atlas for Functional 
Imaging [55] allow for labeling of functional images by means of the Ta-
lairach-Tournoux brain atlas (of gross anatomy). BrainMap, a web-based 
application, does not provide direct access to the atlas. To label the loci lo­
cated beyond the atlas structures, BrainMap uses the Talairach Daemon 
[25] that looks for the cortical area closest to the activation locus. The 
Brain Atlas for Functional Imaging (BAFI) provides direct access to the at­
las and the user can display the activation regions superimposed on the at­
las, and subsequently place and edit the marks corresponding to the activa­
tion regions. Besides labeling, the BAFI supports localization analysis of 
functional images [35]. To our best knowledge, besides the BAFI, none of 
the existing software packages for functional image generation contains 
the Talairach-Tournoux atlas, which is the gold standard atlas in human 
brain mapping research. The BAFI also provides numerous functions such 
as fast data normalization, readout of Talairach coordinates, and data-atlas 
display. It has also several unique features including interactive warping 
facilitating fine tuning of the data-to-atlas fit, multiple labeling, navigation 
on the triplanar formed by the data and the atlas, multiple-images-in-one 
display with atlas-anatomy-function blending, loci editing, fast locus-
controlled generation of results [62], and reading and saving of the loci list. 

4.3 Disease study 

Probabilistic brain atlases constructed from large populations capture brain 
variability and change over time. Their taxonomy was proposed in [44]. 
These atlases facilitate studying various processes in the healthy brain 
(such as development or aging) as well as in disease, for instance, schizo­
phrenia and Alzheimer's disease [76]. 
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5. Brain Atlases in Clinical Applications 

Brain atlases are prevalent in functional neurosurgery and the interest in 
them is growing in neuroradiology for computer-aided diagnosis. 

5.1 Computer-aided diagnosis 

Two trends are currently observed in radiology: 1) the number of scans to 
be interpreted is growing about three times faster than the number of radi­
ologists, and 2) about 65% of the world is radiologically void while an­
other 30% has only basic technologies. Therefore, new approaches for fa­
cilitating and speeding up interpretation of scans as well as reducing the 
learning curve of radiologists are needed. In our opinion, model-enhanced 
radiology may be one of solutions. The advantages of atlas use in neurora­
diology were addressed in [59]; namely, the atlas can potentially: 

reduce time in image interpretation by providing interactive labeling, 
triplanar display, higher parcellation than the scan itself, multi-modal 
fusion and displaying the underlying anatomy for functional and mo­
lecular images; 

facilitate communication about interpreted scans from the neurora­
diologist to other clinicians, such as neurosurgeon, neurologist, or gen­
eral practitioner, and medical students; 

increase the neuroradiologist's confidence in terms of anatomy and 
spatial relationships by providing interactive labelling of the scan on 
the orthogonal planes and triplanar display; 

reduce the cost by providing some information from mutually co-
registered atlases which otherwise has to be obtained from other mo­
dalities acquired; 

reduce the time in learning neuroanatomy and scan interpretation by 
providing 3D and triplanar displays and labeling of multi-modal scans. 

To our best knowledge the only model-enhanced applications for neurora­
diology is our web-enabled Cerefy Neuroradiology Atlas (CNA) [42] with 
more than 1,100 users registered (available from www.cerefy.comV The 
CNA assists in speeding up scan interpretation by rapid labeling of mor­
phological and/or functional scans, displaying underlying anatomy for 
functional studies, and facilitating multi-modal fusion. The labeled and an­
notated (with text and graphics) scan can be saved in Dicom and/or XML 
formats, giving the neuroradiologist possibility to store the atlas-enhanced 
scan in a PACS and to use it in web-enabled applications. In this way, the 
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scan interpretation done by the neuroradiologist can easily be communi­
cated to other clinicians and medical students. 

While the CNA employs interactive atlas-to-data registration, our re­
cent development [49] provides fully automatic warping of the atlas into 
morphological images in about 5 seconds. For atlas warping, we use the 
Talairach transformation [74] which scales the Cerefy atlas [56] piecewise 
linearly based on point landmarks whose fast, robust and accurate identifi­
cation in the data is the core of our approach. We use the modified Ta­
lairach landmarks [61]: anterior commissure (AC) and posterior commis­
sure (PC) located on the midsagittal plane (MSP), and 6 cortical landmarks 
determining the extent of brain. Three component algorithms calculate 
these landmarks automatically based on anatomy and radiologic properties 
of the scan. The identification of the MSP is detailed in [19], that of AC 
and PC in [5], and calculation of cortical landmarks in [20] . We have ex­
tended this concept for atlas to data warping in the presence of a brain tu­
mor causing a mass effect. An automatic algorithm segments the tumor 
and warps the atlas non-linearly in 10-15 seconds [45]. 

We have also applied the atlas for interpretation of stoke images. Mag­
netic resonance (MR) diffusion and perfusion are key modalities for inter­
pretation of stroke images. They provide information about the infarcted 
region and that at risk with high sensitivity and specificity. Their major 
drawbacks are the lack of underlying anatomy and blood supply territories 
as well as low resolution (for instance, a typical slice thickness of diffusion 
images is 5 mm while that of perfusion is 7.5 mm). We have developed a 
fast algorithm for overlapping the anatomical atlas as well as an atlas of 
blood supply territories on MR perfusion and diffusion images [50]. In ad­
dition, our solution allows for a simultaneous display of the atlas, diffusion 
image and a selected perfusion map (out of CBF, CBV, MTT, PKHT, 
TTP) with the user-controlled levels of transparency. 

The key limitation of PET imaging is the lack of underlying anatomy. 
A combined PET-CT overcomes this shortcoming, making it one of the 
fastest growing modality. However, a PET-CT scanner is expensive. We 
have developed a more affordable solution by getting the underlying anat­
omy from the anatomical atlas warped non-linearly onto a PET scan [50]. 

5.2 Stereotactic and functional neurosurgery 

From the 1950s, it took about two decades to have first brain atlases in 
electronic form available in clinical setting [4]. After another two decades 
the electronic brain atlases have become commonplace in stereotactic and 
functional neurosurgery [16,46,57]. The Cerefy brain atlas database 
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[38,48,59] has become the standard in stereotactic and functional neuro­
surgery. It has already been integrated with major image guided surgery 
systems including the StealthStation (Medtronic/Sofamor-Danek), Target 
(BrainLab), SurgiPlan (Elekta), SNN 3 Image Guided Surgery System 
(Surgical Navigation Network), a neurosurgical robot NeuroMate (Inte­
grated Surgical Systems/IMMI), and Z-kat products. 

One of the simplest atlas-assisted approaches is to use The Electronic 
Clinical Brain Atlas on CD-ROM [47]. It allows an individualized atlas to 
be generated without loading the patient-specific data which ability is use­
ful for anatomical targeting. The planning procedure for stereotactic and 
functional neurosurgery by using this CD-ROM [58] employs a 2D local 
deformation done by matching the atlas rectangular region of interest to 
the corresponding data region of interest. 

The NeuroPlanner is another application developed by us, useful for 
preoperative planning and training, intraoperative procedures, and postop­
erative follow-up [57]. It comprises all, mutually co-registered atlases from 
the Cerefy brain atlas database including their 3D extensions [48]. The 
NeuroPlanner provides four groups of functions: data-related (data interpo­
lation, reformatting, image processing); atlas-related (atlas-to-data interac­
tive 3D warping, 2D and 3D interactive multiple labeling); atlas-data ex­
ploration-related (interaction in three orthogonal and one 3D views, 
continuous data-atlas exploration); and neurosurgery-related (targeting, 
path planning, mensuration, simulating the insertion of a microelectrode, 
simulating therapeutic lesioning). 

The BrainBench [69] is a virtual reality-based surgical planning system 
containing a suite of neurosurgery supporting tools and the Cerefy atlas. It 
facilitates preparing faster plans; have a more accurate anatomical target­
ing; improve the avoidance of critical structures; have fewer sub-optimal 
frame attachments and faster, more effective planning and training. 

The advantages of using the Cerefy brain atlases for stereotactic and 
functional neurosurgery are summarized in [38]. 

The limitations of the Cerefy anatomical atlases include sparse data de­
rived from a few specimens only and inconsistency in three dimensions. 
More importantly, these atlases are anatomical while the stereotactic target 
structures are functional. To overcome these limitations, we have devel­
oped the probabilistic functional atlas (PFA) generated from pre-, intra-, 
and post-operative data collected during the surgical treatment of Parkin­
son's disease patients [44]. So far, we have constructed PFA for the sub­
thalamic nucleus [40] and ventrointermediate nucleus of the thalamus [41]. 
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The PFA and the Schaltenbrand-Wahren atlas were registered spatially 
[51] and a dedicated application is developed for a combined anatomical-
functional planning of functional neurosurgery [52]. Moreover, this appli­
cation provides intraoperative support and serves as a personal archive. 
The construction of PFA and development of PFA-based applications re­
sult in two conceptual breakthroughs. Firstly, the PFA is dynamic and can 
be updated with new cases, allowing knowledge from the currently oper­
ated cases to be accumulated. Secondly, the atlas can be built over the 
internet by the community by using a public-domain portal [43], [83] 
changing in this way the paradigm from the manufacturer-centric to com­
munity-centric. 
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1. The Visible IHuman Data 

The advent of Visible Human Project (VHP) by the National Library of 
Medicine of United States in 1994 [1] has revolutionized the research in 
medical imaging. This was the first time true tissue color can be revealed 
for in depth study by all scientists and researchers worldwide. The visible 
human dataset has been applied to many different aspects of medicine in-
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eluding medical image diagnosis, anatomical education, and surgical simu­
lation etc. Since October 2002, the Chinese Visible Human Project [2, 3] 
research team from The Third Military Medical University has success­
fully collected visible human datasets from several Chinese donors. De­
ploying latest processing techniques, extra-fme anatomic details, which 
cannot be displayed from the long ago American dataset, can now be un­
veiled by the Chinese visible human datasets. Together with the Visible 
Korean Man [4], there are totally three countries in the world has pub­
lished the establishment of her own visible human data. 

Fig. 1. An original slice from the Chinese Visible Human. 

The first Chinese Visible Human (CVH) dataset was derived from a 35 
years old male cadaver of medium build. No organic disease was observed 
macroscopically through naked eye observation [2, 3]. Figure 1 shows one 
of the original slices from this dataset. The latest male dataset comprises 
approximately 18,200 cross-sectional digital photographs acquired at 0.1 
millimeter intervals (a pixel resolution of 4064x2704, 24 bits per pixel). 
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Fig. 2. Virtual anatomy based on Chinese Visible Human data, (a) eye, (b) knee, 
(c) liver, (d) heart 

Figure 2 shows screenshots of various selected parts of the Chinese 
Visible Human data, e.g., eye, knee, liver, and heart. The smaller inter-
slicing distance of the CVH project (0.1 mm thick), compared to the origi­
nal American Visible Human sections (1.0 mm thick), has improved sub­
sequent visualization of finer anatomical details. Figure 3 compares the 
cross-sectional dissection of the optic nerve and the rectus region from the 
VHP (Figs. 3 a, c, & e) and the CVH (Figs. 3 b, d, & f) datasets. 
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Fig. 3. Comparison of image slices and volume rendered data between the Ameri­
can Visible Human and CVH. Images of the lateral rectus region from the CVH 
and American datasets and corresponding enlarged views (a, c) and (b, d), respec­
tively. Volume rendered views of the orbit from the CVH (e) and American (f) 
datasets. 

2. Huge-Sized Volume Visualization 

Due to the huge data size of the CVH datasets, we have developed various 
processing, compression and visualization techniques so that they can be 
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displayed interactively on an ordinary personal computer with high fidelity 
to the original data. Delicate anatomic structures, previously difficult to 
resolve, can now be well displayed. With this advance, volume data can 
be observed from any orientation in real-time. Anatomic structures can be 
revealed dynamically by multi-phase and multi-temporal stages. In order 
to include more details in the 3D model, human data was processed by a 
special rebuilding method. By utilizing compressed texture images gener­
ated from the Visible Human data, greater realism of 3D reconstructed 
models has been accomplished. 

Image data of cross-sectional volumes are processed according to the 
RGB components; by using the voxel as the basic modeling unit, the vir­
tual body can be rendered directly. The dataset was post-processed so that 
irrelevant signals, such as pixels representing the frozen liquid, are re­
moved. In addition, compression has to be performed so that data flow can 
be maintained in an interactive level on a single personal computer (PC). 
Using graphics accelerators and advanced visualization techniques, real­
time visualization of the CVH dataset was accomplished in a 3D virtual 
environment. The virtual human data can be enlarged and navigated in any 
orientation so that internal structures can be clearly observed. These 3D 
reconstructed slices can also be stereoscopically viewed with no obvious 
loss in performance. 

3. Virtual Anatomy 

Backed by the advanced visualization engine, truly volumetric virtual 
anatomy applications is no longer impracticable. To develop virtual ana­
tomical models, various structures including neural, musculoskeletal, and 
vascular tissues of the targeted body region were first identified and se­
lected from the CVH dataset. Figure 4 illustrates a slice of the segmented 
brain. Up to this moment, the upper limb region, together with the head 
and neck region have been labeled in our first stage segmentation work. 

By implementing efficient programmable Graphics Processing Unit 
(GPU) software, visualization of the segmented data can be performed in­
teractively on a single PC. Our testing PC is equipped with Pentium 4 1.4G 
as the Central Processing Unit (CPU), 256M RAM, and Nvidia GeForce 
FX-grade graphics accelerator. 
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Caudate 
nucleus 

Fig. 4. Segmentation of the brain of the Chinese Visible Human. 

We have constructed an intuitive navigational interface to facilitate user 
removal and enhancement of different tissue structures in the reconstructed 
anatomical model. Similarly, multi-planar reconstruction, zooming, rota­
tion and flexible structure selections are supported. The user interface is 
shown in Figure 5. The user can freely assign any pseudo-color to various 
anatomical structures for the ease of tissue identification (Fig. 5b).Figure 8 
shows two specific close-up views of the upper limb model. Muscular tis­
sue (Fig. 5c) and the septum (Fig. 5d) can be visualized through different 
user manipulations. 

1(c) • • • • • • • • • • • • • ( d ) 
Fig. 5. (a) User interface of the virtual anatomy; (b) Cross-sectional views of 

pseudo-coloring of different tissues. Selective visualization of (c) muscular tissues 
and (d) the septum. 
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We have also deployed the CVH on virtual neuroanatomy. In addition to 
an opaque volume rendering, translucent rendering mode is also supported. 
By adjusting the alpha channel of different tissues interactively, the user 
can obtain their own desired translucent display of volume. Figure 6 shows 
a few volume-rendered brain structures through various alpha channel ad­
justments. We can also add pseudo-coloring onto different brain tissues, 
for example, in Figures 6c and 6d, we have dyed the limbic system and 
dural sinus in different pseudo-color. 

1(c) i l l ^ ^ Ill I • • 
Fig. 6. Translucent volume rendering of brain and intracranial structures. 

4. Virtual Acupuncture 

In addition to the applications of the CVH dataset on western medicine, 
such as virtual arthroscopy [5], we have also explored the use of these 
photorealistic tissue depictions onto the field of Chinese medicine [6]. In 
traditional Chinese acupuncture, anatomical details has not yet fully inves­
tigated and deployed. The high complexity of the acupuncture system has 
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imposed great difficulties in the learning process for novice acupuncturists. 
While the outstanding therapeutic performance of Chinese Acupuncture 
has aroused the interest of many medical professionals worldwide, we 
have developed advanced information technologies for the computer-
assisted Chinese acupuncture learning and research. By integrating the vir­
tual reality, visualization and imaging techniques, we have constructed a 
detailed virtual acupuncture digital human model based on the ultra-high 
resolution CVH dataset. 

Fig. 7. Interactive visualization of the meridian system. 

Fig. 8. Multi-layer dissection visualization. 

To deliver a high-quality and precise virtual acupuncture system, we 
have combined both the volumetric and surface representations in our ren­
dering kernel. In order to handle the huge CVH dataset in the rendering 
process, we have deployed the advanced GPU Shader Language program-
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ming techniques to generate realistic visual effects. In this sense, a system­
atic virtual acupuncture human digital model, which integrates the merid­
ian system positioning (see Fig. 7), and 3-dimensional acupuncture point 
positioning, becomes feasible. This can shorten the learning path of acu­
puncture novices in acquiring the positioning concept. Our system serves 
as an interesting and interactive acupuncture learning platform. 

In addition, arbitrary cutting-plane visualization, multi-layer dissection 
(see Fig. 8) is also supported. User can interactively zoom in or zoom out 
in order to view highly detailed dissective information. With an integration 
of anatomical information, traditional surface location can be related to the 
underlying anatomical structures. With these advances, further scientific 
research of traditional Chinese acupuncture theory can be carried out in 
depth. This is a noteworthy milestone on the integration of western medi­
cine and traditional Chinese medicine. 

5. Discussion 

Compared with the American Visible Human data and the Korean Visible 
Man, the Chinese Visible Human dataset is able to present finer anatomi­
cal details. We have shown how this highly-detailed digital human data 
can be applied on virtual anatomy as well as Chinese acupuncture. The 
anatomical visualization for orthopedics training program is being used in 
Department of Orthopaedics and Traumatology, the Chinese University of 
Hong Kong. While the virtual acupuncture program is under intensive test­
ing in the Institute of Chinese Medicine of the Chinese University of Hong 
Kong. Users generally give credit to the interactive visualization of highly-
detailed anatomical structures. In the future, staged labeling work of the 
dissective details will continue; the advancement of anatomical exploration 
would definitely be beneficial to the scientific research of both western and 
Chinese medicine. 
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Chapter Overview. Modern instrumentation offers the capability to cap­
ture in an instance the magnetic field around the head. There is agreement 
that the measurements are responsive to instantaneous changes of the cur­
rent density inside the head, corresponding, at least partially, to neuronal 
events elicited by the stimuli and/or the task. There is however disagree­
ment about the information that can be usefully extracted from the data. 
On the one hand theoretical arguments can be given why unambiguous re­
constructions of generators from the data are impossible. On the other 
hand evidence has been gathering that surprisingly accurate information 
can be extracted from the data under minimal assumptions. Here we out­
line magnetic field tomography (MFT), a method for obtaining tomo­
graphic descriptions of brain activity from biomagnetic data. We show that 
if the underlying physics laws and biological complexity are to be re­
spected then the non-linear reconstruction algorithm of MFT must be se­
lected over the simpler minimum norm or other algorithms. Drawing on 
the enormous dynamic range of the measurements and the richness of in­
formation in the single trial data, MFT provides unique insights into brain 
function, as demonstrated by a detailed study of the brain activity and in­
teractions elicited by a facial recognition task in healthy and schizophrenic 
subjects. 
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1. Introduction 

The bioelectromagnetic inverse problem poses a paradox in modern neuro-
imaging. It has been known for nearly two centuries that the strict theoreti­
cal formulation of the problem leaves no room for a unique solution [1]. 
Many papers use non-uniqueness to justify the use of unrealistic models 
for the generators (e.g., point like descriptions) and fix their locations by 
appealing to evidence from totally different sets of measurements, e.g. 
fMRI. In contrast, magnetic field tomography (MFT) has been introduced 
over 15 years ago as a method capable of extracting tomographic descrip­
tion of activity in the brain from the magnetoencephalographic (MEG) 
signals [2]. In the last ten years the claim of accurate reconstructions has 
been extended to even single timeslices of single trial data [3]. Close ex­
amination of the mathematical properties of the lead fields provides the 
mathematical foundation of the MFT claim [4] and relates a generalized 
version of the method to most of the other popular distributed source 
methods [4,5]. From a purely pragmatic point of view applications of 
MFT to real MEG data have consistently produced solutions with surpris­
ingly good accuracy. At the cortical level an accuracy of a few millimeters 
was demonstrated [6]. Recently, good localization was also demonstrated 
for deeper structures including the amygdala and brainstem [7] and cere­
bellum [8, 9]. In this paper we group together the main arguments and 
point out some misconceptions that prevail in the literature about the na­
ture of distributed source solutions [10]. The key point is rather subtle. Al­
though the "forward" relationship from the data to the generators is linear, 
a mathematically consistent formulation of the inverse relationship ex­
pressing the generators in terms of the data is non-linear [4]. It is the use of 
the optimal non-linearity that sets MFT apart from other methods [4, 5]. 
We demonstrate the amount and novelty of new information with MFT re­
sults from recent studies, emphasizing research on facial expression recog­
nition in normal and schizophrenic subjects [11, 12, 13]. 
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2. Methods 

2.1 Mathematical preliminaries 

A linear integral expression relates the signal d^ from the m̂*" sensor (set 
of coils) to the primary current density vector J ( r ) . The integration is 
over the source space, Q, which encompasses all regions with primary cur­
rents that can generate an MEG signal of interest, i.e., the entire brain, 

d.=/^f.(r).J(r)dr O) 

The lead field f ^ (r) is a vector function that is completely determined 
by the geometric properties of the coils making up each sensor and the 
conductivity details of the biological medium. In the case of MEG a fairly 
simple model for the generators is often sufficient to produce accurate lead 
fields. The basic mathematical arguments are also applicable for EEG, but 
EEG will not be considered here to avoid sidetracking the discussion to de­
tails on accurate modeling of the head conductivity. 

The fact that (1) is linear does not necessarily make the expression relat­
ing the generators to the data linear, as a naive discretization of (1) will 
imply. If for example we replace the "naturally continuous current distri­
bution" with a "large number of narrowly spaced dipole sources" s(r^), 
placed at source space points r,̂ , then (1) reduces to 

d. = yf.(r,)-s(r,), ? 
Recovering the sources is then simply a matter of choosing how the lin­

ear system of equations is to be solved, as pointed out in reference [10]. 
To understand the limitations of this seemingly innocent step we write ex­
plicitly the general form J(r)can take: 
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m = 2^Jn,(r)co(r,m) (2) 

The point emphasized here is that the weight factor co can be a function 
of both the source space location and the unknown current density vector 
itself. We note that (2) contains no overlap with the null space, i.e. it con­
tains no silent sources, but as can be easily demonstrated it is not a mini­
mum norm (MN) solution [4]. The art of moving from the MEG measure­
ments to the generators is how one chooses the weighting factor in a way 
that respects both the laws of physics and the biological reality. The rather 
obvious choice of setting co(r, J ( r ) ) = cOĵ ĵ (r) leads to the weighted 
minimum norm (wMN) ansatz, 

J ( r ) = 2 A „ f J r ) c o , , ( r ) (3) 

The wMN choice seems very natural and harmless. It has a huge advan­
tage: it leads to a J-independent linear system of equations as can be read­
ily verified by substituting (3) in (1). Many different methods for tackling 
the inverse problem can be reduced to different attempts to find an optimal 
choice for the J-independent a priori weight cOĵ ĵ (r) . In recent years ad­
vances in source reconstruction have emphasized signal processing meth­
ods that one way or another implicitly or explicitly make use of (3). In the 
complete absence of any additional information all such methods end up 
with the minimum norm pseudoinverse (MNP) as correctly pointed out in 
reference [10]. However, the use of (3) leads to a garden-path that is only 
limited to the MN and wMN classes. It is not valid to generalize the limi­
tations of MN or wMN methods to the parent recording modalities in gen­
eral and particularly to MEG, as for example is made in [10] with the 
statement "the properties of the MNP, and in particular, its limitations like 
the inability to localize sources in depth, are not specific to the method but 
are fundamental limitations of the recording modalities". 

Generalized MFT uses a power expansion of co(r, J ( r ) ) in the modulus 
of the current density [4]: 
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" ^ ' V A f rr^r,^ (r\ (4) m=\mr 2^ J rr,(r)%ir) 

This produces a family of methods [4-5]. The case with (p = - 1 ) in­
cludes the MN, wMN and LORETTA (where weights are introduced de­
pending on the inverse square Laplacian operator). These methods lead to 
a linear system of equations and this is why they are popular. A version of 
the FOCUSS algorithms (corrected for gauge invariance) can also be put 
under the generalized MFT framework (p = +1) [5]. Standard MFT cor­
responds to (p = 0 ) and it was initially selected via a simulation study [2]. 
Details of the mathematical justification for standard MFT can be found in 
[4], and the main points are summarized next. 

2.2 What is wrong with minimum norm? Why IVIFT? 

The linearity of the reconstruction problem for the class of solutions corre­
sponding to p = - 1 makes possible the incorporation of signal processing 
methods into the reconstruction algorithm. This leads to powerful schemes 
of analysis for relatively small computations. Typically, complicated op­
erations can be done at the level of signals, e.g., using the signal covari-
ance matrix. Statistical inferences can then be directly applied to the MEG 
signal to produce the source distribution using J-independent matrix opera­
tions. In short the inverse problem is solved once for the entire data. Re­
gional activations are then computed by matrix operations involving the 
signal and the local lead fields values. The problem is that the computa­
tional simplicity and efficiency is bought at the expense of physics. Equa­
tion (3) implies that the same single scalar function can be used for the re­
covery of any current density without further recourse to the data. The very 
nature of the non-uniqueness of the inverse problem points to the opposite 
conclusion. The linear methods (corresponding top = - 1 ) do not respect 
the symmetries implicit in the degrees of freedom for the current genera­
tors, because they assume that it is possible to express both direction and 
strength of the current density in one single linear expansion in lead fields. 
The blurred nature of the MN solutions reflects the over-reliance on the 
raw lead fields which are themselves very smooth functions. 

Standard MFT (with p = 0 ) takes a different point of view. It assumes 
that a linear expansion in terms of lead fields can represent only the direc­
tion of the current density. This is as much as can be deduced from the un-



366 A. A. loannides 

derlying physics for fixed detectors and conductivity profile. The a priori 
weight, (jOQ(r), can in fact be computed from simulations with computer 

generated data [2, 3] or in more general ways [4]. The full current density 
however must be obtained from a highly non-linear system of equations 
for each snapshot of data. Specifically, the strength must be determined 
more explicitly from the MEG signal itself. It is important to emphasize 
that the way standard MFT draws on the data is very appropriate for local­
ization because it has two contrasting and highly desirable properties. 
First, the presence of the modulus of the current density on the right hand 
side of (4) (with p = 0 ) allows for sharp discontinuities in the current den­
sity vector with small values of the expansion coefficients. Second, stan­
dard MFT satisfies the principle of least sensitivity to both variations of 
the data and iterations of the non-linear norm constrains [4]. In summary, 
the standard MFT expansion (with p = 0 ) satisfies best the underlying 

physics and has the expected properties for localized distributed sources 
[4]. The penalty is however heavy in terms of computational resources. 
Because linearity is lost, the direct and safe appeal to the data must be 
made on every timeslice of the data, so a new non-linear system of equa­
tions must be solved each time. It is in this sense that MFT draws on all 
available information in the MEG signal. 

2.3 Self-consistency checks and post-MFT options 

The linearity of the forward problem implies that any linear combination 
of sources produces a total signal that is equal to the linear combination of 
the signals generated by each source. This is identically satisfied by linear 
methods, but it need not be true for a non-linear method like MFT, so it 
can be used to test the self-consistency of any non-linear solution. For ex­
ample, the solutions derived from a non-linear method applied to the MEG 
signal after linear manipulations across trials, e.g. averaging, should be the 
same as the result of applying the same linear manipulations to the solu­
tions derived from the single trial MEG signals. This has been indeed the 
case for MFT in all cases we have tested [3]. 

The availability of single trial tomographic solutions for each timeslice 
of data allows for a range of new options. We will distinguish three types 
of post-MFT analysis. The first, (post-MFT-Rt) uses regional timecourses 
derived from the tomographic solutions and can be thought of as the analy­
sis of virtual electrodes, sensing the local non-silent primary current den­
sity in the brain. The variability of single trial solutions is quantified at a 
regional level and clusters of similar trials can be selected. Methods for 



MEG Single-event Analysis: Networks for 
Normal Brain Function and Their Changes in Schizophrenia 367 

such analysis have been introduced borrowing concepts from pattern 
analysis methods and graph theory [14] and non-linear timeseries analysis 
[15]. A second range of options makes use of statistical parametric map­
ping (SPM) and it is referred to hereafter as post-MFT-SPM. Post-MFT-
SPM is similar to what is routinely used for fMRI and PET, but with win­
dows of varying length, allowing the recovery of brief changes in activity 
(between active conditions, or between an active condition and a baseline) 
as a function of time [3, 6-8, 11-13]. A third range of options (post-MFT-
c) focuses on the relationship between regional activations using informa­
tion theoretic measures like mutual information to derive estimates of con­
nectivity between brain regions [3,7,12-13]. 

3. Results 

3.1 Localization accuracy and single trial variability 

The question how well MFT can localize was for a long time difficult to 
answer. Known generators could be identified from computer generated 
data with very high accuracy. Until recently however there was no gold 
standard case with real MEG data to compare. Recently, we perform a 
combined MEG/fMRI experiment and used post-MFT analysis to test the 
localization accuracy attainable by MEG [6]. It was found that activity 
within VI could be reliably identified within just a few millimeters, as 
good as the co-registration accuracy would allow. 

Fig. 1. Foci of statistical significant increase in activity within VI elicited by a 
small checker board stimulus placed in the lower left quadrant of the visual field. 
The MFT SPM corresponds to a brief increase in activity 42 ms after stimulus on­
set and lasting for just a few milliseconds The fMRI SPM foci are shown as green 
outlines. They appear as straight lines in the sagittal slice (left) and in its zoomed 
version (middle) because they are confined in the near-axial slices used for fMRI 
acquisition. 
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Very similar results were obtained for each one of the four subjects 
studied in [6] so typical resuhs from just one subject are shown in Fig. 1. 
The fMRI SPM foci are shown in green after strong activity due to blood 
vessels (marked in white) is eliminated by thresholding. No such thresh­
olding is needed for the MFT results. The first statistically significant post-
MFT-SPM focus (red blob) is identified in VI at 42 milliseconds after 
stimulus onset. This was the only statistically significant SPM focus of ac­
tivity at this timeslice throughout the brain. The red post-MFT-SPM foci 
do not extend into the blood vessel and they localize very close to the 
fMRI SPM foci. Focal VI activations arrive in waves, each lasting just a 
few milliseconds before activity spreads to V2 and other extrastriate areas. 
Early brief VI activations were missed in previous studies because the data 
were low passed filtered at 100 Hz, or lower frequencies and because acti­
vations were deemed significant only if they persisted for about 10 ms. 
Even the 200 Hz low pass filter used in [6] may be too low. A recent 
study showed that "MEG spikes", task relevant collective brain activity 
lasting about a millisecond, can be recorded with MEG [15]. 

The most incisive results are obtained when different post-MFT options 
are combined. Post-MFT-SPM can identify very focal regions, as demon­
strated in the fMRI/MEG study [6]. These regions can be used as guides 
for the definition of regions of interest (ROIs). Post-MFT-Rt can then be 
applied to ROI timeseries of single trial activations to identify compact 
clusters of similar activity. The connectivity analysis (post-MFT-c) for the 
activations in different areas within each cluster leads to the definition of 
networks that are remarkably similar across subjects [13, 17, 18]. The ap­
plication of such post-MFT analysis steps has demonstrated that even a 
simple stimulus elicits different responses in single trials which can be 
grouped into different clusters and shown to correspond to consistent net­
work interactions across different subjects. This has been demonstrated for 
both the auditory [16] somatosensory [17] and visual systems [18]. For the 
remainder of the paper we outline results from our facial expression recog­
nition studies with normal and schizophrenic subjects. 

3.2 Recognizing facial expressions of emotion 

MFT was applied to a series of experiments dealing with object recogni­
tion with particular emphasis on activations elicited while subjects at­
tempted to recognize facial expressions. This research was chosen partly 
because of its intrinsic merit, including the relevance to pathology, espe-
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daily schizophrenia. The topic was also an excellent vehicle for testing the 
MFT methodology because specific brain areas, widely spread in the corti­
cal mantle and deep in the brain are known to play a role. Our studies [11-
13] confirmed the accuracy of localization, identifying foci of activity with 
Talairach coordinates [20] in excellent agreement to what other studies 
with fMRI have demonstrated. In addition to the areas established by other 
methods, changes in activity were also identified in the right amygdala and 
cerebellum [8, 13]. 

The post-MFT analysis of single trial and average data produced new 
insights for both the processing of faces in normal subjects and changes in 
processing patterns in schizophrenia. The MFT analysis of average data 
showed reduced activity in a number of key areas in schizophrenic com­
pared to control subjects, very much in agreement with previous studies 
[12]. Weaker activations were identified in patients in inferior prefrontal, 
temporal, occipital and inferior parietal areas at circumscribed latencies. 
Group differences did not occur in early visual areas during a first sensory 
related activation between 60 and 120 ms. Strength of activation was asso­
ciated with behavioral performance in inferior prefrontal areas, in the re­
gion of right posterior fusiform gyrus, in right anterior temporal cortex and 
in right inferior parietal cortex. 

The detailed single trial MFT analysis provided a new insight, forcing a 
re-interpretation of the earlier results [13]. The reduced activations identi­
fied in the MFT analysis of the average data were shown to be the result of 
higher variability in patients. In fact the activity in early visual cortices es­
pecially for early latencies was stronger in patients. This is demonstrated 
in Fig. 2. 
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Fig. 2. Mean and standard deviation for the expectation values for the current den­
sity vector < J > and modulus < |J| > for normal and schizophrenic subjects in 
early visual areas. 

The figure show ŝ the mean and standard deviation for tŵ o expectation 
values. The first is computed from the current density vector of single trial 
MFT solutions (equivalent to the MFT solution derived from the average 
MEG signal). The second is computed from the moduli of the single trial 
MFT solutions (roughly expressing the power). In Wl\2 the power of ac­
tivation is higher (at statistical significance p < 0.05) in patients while no 
difference is evident for the current density vector (or average signal) MFT 
solutions. For the cuneus the expectation values based on the vector cur­
rent density shows highly statistically significant ip < 0.0005) reduction of 
activity in patients, but no such change is identified for the expectation 
values based on the power. 

The results summarized above provide a powerful hint that the deficit in 
schizophrenia is associated with the organization rather than the strength 
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of activations. This has been investigated further using mutual information 
to establish the connectivity between areas. Figure 3 summarizes the end 
product of a large volume of analysis. The mutual information analysis 
demonstrated that in normal subjects the activity is organized in relatively 
distinct stages of processing. Within 50 ms of stimulus onset a weak and 
labile activation is present in the right amygdala and it is linked to activity 
in V1/V2 40 ms later. This linked activity is not identified in patients, 
where instead a persistent activity is identified in the right amygdala. Later 
stages of activation are identified encompassing first extrastriate posterior 
areas and then frontal areas. In schizophrenic subjects no such distinct 
stages of processing are identified, not even for occipital visual areas 
where the patients show higher activity (as measured by the power of sin­
gle trial activity). 

Fig. 3. Main result for MI analysis of single trial data of normal subjects, focusing 
on the right hemisphere. The activations are grouped into stages. The first stage 
(top) centers around processing in VllWl that is modulated by very early activity 
in the amygdala, possibly corresponding too ultra-fast magnocellular input bypass­
ing VI. The second stage (middle) is centered around the FG and it is associated 
with interactions with both earlier visual areas and the amygdala. The third stage 
(bottom) is centered around the inferior frontal cortex and it involves interactions 
between all areas that have been activated previously. The numbers in the lower 
part of each panel show the latency range of strong activity for each highlighted 

area. 
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4. Discussion and Conclusions 

Restricting the inverse problem algorithms to linear or non-linear forms is 
more than an academic exercise; it determines both the complexity of the 
computations and the nature of the questions that can be asked. Specifi­
cally, the explicit non-linearity of MFT allows the data of each single trial 
to influence the solutions directly without any assumption about stationar-
ity. MFT solutions applied to single timeslices of single trial data leave the 
use of statistics open into the post-reconstruction stage and hence provide a 
source-space based statistical analysis that includes detailed connectivity 
mapping. This is in sharp contrast to other methods that rely on linearity 
and further simplifications (e.g. averaging) at the level of the signal. 

MFT solutions extracted from average signals show smooth changes in 
source configuration, usually with an initial focal activation that is quickly 
followed by strong and extended activations. The application of MFT 
analysis to real time MEG data produced a view of the brain that is much 
more dynamic. Single trial MFT solutions show intermittent [3], extremely 
fast [15] and labile activity. Precise tests for localization confirmed that 
remarkable accuracy could be achieved in the cortex, typically a few mil­
limeters [6] especially from post-MFT-SPM analysis of the single trial so­
lutions. Even for generators at the level of the amygdala and the brainstem 
the accuracy is sufficiently good to distinguish activity from the left and 
right gaze centers and flocculi [7, 15]. The new insights are obtained when 
the information in the single trial data is really mined by the techniques de­
scribed earlier. 

For the case of processing of activity during facial expression recogni­
tion our MFT and post-MFT analysis showed that it is changes in the dy­
namics of the activations in specific areas and their interactions that distin­
guishes between processing in normal and schizophrenic subjects. In 
summary, the real time MFT view of brain activity provided direct evi­
dence for speculations positing disturbances in functional connectivity in 
schizophrenia [21]. 
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Chapter Overview. MEG beamformer algorithms work by making the as­
sumption that correlated and spatially distinct local field potentials do not 
develop in the human brain. Despite this assumption, images produced by 
such algorithms concur with those from other non-invasive and invasive 
estimates of brain function. In this paper we set out to develop a method 
that could be applied to raw MEG data to explicitly test his assumption. 
We show that a promax rotation of MEG channel data can be used as an 
approximate estimator of the number of spatially distinct correlated 
sources in any frequency band. 

Key Words. MEG, beamformer, promax, factor. 

1. Introduction 

The aim of Magnetoencephalography (MEG) is to determine the spatio-
temporal characteristics of neuronal sources based on extracranial re­
cordings of magnetic fields. The entails an inverse problem in which a 3 
dimensional current distribution has to be inferred from a 2 dimensional 
measurement plane. In order to solve such a problem it is necessary to 
make some a-priori assumptions about the structure of the underlying cur­
rent distribution. Recent work has shown that a class of MEG inversion al-
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gorithms, known as beamformers, produce images which concur with 
those from other non-invasive imaging modalities [1,2,3,4] and invasive 
recordings from other species [5]. The fundamental assumption behind the 
beamformer is that no two cortically distinct electrical sources are linearly 
correlated in their activation timeseries [6]. The beamformer could be 
thought of as a class of algorithm best suited to measuring a complex sys­
tem in which, locally (a few mm), cortical field potentials are integrated 
(long-term correlated) but globally (a few cm), they are segregated (long-
term uncorrected). In this study we seek to develop an algorithm that can 
directly test this hypothesis prior to any inversion step. We are specifically 
interested in the ongoing cortical dynamical processes such as alpha 
rhythm, rather than activity reflecting sensory afferent pathways such as 
the evoked response. 

Anatomically, the case for local connectivity is strong: lateral connec­
tions between axonal and dendritic arbors are prevalent [7] and cortico-
cortical mylenated projections have dense local yet sparse global connec­
tivity [8,9,10]. 

Electrically, intra-cranial measurements suggest that cortical rhythms 
have limited domains [11,12]. For example, Bullock and coworkers [11] 
estimated average local coherence between ECoG electrodes at around 0.4 
at 10 mm separation, dropping to <0.1 at 30 mm. 
In contrast, using conservative Laplacian estimates to minimise volume 
conduction effects, some of the scalp EEG literature [13,14,15] is still at 
odds with the intra-cranial data, especially in the alpha frequency band 
where relatively high coherence estimates (0.4-0.5) have been shown at 
distances of 15-20 cm. 

We set out to address the question: Do correlated, yet spatially distinct, 
local field potentials develop in the human brain? To do this we have at­
tempted to define a simple procedure that does not rely on the strong as­
sumptions associated with most inversion algorithms. The rationale of our 
approach is that the multi-channel data within any frequency band can be 
decomposed into groups of highly correlated measurement channels. If 
these channel groupings appear to map to more than a single source (or 
more than a single dipolar pattern) then there must be at least one other 
one correlated, and spatially distinct, generator in this frequency band. 
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2. Methods 

We were interested in a decomposition (or rotation) of the 151 MEG chan­
nel data that would correctly identify the number of underlying correlated 
sources in a particular frequency band. We considered both principal com­
ponent and factor analysis as possible methods to distinguish between 
temporally correlated and correlated dipole pairs. Principal component 
analysis (PCA) identifies orthogonal channel weightings which maximise 
the variance in each component. Factor analysis, in contrast, attempts to 
find components (or channel weightings) in which maximally covariant 
channels are grouped together. 

2.1 Simulation 

We simulated pairs of current dipoles on a realistic cortical surface within 
the configuration of a CTF systems 151 neuromagnetometer (as in [16]). 
System noise was set at lOft/VHz. Each dipole pair was strongly correlated 
at 30Hz but orthogonal at lOHz. Dipoles had sinusoidal or co-sinusoidal 
timeseries, amplitude 2nAm and always placed at least 5cm from the head 
centre and 3cm distant from one another. 

2.2 Recorded data 

We used data from a steady state auditory stimulation paradigm. Epochs 
were 4.5 seconds long with Is pre-stimulus baseline. Auditory stimulation 
was either pure tone (500Hz) or pure-tone amplitude modulated at 32Hz. 
We used all the data from 150 epochs, without regard to the stimulus type. 

2.3 Algorithm 

In the recorded data we used independent component analysis to extract 
eye blink and heartbeat artefacts [17]. We then calculated channel covari-
ance matrix over a specific frequency band. In order to maximise signal to 
noise we then extracted all but the two largest principal components. We 
then compared the field maps produced from the rotations (or eigenvec­
tors) due to the principal component decomposition to those obtained us-



378 G.R.Barnes 

ing the first two components as identified by factor analysis (the promax 
rotation). 

3. Results 

Fig.l shows first and second (left, right) PCA and promax (top, bottom) 
components due to a pair of dipoles simulated in left and right auditory 
cortex with uncorrected lOHz time courses. The schematic shows the ap­
proximate location of the (simulated) head in the sensor array during re­
cordings (nose at top). In an ideal decomposition the weightings on each 
component would have a single dipolar profile either to the left, or the 
right of the midline. The first two PCA components each contain large 
weightings for channels grouped around both sources, (top row). Although 
the time series of the simulated sources are orthogonal, their field maps are 
not. This means that some channels contain a strong signal from both 
sources. The first PCA component (top left), chosen to maximise the vari­
ance, therefore contains large weightings for both sources. In contrast, the 
promax rotation (bottom row) attempts to identify groupings of maximally 
covariant channels. In this case, each component maps spatially to a simple 
dipolar field pattern. 

Fig.2 shows the case in which the simulated sources are correlated. In 
this case, both the first PCA component and promax weightings contain 
two dipolar field patterns. In other words, the underlying factor is no 
longer a single source but a correlated source pair. 
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Fig.l. Field maps showing the weightings for first (left) and second (right) PCA 
(top row) and promax (bottom row) components for simulated uncorrected cur­
rent dipoles in left and right auditory cortices. The first two PCA components (top 
row) both map to two dipolar field patterns, even though their time series are or­
thogonal. The promax rotation (bottom row), which attempts to identify the 
maximally covariant channel groupings, correctly partitions the left and right di­
poles into separate components. 

fc jp 

Fig.2. First PCA (left) and promax (right) components for the case of two corre­
lated dipoles in left and right hemispheres. The complex pattern suggests that 
these weightings cannot be explained by single source. 
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lOOft ^/Hz 

Fig.3. Overlaid power spectrum of 151 measurement channels for a single subject, 
note the lOHz alpha peak. Below are the weightings for the first PCA (left) and 
promax (right) components in the 8-12Hz band. Both methods identify a single 
dipolar pattern, suggesting that the largest alpha component is due to a single un­
derlying source. 

4. Conclusions 

We have presented a method to directly test the hypothesis that correlated 
and spatially distinct local field potentials do not develop in the human 
brain. Explicitly we are testing whether the factor weightings identifying 
the strongest oscillatory components within any frequency band are dipolar 
or not. The algorithm is simple and robust, its only aim to identify factor 
weightings that are not dipolar. We are currently testing the method, and a 
simple pattern recognition algorithm, on large sets of simulated correlated 
and uncorrelated source pairs. If this is successful it will allow us to di­
rectly test an assumption set which could greatly simplify non-invasive 
imaging of the human brain. 

Acknowledgment 

We would like to thank Jiri Vrba for his insightful comments on principal 
component analysis. Michael Simpson is supported by the Wellcome Trust. 



MEG and Complex Systems 381 

References 

1. Singh,K.D., Barnes,G.R., Hillebrand,A., Forde,E.M.E., Williams,A.L., Task-
Related Changes in Cortical Synchronization Are Spatially Coincident with 
the Hemodynamic Response, Neurolmage, 16 (2002) 103-114. 

2. Coppola,R., Calicotte,J.H., Holroyd,T., Verchinski,B.A., Sust,S., Weinber-
ger,W.J. MEG activation comparison to fMRI BOLD for a working memory 
task. Proceedings Biomag 2004, Boston . 2004. 
Ref Type: Abstract 

3. Taniguchi,M., Kato,A., Fujita,N., Hirata,M., Tanaka,H., Kihara,T., Nino-
miya,H., Hirabuki,N., Nakamura,H., Robinson,S.E., Cheyne,D., Yoshimine,T., 
Movement-Related Desynchronization of the Cerebral Cortex Studied with 
Spatially Filtered Magnetoencephalography, Neurolmage, 12 (2000) 298-306. 

4. Furlong,P.L., Hobson,A.R., Aziz,Q., Barnes,G.R., Singh,K.D., Hillebrand,A., 
Thompson,D.G., Hamdy,S., Dissociating the spatio-temporal characteristics 
of cortical neuronal activity associated with human volitional swallowing in 
the healthy adult brain, Neurolmage, 22 (2004) 1447-1455. 

5. Hall,S.D., Holliday,I.E., Hillebrand,A., Singh,K.D., Furlong,P.L., Hadjipa-
pas,A., Barnes,G.R., The missing link: concurrent human and primate cortical 
gamma oscillations, Neurolmage, (2005). 

6. van Veen,B.D., van Drongelen,W., Yuchtman,M., Suzuki,A., Localization of 
Brain Electrical Activity via Linearly Constrained Minimum Variance Spatial 
Filtering, IEEE Trans. Biomed. Eng., 44 (1997) 867-880. 

7. Holmgren,C., Harkany,T., Svennenfors,B., Zilberter,Y., Pyramidal cell com­
munication within local networks in layer 2/3 of rat neocortex, J Physiol, 551 
(2003) 139-153. 

8. Cherniak,C., Mokhtarzada,Z., Rodriguez-Esteban,R., Changizi,K., Global op­
timization of cerebral cortex layout, Proc. Natl. Acad. Sci. U. S. A., 101 
(2004) 1081-1086. 

9. Passingham,R.E., Stephan,K.E., Kotter,R., The anatomical basis of functional 
localization in the cortex, Nat. Rev. Neurosci., 3 (2002) 606-616. 

10. Sporns,0., Tononi,G., Edelman,G.M., Connectivity and complexity: the rela­
tionship between neuroanatomy and brain dynamics. Neural Netw., l3 (2000) 
909-922. 

11. Bullock,T.H., Mcclune,M.C., Achimowicz,J.Z., Iragui-Madoz,V.J., Duck-
row,R.B., Spencer,S.S., EEG coherence has structure in the millimeter do­
main: subdural and hippocampal recordings from epileptic patients, Electro-
encephalogr. Clin. NeurophysioL, 95 (1995) 161-177. 

12. Shen,B., Nadkarni,M., Zappulla,R.A., Spectral modulation of cortical connec­
tions measured by EEG coherence in humans, Clin NeurophysioL, 110 (1999) 
115-125. 

13. Nunez,P.L., Neocortical Dynamics and human EEG rhythms. In Oxford Uni­
versity Press, New York, 1995. 



382 G.R. Barnes 

14. Nunez,P.L., Silberstein,R.B., On the Relationship of Synaptic Activity to 
Macroscopic Measurements: Does Co-Registration of EEG with fMRI Make 
Sense, Brain Topogr., 13 (2000) 79-96. 

15. Srinivasan,R., Spatial structure of the human alpha rhythm: global correlation 
in adults and local correlation in children, Clin Neurophysiol., 110 (1999) 
1351-1362. 

16. Hillebrand,A., Barnes,G.R., A quantitative assessment of the sensitivity of 
whole-head meg to activity in the adult human cortex, Neurolmage, 16 (2002) 
638-650. 

17. Makeig,S., Bell,A.J., Jung,T.-P., Sejnowski,T.J., Independent Component 
Analysis of Electroencephalographic Data. In Touretzky,D, Mozer,M, Has-
selmo,M (Eds.), Advances in Neural Information Processing Systems 8 MIT 
Press, Cambridge, MA, 1996, pp. 145-151. 



MEG Source Localization under IVIultiple 
Constraints: An Extended Bayesian Framework 

Jeremie Mattout\ Christophe Phillips^, Richard Henson^, 
and Karl Friston^ 

^Wellcome Department of Imaging Neuroscience, London, United King­
dom 
^Centre de Recherches du Cyclotron, Liege, Belgium 
•̂ MRC Cognition & Brain Sciences Unit, Cambridge, United Kingdom 

Chapter Overview. Reconstructing the sources of MagnetoEncephalo-
graphic (MEG) measurements is an ill-posed inverse problem which does 
not admit a unique solution. Forward modeling of the observed signal and 
prior information or constraints on the solution are needed. Many types of 
constraints have been considered. However, a general framework is re­
quired that can accommodate for multiple priors and enables the evalua­
tion of their contribution. With this in mind, we developed an empirical 
Bayesian framework based on hierarchical linear models. Our approach 
entails the estimation of both the expected source distribution and its con­
ditional variance, the latter being constrained by an empirically determined 
mixture of prior variance components corresponding to the constraints one 
wants to introduce. Finally, a second level of inference based on Bayesian 
model selection enables one to compare different combinations of priors. 
We describe here the methodological framework, the estimation scheme 
and illustrate its application on a single subject MEG data set. 

Key Words. Empirical Bayes, Expectation Maximization, Hierarchical 
models. Inverse problem, MEG, Model selection, ReML, Source localiza­
tion. 



384 J. Mattout et al. 

1. Introduction 

Electro-encephalography (EEG) and Magneto-encephalography (MEG) 
provide non-invasive, passive and instantaneous measures of the whole 
brain activity. The recorded signal over the scalp reflects synchronous 
post-synaptic potentials of cortical neural populations [1]. However, map­
ping and characterizing these electromagnetic sources rests on solving a 
mathematically ill-posed inverse problem [2]. Priors are needed to define a 
unique solution. Various priors have been considered such as anatomical, 
mathematical, physiological and functional constraints. However, most 
approaches can only accommodate a single constraint and provide the user 
with a rather arbitrary (or no) estimation of the optimal contribution of the 
prior information within the implicit regularization. 

Following imaging-like modelling, most recent advances have em­
ployed a voxel-wise representation of the solution space, either by cover­
ing the brain volume, or by restricting it to the cortical surface where the 
MEG sources are most likely to lie. Each voxel's putative activity is usu­
ally modelled by a current dipole with either a free or fixed orientation. 
This type of representation affords a hierarchical linear generative model 
of the observed signal Within that context, a general and convenient 
framework for incorporating priors on the source parameters and providing 
inference on brain regional activity is provided by Parametric Empirical 
Bayesian (PEB) methodology which has been recently introduced for the 
analysis of functional neuroimaging data [3]. 

In recent communications, we showed that PEB can be successfully 
applied to the MEG/EEG inverse problem, allowing for both multiple con­
straints and the data-driven estimation of their optimal contributions [4,5]. 
Moreover, an extension of this framework enables model selection based 
on the Log-evidence [5], where the model refers to all the unknown pa­
rameters that need to be estimated (e.g. the number of dipoles, the dipole 
physical parameters, the multiple constraints). 

Relying upon a two-level hierarchical model, the PEB approach is 
probabilistic and subsumes random variables which we assume as Gaus­
sian. Both measurement noise (first level) and source activity (second 
level) are then defined by their respective mean and variance. Multiple 
constraints on the sources can be incorporated in terms of variance compo­
nents. The estimation of model parameters (mean values) and hyperparam-
eters (variance components) obtains using Expectation-Maximization 
(EM). The latter yields the Restricted Maximum Likelihood (ReML) esti­
mate of the hyperparameters and the Maximum A Posteriori (MAP) esti­
mate of the source parameters. 
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The paper is organized as follows. In the methods section we reprise 
the so-called distributed (or imaging) model and its classical weighted 
Minimum Norm (MN) solution. We then describe the extended empirical 
Bayes approach, which generalizes the former. The hierarchical linear 
model, enabling the introduction of multiple priors, is presented together 
with the estimation procedure and Log-evidence. In the applications sec­
tion, we evaluate the approach on a real MEG data set. Contrary to previ­
ous studies, we evaluate (i) different constraints on the sources, (ii) the ef­
fect of various variance components at the first level and (iii) the effect of 
different solution space. Our results are presented and discussed in the two 
last sections, respectively. 

2. Methods 

2.1 Forward model 

Consider a ^sample-wide window of MEG measurements acquired on n 
sensors. To explain these data, we rely upon a distributed model withp di-
poles, spread over the cortical surface, with fixed position and orientation 
[6]. This gives the following linear forward model to be inverted 

Y = KJ-^E (1) 

where Yisthtn xt observation matrix, Kisthtn xp forward operator, J is 
ihcp xt matrix of unknown dipole magnitudes and E is additive measure­
ment noise. Columns (resp. rows) of K describe the measurements ob­
served across all sensors induced by a particular dipole (resp. the flow of 
current for a given sensor through each dipole location). K is fully deter­
mined by the dipole locations and orientations, the geometry and the con­
ductivity of head tissues [7]. 

2.2 Classical weighted minimum norm approach 

The distributed linear model represented by equation (1) is highly under-
determined since the number of dipoles needed to cover the whole cortical 



386 J. Mattout et al. 

surface (several thousands) is much larger than the number of measures (a 
few hundred sensors). As a consequence, the priors are needed for a single 
solution for the parameter matrix J. 

A common approach to this ill-posed MEG inverse problem is the 
Weighted Minimum Norm (WMN) solution [8]. Assuming the noise com­
ponent is Gaussian £" - N (0,Ce) with known covariance Ce, WMN solu­
tions minimize a linear mixture of some weighted norm ||W(/|| and the re­
siduals of the data fit 

J ^ ^ = argmin[||C;"^(y-K/)|r ^X\\WJf} 
J 

\T^-\/^Z T^T\ . 'i TT/jj/TjTr\ T^ ( 2 ) = argmin{(K - Kjy C;\Y -KJ) + ^J'(W'W)J} 
J 

where W is the weighting matrix and A is the hyperparameter which ex­
presses the balance between fitting the data and minimizing the prior term. 
For a given A, the solution of equation (2) is 

= (W^IV)-'K^[K(W^IV)-'K^ + ACJ'Y (3) 

by the matrix inversion Lemma. 

Importantly, the WMN solution corresponds to the Bayesian estimate 
of the source parameters under Gaussian assumptions. The conditional ex­
pectation or posterior mean of J is given by 

E(j IY)=[K'c;'K+(c:')] -'K^C;'Y 

= CjK^fKCjK^ + CJ -'Y (4) 

where C, is the prior covariance of the source parameters. Comparing 
equations (3) and (4) shows that the weighting matrix W relates directly to 
the prior covariance of the sources 

or, equivalently, to the precision (inverse of variance) 
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A(}V''W) = C]' (6) 

.-1 which motivates particular forms for W [9]. Note that when C/ tends to 
zero (flat priors), solutions (3) and (4) correspond to the Maximum Likeli­
hood estimate of the source parameters. 

The WMN solution (3) depends non-linearly on the value of hyper-
parameter A. Namely, the higher the noise in the data, the more one should 
regularize (increase A). However, this is insufficient for estimating A. A 
widely used heuristic for estimating A consists of plotting the weighted 
norm ||Pî F̂ ^A |̂|" of the regularized solution, versus the norm of the residu­
als \\C;'^'(Y-KJWMN)\\\ for different values of A. This yields a L-shape 
curve whose inflection point gives a satisfactory value for A [10]. However, 
a major drawback of the L-curve approach is that the WMN solution has to 
be calculated for a large number of different hyperparameter values. 
Moreover, this heuristic is not extendable to the estimation of multiple hy-
perparameters that are needed for accommodating multiple priors. 

The empirical Bayesian approach introduced in [4] enables us to cover 
multiple hyperparameters. 

2.3 Parametric empirical bayesian approach 

In the Parametric Empirical Bayesian (PEB) approach, forward model (1) 
is rewritten using a two-level hierarchical model 

Y = KJ-hE, 

J =E, (7) 

where errors at both level follow a Gaussian distribution with zero mean, 
Ej '-N (0,Ce) and £"2 ~ N (0,Cj). Contrary to the classical WMN approach, 
the two covariances are unknown. They are modelled as a linear combina­
tion of variance components Q, which embody, at the second level, the 
various priors one wants to introduce 

Cj ^KQui^KQui^- (8) 
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and relate to the spatial data covariance as follows 

E{YY'} = KCjK^ +C^ (9) 

which can be estimated empirically. 
We now denote by A the vector of unknown hyperparameters at both 

levels. A is estimated, together with parameters J, using an EM algorithm. 
EM maximizes the likelihood of the data p(T|yl) conditional on hyper­

parameters A, in the presence of unobserved variables J 

p(Y\A)=Jp(Y,J\A) (11) 
j 

which amounts to maximizing the log-likelihood 

logp(Y I A) = logJp(Y,J I A) ^ F(q(J),A) ^l^) 

where q(J) is any distribution over the model parameters and F is the nega­
tive free energy. F is the sum of the energy and the entropy terms 

F(q(JU) =Jq(J)logp(YJ \ A)-Jq(J)logq(J) (13) 

The EM algorithm maximizes F(q(J), A) by alternatively: 
• maximizing F(q(J),A) with respect to q(J), while keeping A con­

stant (E-step); 
• maximizing F(q(J),A) with respect to A, while keeping q(J) con­

stant (M-step). 

In fact, the maximum in the E-step obtains when q(J) = p(J\YyA) at 
which point the inequality in (10) becomes an equality. In our case, the E-
step solution corresponds to the MAP estimate of the source parameters 
whose analytic form is given by equation (4). Consequently, the E-step can 
be embedded in the M-step which then yields the Maximum Likelihood 
(ML) estimate of the hyperparameters by integrating p(YJ\A) over the pa-
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rameters using the current estimate of their conditional distribution. It can 
be shown that this solution is equivalent to the ReML estimate of A which 
accounts for the loss of degrees of freedom in the model incurred from si­
multaneously estimating/ [11]. 

Given the hierarchical model (7) and Gaussian assumptions, the nega­
tive free energy is 

F = -ilog\Cj-^JY-Kjyc:'(Y-Kr) 

- \tr{Cj/yK^C^''K} + ̂  log| Cj/y I +const (14) 

where the conditional covariance is 

The derivatives of F with respect to each hyperparameter can be calculated 
and the maximum found [3]. 

2.4 Bayesian model selection 

In [5], we introduced model selection based on the model evidence or 
marginal likelihood. A model M is defined by the set of variance compo­
nents {Qch'QjJ, the forward operator K and the corresponding cortical 
mesh defining the dipole positions and orientations. 

The log-evidence of M is defined by 

logp(Y IM) = \ogfp(YJ I M)p(J IM) (16) 

For a given mesh and forward solution, the log-evidence reduces to log 
p(Y\A) which corresponds to the objective function maximized by the 
ReML scheme. The higher the log-evidence, the better the model. Hence, 
given the same data, different models can be compared based on their log-
evidence. Furthermore, the ratio of two model evidence defines the Bayes 
factor, which can be interpreted as described in [12]. 
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Note that, contrary to the L-curve approach, the PEB approach maxi­
mizes the complete marginal likelihood which accounts for the accuracy as 
well as the complexity of the model. 

3. Application 

3.1 Previous studies 

In recent communications [4, 5], we showed, using either simulated EEG 
or MEG data, that the PEB approach is useful as: 

• the ReML solution was significantly better than a classic WMN 
solution under a single constraint; 

• the regularization (the influence of the prior terms) increased as 
the noise level increased; 

• invalid location priors did not significantly impair ReML per­
formance when valid location priors were also considered. 

• Bayesian model selection based on log-evidence indentified the 
optimal solution among those elicited with different prior sets. 

3.2 Evaluation on real MEG data 

We here further evaluate the PEB approach on a single subject MEG data-
set and illustrate the usefulness of Bayesian model selection, when consid­
ering two different mesh sizes and different sets of variance components at 
both levels. 

The subject made symmetry judgments on faces and scrambled faces 
(for a description of the paradigm, see [13]). The MEG data were acquired 
on a 151-channel CTF Omega system at the Wellcome Trust Laboratory 
for MEG Studies, Aston University, England. The epochs (67 face trials, 
collapsing across familiar and unfamiliar faces, and 84 scrambled trials) 
were baseline-corrected from -100ms to 0ms, low-pass filtered (cutoff at 
35Hz) and averaged over trials. The two types of event-related fields were 
substracted (faces - scrambled) to study the face-specific perception effect 
characterized by the Ml70 signal component occurring around 170ms after 
stimulation. A data window centred on the signal peak, from 165 to 210ms, 
was used. A Tl-weighted MRI was also obtained with a resolution of 
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Ixlxlmm"^. Head-shape was digitized with a 3-D Polhemus Isotrak and 
used to coregister the MRI with the MEG data. A segmented cortical 
mesh was created using Anatomist [14], with approximately 7200 dipoles 
oriented normal to the grey matter. Finally, a single-shell spherical head 
model was constructed using BrainStorm [15] to compute the forward op­
erator K. 

At the first (sensor) level, we considered three variance components. 
Qej was a simple identity matrix, modelling an independent and identically 
distributed noise over sensors. <2e,2 (resp. Qes) was determined empirically 
by anti-averaging the face (resp. scrambled) trials. 

At the second (source) level, we considered two different prior vari­
ance components, either separately or together. The first one was defined 
by Qji=DD^, where a spatial smoothness operator D was defined on the 
cortical mesh, using a Gaussian kernel with a standard deviation of 8 mil­
limetres. The second prior, Qj2, was an intrinsic functional prior based on 
Multivariate Source Prelocalization (MSP), previously used in [5]. Com­
paring the observed scalp topography with the dipole forward field, MSP 
provides an activation coefficient for each dipole of the model. This coef­
ficient can be used to both restrict the solution space to the dipoles that are 
more likely to be active, as well as to define a quantitative prior in terms of 
a variance component [16]. 

Here, we compared the ReML solutions obtained for different combi­
nations of the above variance components and when restricting the solu­
tion space to, either 1500 or 3000 sources, that were most active according 
to MSP. 

4. Results 

Table 1 shows the log-evidence for the different sets of variance compo­
nents and the two mesh sizes considered. 

Table 1. Log-evidence obtained for the different sets of variance components and 
the two sizes of solution space: 3000 (in bold) and 1500 dipoles 

Qe.l 

Qej, Qe.2 
and Qej 

Qu 
433.24 
409.7 

448.37 
436.14 

Qu 
415.31 
403.49 
446.95 
436.09 

Qu and Qu 
410.81 
388.39 
443.44 
358.53 
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Whatever the set of variance components, the results in table 1 indicate 
that models based on the 3000 dipole mesh yield the highest model evi­
dence. Furthermore, for this mesh size only, including the empirical esti­
mates of the two trial-type noise covariances yields a better model, for all 
sets of priors on the sources. Finally, the highest log-evidence obtains 
when accounting only for the spatial smoothness constraint while the low­
est one obtains when combining the smoothness and the intrinsic func­
tional priors. 

The best model is the one based on the 3000 dipole mesh and including 
the three variance components at the first level with a spatial smoothness 
prior at the second level. A probabilistic interpretation of Bayes factors, as 
explained in [12], further provides us with positive or even strong evi­
dences in favour of this model. 

Figure 1 shows the cortical activation map, estimated using the FEB 
approach with the selected model and its projection onto the subject's 
structural Magnetic Resonance Images (sMRI). The iterative computation 
required only a few seconds to converge, on a standard workstation. The 
cortical projection represents, for the most active regions, the absolute di­
pole amplitudes at signal peak normalized to the map maximum. 

The brain area showing the main difference in evoked power, between 
face and scrambled trials, was the right Inferior Occipital Gyrus (lOG) (see 
Fig. l.a). Weaker activations were also found in the horizontal segment of 
the right Superior Temporal Sulcus (STS) (see Fig l.b), the bilateral pre­
cuneus and the left calcarine sulcus (see Fig. l.c). The activation of these 
regions is consistent with the same comparison using fMRI data [13]. The 
activation of the ventral and lateral occipitotemporal regions is also consis­
tent with recent localisations of the M170 component [17,18]. 
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saggital view (a) 

right STS 

saggital view 

precuneus left caicarine sulcus 

coronal view 
(c) axial view 

0.4 

Fig. 1. PEB source localization obtained for the model with highest log-evidence: 
main active sources are shown using both the cortical mesh and projection onto 
subject's MRI. 

5. Conclusion 

The Parametric Empirical Bayesian approach to solve the MEG/EEG in-
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verse problem affords an extended framework for incorporating multiple 
priors upon the source spatial distribution. Priors are introduced in terms of 
variance components and their optimal contribution is derived from the 
data via ReML estimation of hyperparameters. The latter provides a grace­
ful generalization of the L-curve heuristic. The MAP estimate of the 
source amplitudes and ReML estimates of the hyperparameters are ob­
tained using an EM algorithm. The EM scheme is not computationally 
demanding since only low dimension matrices needs to be inverted (n x n 
matrices see equation 9). Finally, Bayesian model selection can proceed 
using model evidence. Such an approach is of particular interest in the con­
text of multimodal integration for neuroimaging data fusion. 

In previous studies, the PEB approach was extensively evaluated on 
EEG and MEG synthetic data. Here, we evaluated the ReML solution and 
Bayesian model selection on a single subject MEG dataset. We showed 
that model selection can adjudicate among different sets of priors. Criti­
cally, it can also be used to compare models in terms of dipole mesh size 
or variance components at the sensor level. 

We have recently extended this PEB approach to estimate the induced 
responses which, contrary to the evoked ones, are not phase-locked with 
the stimulus [19]. 
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Differential Contribution of Early Visual Areas to 
Perception of Contextual Effects: fMRI Studies 

Yoshimichi Ejima 

Kyoto Institute of Technology 

Chapter Overview. Perception of a visual target and the responses of cor­
tical neurons can be strongly influenced by the context surrounding the 
target. The specific layout of the surrounding features can produce a sup­
pressive or facilitatory effect. We investigated the contextual effects of 
metacontrast masking, chromatic induction, and amodal completion of 
contours of a partially occluded object on the brain activity in human early 
visual areas using functional magnetic resonance imaging (fMRI). Signal 
modulation corresponding to the perceptual effects of contextual stimuli 
was detected in the retinotopic areas, including VI, V2, and V3. Brain ac­
tivity in higher order visual areas showed more prominent specificity to 
stimulus attributes and contexts. Such a contextual effect is discussed in 
the light of different contextual modulation roles at different stages. 

Key Words. Contextual effect, visual cortex, fMRI, retinotopy, spatio-
temporal interaction. 

1. Introduction 

A fundamental question in visual perception is how the visual cortex inte­
grates information from local image features into global configurations and 
yields percepts such as contours, surfaces, visual shapes and objects. We 
do not perceive a collection of isolated visual features but structured en­
sembles, where the perception of the characteristics of the features depends 
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on the context in which it is presented. This perceptual organization and 
the contextual sensitivity of object perception have been difficult to recon­
cile with our current understanding of visual processing in the brain. Tradi­
tionally, the process of complex global shapes has been ascribed to higher-
order cortical areas in the hierarchically organized visual system [1, 2]. 
However, recently, a growing body of evidence suggests that early visual 
areas (e.g., VI, V2) may respond to global, rather than simple local, fea­
tures and that the primary visual cortex (VI) may play an important role 
[3]. It was found that stimuli outside what is called the classical receptive 
field (CRF) of a visual neuron in VI could influence the magnitude of the 
excitatory response to an appropriate stimulus presented inside the CRF: 
maximal modulations of facilitator interactions are generally observed 
when center and surround stimuli are iso-oriented, co-aligned and the same 
spatial frequency. A simple, conceptual model of how the observed pattern 
of contextual modulations might form the neural basis of contour integra­
tion and surface segmentation has been proposed [4]. The contextual 
modulation may be of fundamental importance in understanding visual 
processing in the brain. 

In human vision, the contextual effect manifests itself in various per­
ceptual phenomena, where a context is defined by the spatio-temporal con­
figuration of perceptual attributes such as orientation, luminance and color 
contrast, spatial frequency, geometric elements and so on. Whether the 
perceptually observed contextual effects are correlated to the contextual 
modulatory activity in the early visual cortex is an open question. Here, 
brain activities during the perception of three types of perceptual phenom­
ena, meta-contrast, chromatic induction and amodal completion were 
measured to elucidate the role of early visual areas in the integration of lo­
cal features into global shapes, by functional magnetic resonance imaging 
(fMRI). FMRI allows simultaneous measurement of responses to the same 
stimulus set from multiple visual areas that is not possible with standard 
recording techniques. We performed fMRI studies in the human visual cor­
tex, where recent fMRI studies provided evidence for functional topology 
of striate and extrastriate visual areas [5]. The correlation between the 
fMRI signal and the underlying neural responses [6] emphasizes the im­
portance of fMRI studies for bridging the gap between the neurophysi-
ological findings in monkeys and those reported in combined psycho­
physical and imaging investigations with humans. FMRI can reveal the 
overall activity patterns seen in large neuron populations, while still allow­
ing different visual areas to be studied separately. 
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2. Experimental Protocol 

The primate visual cortex contains multiple topographic maps of the visual 
hemifield, known as retinotopy. Roughly speaking, the angular positions in 
the visual field are represented along the posterior-anterior dimension on 
the cortical surface, and the eccentricity in the visual field is represented 
along the lateral-medial dimension on the cortical surface, as shown in 
Fig.la [7]. In an fMRI study, we can determine the retinotpic areas in the 
human visual cortex using phase encoding stimuli [5, 8]: an expanding 
checkered ring was used to map eccentricity in the visual field, and a rotat­
ing checkered wedge was used to map the angular positions in the visual 
field. Functional homology between the human and the macaque visual 
cortices has provided an important cue to functional subdivisions of the 
human visual cortex [9,10]. 

Retinotopy in the visual cortex enables us to measure spatial interac­
tion revealed by brain activity during the perception of contextual effect. 
To this end, the experimental design and the analysis of fMRI data con­
sisted of two stages, shown in Fig. lb: one was the localization of a target 
sub area within individual retinotopic areas on the cortical surface; the 
other was the measurement of the modulatory activity in the target sub 
area induced by a contextual stimulus. When a target stimulus was alter­
nated by a uniform stimulus in a block design paradigm, a cortical region 
representing the target stimulus was identified. The shape and the position 
of the target stimulus were designed by taking into account the retinotopy. 
This target region was the ROI (region of interest). Using localizers and 
retinotopic mapping stimuli we were able to subdivide each early visual 
area into regions corresponding to the target and surrounding features. To 
measure contextual modulation activity, a block design paradigm, in which 
the target stimulus was continuously presented and the surrounding stimu­
lus was alternated between what produced a perceptual contextual effect 
and what did not produce it, was used. In each ROI we investigated the 
hemodynamic responses and compared responses between with and with­
out the contextual effect. 
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3. Contextual Modulation of Brain Activity 

3.1 Metacontrast masking 

Metacontrast masking is a type of backward masking that occurs when a 
target is followed by a non-overlapping mask which shares a contour. The 
visibility of a target stimulus can be strongly reduced when it is followed 
in time by a spatially non-overlapping mask stimulus. Visual masking has 
been, and continues to be, a powerful psychophysical tool for investigating 
the properties of spatial-processing mechanisms. A clear understanding of 
the underlying mechanisms by which such a masking effect can occur is 
required for the informed use of masking as a methodological tool to in­
vestigate the temporal sequencing and various levels of information in the 
visual system. 

We investigated the responses of human visual cortex to metacontrast 
stimuli. Perceptually, metacontrast masking strongly depends on the color 
of the stimuli: the perceptual visibility of the target stimulus was much 
more reduced (masking effect) when the same color is used for a target and 
a mask stimulus than when different colors were used for a target and a 
mask stimulus. By alternating between the same color and different color 
conditions, the modulation effect of metacontast was measured in human 
visual cortical areas. Retinotopically mapped visual areas showed re­
sponses that varied in a qualitatively similar way to the perceptually ob­
served metacontrast masking. Whereas brain activity increased while the 
subject perceived the target (the different color condition), it decreased 
while the visibility of a target stimulus was strongly reduced by the mask 
stimulus (the same color condition). Although there were individual differ­
ences, the group analysis showed that the brain activations in VI, V2 and 
V3 were modulated by the masking stimulus. The magnitude of signal 
modulation in V2 and V3 was larger than that in VI. This indicates that the 
response corresponding to the masking effect may be more robust in V2 
and V3 than VI. The visual cortical areas higher than V3 also showed con­
textual modulation of the fMRI signal elicited by masking. 

Psychophysical models of the metacontrast masking assume that the 
after-coming mask acts to erase visual information or to interrupt its fur­
ther processing. The present results indicate that the reduction in brain ac­
tivity in early visual areas elicited by the masking stimulus may be a neural 
correlate to erasure or interruption. It has been considered that higher level 
cognitive processes can modulate backward masking. For instance, the 
magnitude of backward masking is affected by perceptual grouping and 
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segmentation and by the development of selective visual attention. The 
present finding suggests that the brain activities of early visual areas are 
profoundly influenced by the masking effect and that these influences may 
be of fundamental importance in understanding perceptual grouping and 
segmentation. Backward masking has been used to study certain clinical 
anomalies related to vision and brain function, such as amblyopia, closed 
head injury, developmental dyslexia, mania, and schizophrenia. Furthering 
our understanding of backward visual masking may, therefore, provide 
better clinical markers for these clinical conditions [11, 12]. 

3.2 Chromatic induction 

When humans perceive the color of a region, their perception is influenced 
not only by the local distribution of wavelengths from the region, but also 
by longer distance color brightness contrast effects at the boundary of the 
region. When two circles have identical wavelength distributions, but the 
adjacent surrounding regions are different colors, the circles appear differ­
ent in color, demonstrating that a region's color appearance is influenced 
by the surrounding color. The perception of the hue in a region in the vis­
ual field can be derived from color-opponent mechanisms like those ob­
served in the LGN and VI that respond to local color contrast [13]. How­
ever, the chromatic induction effect requires further cortical spatial 
processing. It requires neuronal elements that respond preferentially to 
color boundaries and that send this signal around the cortex to propagate 
the boundary's effect into perceived regions. It is unclear how the early 
visual cortex contributes to the color boundary effect and its propagation. 

We investigated brain activities of the visual areas in the human vis­
ual cortex to following chromatic induction stimuli, by alternating the con­
dition: where different hues were adjacent (chromatic induction) and 
where the same hue with different saturations was adjacent (no induction). 
In order to examine the color boundary effect and propagation processing, 
a gap between two color regions was manipulated. Visual areas showed 
modulatory activation depending on the surrounding color: the activation 
of visual areas increased when different hues were adjacent and the chro­
matic induction occurred, whereas it decreased when the same hue with 
different saturations was adjacent. The dependence of the brain activation 
on the spatial property of the stimuli (gap) varied among visual cortical ar­
eas. The brain activations in VI, V2 and V3 were strongly influenced by 
the gap between two color regions: a significant activation was observed 
for the stimulus in which the two color regions were adjacent without a 
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gap, but it reduced when a gap was introduced between the two color re­
gions. On the other hand, the brain activation in V4v was not sensitive to 
the spatial property of the boundary: significant activation was observed 
after introducing a gap between the test and inducing stimuli. 

The present result provides evidence regarding the existence of at 
least two different spatial processing stages in the chromatic induction ef­
fect. One is the processing of local color boundaries, which may be 
achieved by the color opponent mechanisms in early visual areas that re­
spond preferentially to color boundaries. The other is additional neuronal 
elements at a higher level (V4) that send the signal of color boundaries 
around the cortex to propagate the boundary's effect to perceived regions. 
We propose that these different color mechanisms may contribute sepa­
rately to perception of color boundaries and colored regions. 

3.3 Contour interpolation 

Human observers can perceive a shape partially specified by image con­
tours by overcoming the fragmentation of the optic input. There are three 
types of perceptual integration of optic fragments: 1) virtual lines per­
ceived as the most natural chaining of dots or oriented elements; 2) amodal 
contours of partially occluded shapes, typically defined by T-junction 
stems; 3) modal contours perceived as illusory contours for Kaniza's fig­
ures. In virtual grouping, implicit lines are perceived as connecting sepa­
rate elements. In amodal completion, image-specified contours continue 
behind occluders along trajectories that bind a partially occluded surface. 
Modal completions are characterized by the visibility of illusory contours 
that bind a perceptually integrated surface. Concerning the modal (illu­
sory) contours, neurophysiological experiments in cats and monkeys sug­
gest that neurons in at least two visual areas, VI and V2, carry signals re­
lated to illusory contours and that signals in V2 are more robust than in 
VI, whereas functional magnetic resonance image experiments on the hu­
man visual cortex suggest that illusory contours are processed throughout 
the visual pathway, but that signals are strongest in higher-order areas, 
V3A, V7, V4v and V8 [14, 15]. It is of interest to compare the cortical cir­
cuits activated by shapes defined by amodal contours and by real contours. 
For this reason, we collected functional magnetic resonance images of the 
human visual cortex during the perception of amodal and real contours. 

Perceptually, amodal completion is yielded by various cues. We dis­
tinguished two types of cues. With an implicit cue of occlusion, amodal 
completions were supported by the segregation of T-junction stems from 
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T-junction tops: paired stems became the visible portions of the partially 
occluded contour, whereas tops belonged to the contour of the occluding 
surface. With an explicit cue of occlusion, the stimulus further contained a 
global context of occlusion presented by a moving stimulus. With the im­
plicit cue of occlusion, the contextual modulation effect of amodal comple­
tion was not observed in early visual areas of VI, V2 and V3. On the other 
hand, with the explicit cue of occlusion, significant contextual modulation 
effect was observed in VI, V2 and V3: the brain activation in the target 
area increased while the subject perceived the amodal contours, but no 
significant activation was observed when the subject did not perceive 
amodal contours. The present result suggests that neurons in early visual 
areas, VI, V2 and V3, carry signals related to the completion of amodal 
contours based on the dynamic and global context. Higher order visual ar­
eas, V4d (V3B) or LOC, showed robust activity while perceiving amodal 
completion. This suggests that the activation of higher order visual areas 
may be responsible for the modulation of brain activity in the early visual 
areas. 

The present results have demonstrated that the global and dynamic 
context provided by stimulus sequence-depicting dynamic changes in a 
stimulus configuration, rather than the local context of the T-junction, af­
fects the brain activity in early visual cortical areas. Most visual interpola­
tion models adopt a two-stage approach [16], which states that the decision 
to interpolate is taken at the end of the first stage in which the input is ana­
lyzed to evaluate its compatibility with geometric constraints: if the input 
is geometrically compatible, optic fragments are fed to a shape integrator 
that generates the interpolated trajectory in the second stage. Other models 
[17] adopt a dynamic approach, which states that optic fragments represent 
the stimulus conditions for a completion process whose final state can 
achieve a variable degree of stability: both salience and compatibility de­
rive from the dynamic constraints of the interpolation process. Our results 
are consistent with the dynamic approach and with the idea that visual in­
terpolation reflects organization according to the global and dynamic con­
text, which strongly influences brain activity in early visual areas. 

4. Conclusion 

The early visual system is a significant part of vision proper, although 
many processes other than those of early vision enter into the construction 
of visual representations of the perceived world. I have demonstrated that 
the early visual system carries out complex computations, showing evi-
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dence for the contextual modulation in early visual areas in the human 
brain. With the advent of brain imaging techniques, the neuroanatomical 
locus of early vision in the human brain has been charted with precision 
and its functional properties have been articulated in detail over the years. I 
suggest that many contextual effects in vision may come about after the 
processing of the early visual areas. Contextual modulators act as a kind of 
gain control that affects the salience of features detected at each level of 
the hierarchy: dynamic grouping combines the contrasts in each of the 
separate feature dimensions into a single, generalized contour-boundary 
map. 
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Brain-machine Interface to Detect Real Dynamics 
of Neuronal Assemblies in the Working Brain 
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Chapter Overview. In awaking and working brains, it is still not clear 
how dynamic the neuronal activity and their functional connectivity are 
and how high potentials for learning they have. Our research project will 
detect actual features of the dynamics and learning potentials of the work­
ing brains by constructing and applying a high-performance brain-machine 
interface (BMI). With the BMI system, neuronal activities of animals 
learning behavioral tasks directly control machine-outputs instead of ani­
mal's body-outputs and learn to perform behavioral tasks correctly. The 
keys to construct such a successful BMI are training animals in appropriate 
behavioral tasks, recording multi-neuronal activities from the behaving 
animals for long periods, and decoding neuronal code representing valid 
information in the working brain. The neuronal code might be expressed in 
synchronized activity among neighboring neurons which could consist a 
cell assembly. We, therefore, have developed a method to detect precise 
sub-millisecond activity interactions among closely neighboring neurons in 
the brains of behaving animals. The system uses a combination of inde­
pendent component analysis (ICA) and newly developed multi-electrodes. 

Key Words. Brain-machine interface, behavioral task, synchronized cor­
relation, cell assembly. Independent component analysis. 



408 Y. Sakurai 

1. Introduction 

This paper exemplifies a research area dedicated to connect brain activity 
directly with computer-based devices. It is called brain-machine interface 
(BMI). For millions of individuals who have lost to disease or trauma an 
ability to control their limbs, this provocative new paradigm of a direct 
link between brains and computers attempts to reestablish the ability and 
so to interact autonomously with their environments. Therefore biomedical 
engineering has a central role to play in this exciting new area [1]. In the 
last decade, however, advances in extracellular and multi-neuronal re­
cording techniques enable us to use BMI not only to aid injured motor sys­
tems but to investigate neuronal information process and plasticity in the 
normal and working brain. The advance introduces new methods for re­
cording and analyzing large-scale brain activity in behaving animals and 
new signal processing algorithms. These methods with sophisticated sen­
sors and robotics have the potential to coalesce into a new technology de­
voted to creating reliable and accurate BMI and could show us real dynam­
ics and learning ability of the brain detected with the BMI. In other words, 
the bottlenecks in this endeavor are not only in the computer technology 
side but in systems neuroscience field, which is studying how to best re­
cord and analyze information in neuronal activity to be sent to computer 
based information systems. The keys to the success are appropriate behav­
ioral tasks for animals, multi-neuronal recording, spike-sorting and analy­
sis, and neuronal modeling to detect neuronal codes of information in the 
working brain. 

2. Behavioral Task 

What behavioral tasks we should use depends on aims and recording areas 
of the BMI study. BMIs to control the intention of arm movement record 
neuronal firing in pre and motor cortex and often employ target-hitting 
tasks to move robotic devices. However, BMIs to detect cognitive and 
learning-related signals in the brain should employ cognitive behavioral 
tasks [2,3]. Fig.l illustrates an example, i.e., a conditional discrimination 
task we are using. Our behavioral study shows that the task has some ad­
vantages to detect learning-related neuronal signals and construct BMI 
which learns the task with the rat. 
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Microdrive and cable to record 
multi-neuronal activity 

Holes for discrimination Hole to start trial 

Fig.l. A rat performing the conditional discrimination task.Nose poke to the hole 
on the right wall start a trial and present high or low tones. The high tone and low 
tone require the rat to make a nose poke to the right-side hole and left-side hole 
on the left wall respectively. A microdrive to record multi-neuronal activity is 
mounted on the head and connected to the cable. 

3. Multi-neuronal Recording 

BMI needs long-term chronically implantation of microelectrode arrays in 
targeted brain areas of animals. Though recent results from several re­
search groups raise the optimistic perspective that BMIs for humans will 
be feasible in the near future, the technical difficulties still lie in better 
electrodes, ultra low power electronics for amplification and signal proc­
essing algorithms for detection and coding in order to reduce the band­
width of the raw signal, and enable low power transcutaneous transmission 
of the information to receivers installed in external robotic devices [1]. Fig. 
2 is one of our standard microdrives with an array of 6 tetrode electrodes. 
This enables long-term and stable recording of multi-neuronal activity 
from behaving rats [4,5,6] and monkeys [7]. 
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Array of tetrode 
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Skul surface 

Brain 

Fig. 2. A microdrive with an array of tetrode electrodes. 

4. Spike-sorting and Analysis 

Simultaneous and real-time multi-site recording of multi-neuronal activity 
plays an important role in the BMI. However, current major systems for 
BMI can only record summated activity of many neurons and cannot pre­
cisely isolate activities of individual neurons, especially when they fire si­
multaneously. Consequently they cannot use neuronal information re­
vealed by interactions among the individual neurons, though one of the 
most fundamental functioning of the brain involves highly dynamic inter­
actions among many neurons. Our former method with independent com­
ponent analysis (ICA) [8,9] has solved this problem of spike-sorting, but a 
few problems have remained: the computational load is heavy, the method 
can be used only for off-line, not real-time, processing, and the electrode-
neuron drift problem remains unsolved. Our recently-developed method 
[10] solves all these problems and construct a novel system consisting of 
automatic and real-time spike sorting with ICA in combination with a 
newly developed multi-electrode. The system has the potential to answer 
how sub-millisecond interactions among closely neighboring neurons act 
in information processing in freely behaving animals and therefore can be 
used to give the additional and useful neural information to the BMI. 
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5. Neuronal Modeling 

Recent system neuroscience studies have suggested that the most essential 
feature of the brain is highly dynamic and distributed information process­
ing by activity of functional neuron groups. D.O.Hebb called such a func­
tional neuron group "cell assembly" and some recent electrophysiological 
experiments and theoretical consideration have indicated that cell assem­
blies surely represent information in the working brain [11,12]. Therefore 
highly adequate neuronal models involving cell assembly model should be 
investigated and used to construct high-performance BMI. 
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Chapter Overview. Unilateral neglect is defined as the patient's failure to 
report, respond to, or orient toward novel and/or meaningful stimuli pre­
sented to the side opposite to the brain lesion [1-3]. This syndrome is fre­
quently consecutive to the damage of the right brain hemisphere. It often is 
in association with contralesional hemiplegia, hemianesthesia and he-
mianopia. Several types of motor deficits have been described in unilateral 
neglect, ranging from motor neglect or extinction to perturbations of inten­
tional aspects of action. 

Key Word. Prism adaptation. Unilateral Neglect, neuropsychological 
therapy, rehabilitation 

1. Ecological Significance of Unilateral Neglect 

The presence of unilateral neglect worsen the severity of associated motor 
or sensory deficit inducing many functionally debilitating effects on eve­
ryday life, and responsible for poor functional recovery and ability to 
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benefit from treatment [4-6]. For example, neglect patients can forget to 
read the left part of a journal or a book; omit to eat the left half of a plate 
or forget to sheave the left hemi-face. Everyday activities are frequently 
perturbed in neglect patients and can be investigated by both self-rating 
and third-person rating (Bergero scale; [7]). As typical action deficit they 
may distribute fruits on the only right side of an apple tart (ex: [8, 9], ex­
hibit difficulties in finding their room when on the left side of the corridor 
and in driving a wheel-chair [9], show a biased postural balance [10], slow 
down actions directed to their left or hit left-sided obstacles. 

The history of neglect modulation by a specific intervention started 
with Diller and Weinberg [11] 25 years ago. It was the study by Rubens 
[12] that renewed interest in rehabilitation methods for unilateral neglect 
and a renewal of both theoretical questions and experimental approaches. 
The experimental neuropsychology approach to unilateral neglect brought 
in clearer constraints for the precise quantification of the patients' per­
formance and stimulated interest in focal or partial aspects of this syn­
drome. At this stage local interventions with the patients were shown to al­
leviate most of the symptoms of unilateral neglect (review in [13]). More 
recently the idea that specific learning could improve patients has come 
back and incorporated the physiological aspects of the sensory stimulation 
[14]. 

2. Top-down vs Bottom-up Approach 

Many attempts have been made in the last 20 years to rehabilitate neglect. 
Different approaches have been proposed relying mainly on passive 
physiological stimulations or active training (see review in: [15]). The 
main goal of these methods is to favor the re-orientation of the motor be­
havior toward the neglect side and the first difficulty to obtain a generali­
zation of effects at a functional level. 

The various manifestations of unilateral neglect share one major fea­
ture: patients remain unaware of the deficit they exhibit or at least fail to 
fully consciously attend to these deficits. This deficit in awareness is dra­
matically expressed in anosognosia and hemiasomatognosia [16]. It is 
therefore astonishing that the first methods proposed for the rehabilitation 
of neglect were mainly based on a voluntary orientation of attention to the 
left. This paradox was already underlined by Diller and Weinberg them­
selves: "The first step in the treatment of hemi-inattention is to make the 
patient aware of the problem. This is particularly difficult in hemi-
inattention since this failure in awareness appears to be at the heart of the 
patient's difficulty" ([11], p.67). It may indeed appear paradoxical to base 
a rehabilitation procedure on awareness and intention in patients with a 
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deficit in consciousness. How can a sustained overt orienting to the left be 
obtained from individuals whose pathology is exactly to remain unable to 
attend to the left? These techniques have produced significant results but 
are clearly exposed to several limitations. For example, rehabilitated pa­
tients may typically produce nearly-perfect performance on classical tests 
performed during a testing session and then hit the door when walking out 
of the room, i.e. their voluntary monitoring of attention is restricted to a 
specific context and does not apply as soon as more automatic control is 
required. Harvey and Milner [17] have also shown that the training of vis­
ual scanning in unilateral neglect may improve line bisection, which re­
quires a sustained voluntary orienting of attention, but not other tasks. To 
act on higher level cognition in such a way as to bypass the impaired con­
scious awareness and intention, one should, at least in principle, find an­
other entry route to space representation systems. The transformational 
theory proposed by Jeannerod and Biguer [18] proposed that it is the trans­
formation of the sensory input into the motor output is impaired in unilat­
eral neglect. Such theoretical position thus proposes an alternative view to 
the classical top-down approach to neglect rehabilitation; peripheral sen­
sory stimulations can be viewed as bottom-up tools to act on higher-level 
spatial cognition. 

Different manifestations of neglect may be alleviated by sensory 
stimulation (vestibular, optokinetic, transcutaneous electrical, transcutane­
ous mechanical vibration, auditory). The first improvement of visual ne­
glect was reported by Silberpfenning [19] after a caloric vestibular 
stimulation applied to 2 patients who suffered from a cerebral tumor. The 
stimulation led to a reduction of head and eye deviation and reduction of 
neglect dyslexia. These preliminary cases were confirmed later by Rubens 
[12] who showed in 18 right brain-damaged patients with neglect that a 
left cold caloric stimulation might improve left visual neglect although a 
right stimulation might worsen the deficit. These exciting results had 
shown that a cognitive deficit related to damage of the right hemisphere 
might be positively influenced by a physiological stimulation (for a review 
of the effects of vestibular stimulation, (see [15]). They were followed by 
numerous studies assessing the effects of other kinds of stimulation and the 
nature of the improved symptoms. Following the study by Rubens [12] and 
the striking results obtained with caloric stimulation, many studies have 
replicated this result and extended its conclusions. Then several other types 
of sensory stimulation were proposed and tested in patients. Many mani­
festations of neglect have been shown to be alleviated by sensory stimula­
tion (vestibular, optokinetic, transcutaneous electrical, transcutaneous me­
chanical vibration, auditory) (detailed reviews in [13-15]). The 
improvement has been mainly reported for extra personal neglect (classical 
neuropsychological testing), but many other aspects have been investi-
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gated: personal neglect, sensory and motor deficits of left hemi-body asso­
ciated to neglect or extinction. Even productive manifestations of unilat­
eral neglect, such as anosognosia or somatoparaphrenia, may be also re­
duced through sensory stimulation [20]. A transient improvement of force 
has been also observed in right brain damaged patients with unilateral ne­
glect and hemiparesis [21]. Positive effects were also reported on postural 
instability in right brain damaged patients with neglect [10]. The second 
characteristic of effects reported through stimulation is their abrupt onset. 
In all studies the improvement was observed during, or immediately fol­
lowing the stimulation. Unfortunately however, a single application of 
these techniques produces positive effects lasting for only up to about 10-
15 minutes, and then they vanish within minutes. 

Another bottom-up approach that may produce more sustained ef­
fects is to produce sensory adaptations, which leaves traces in the brain af­
ter the sensory manipulation is stopped. One interesting aspect of sensori­
motor relationships is that they are highly susceptible to adaptive processes. 
Simple reaching behaviour can be adapted to dramatic changes of the rela­
tionship between the body and its environment. One very interesting corre­
spondence between prism adaptation and spatial neglect is that prism adap­
tation can produce a shift in manual straight-ahead pointing in a direction 
opposite to the visual shift, just as has been described in some patients 
with spatial neglect [22]. If a normal individual is exposed to right deviat­
ing prisms, he will exhibit a leftward deviation of his straight-ahead point­
ing, and the opposite is true for left-deviating prisms. When neglect pa­
tients were adapted to rightward visual shift produced by wedge prisms 
their straight ahead pointing was also shifted to the left [23, 24]. Further 
investigations have shown that many aspects of unilateral neglect could be 
improved by a short session of prism adaptation (see Fig 1, reviews: [9, 
15]. Classical neuropsychological tests of visuo-motor [23-26] or visuo-
verbal [24, 25] neglect were improved for at least 24h following a single 
adaptation session. 

If one considers that both strategic and adaptive components of 
prism adaptation have been described ( e.g. [27]), then one may question 
the idea that prism adaptation can be regarded as a pure bottom-up ap­
proach. However an interesting observation allows reinforcing this idea: 
none of the neglect patients we have examined so far (even when tested up 
to 28 years after the stroke) could notice anything special with the prism 
goggles (Rossetti et al. in preparation). This observation strikingly con­
trasts with the obvious surprise expressed by healthy subjects and by part­
ners of neglect patients and thus strongly supports the idea that, unlike in 
normal, prism adaptation in unilateral patients can be considered as involv­
ing only sensori-motor adaptation processes. 
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3. Generalisation of Therapeutic Gains 

It would seem logical that the effects of prism adaptation should be re­
stricted to, or best for, visuo-motor tasks, because they have more common 
features with the visuo-manual adaptation procedure. In the original study, 
we observed that the best improvement was observed for the Schenken-
berg bisection test (6/6 patients markedly improved) whereas the weakest 
improvement was obtained for text reading (2/6 patients markedly im­
proved). Therefore many other tests of neglect were investigated (review: 
[9,15]). 

Rode et al. [28, 29] explored the effect of prism adaptation on visual 
imagery and found a clear-cut improvement in two patients who could ini­
tially not evoke cities on the western half of an internally generated map of 
France. This result strongly suggested that the after-effects of visuo-
manual adaptation can no longer be considered to be restricted to visual 
and motor parameters [8]. Fame et al. [25] compared visuo-motor tasks 
(including line and bell cancellation tests, and two sub-tests taken from the 
Behavioural Inattention Test (B.I.T) battery, namely letter cancellation and 
line bisection.) with visuo-verbal tasks (the visual scanning test, also taken 
from the B.I.T., requiring a verbal description of the objects depicted on a 
coloured picture; an object-naming task with 30 Snodgrass pictures of fa­
miliar objects intermingled with geometric shapes as distracters; word and 
non-word reading), in six patients. They observed that the two groups of 
tasks followed a strictly parallel improvement, which lasted for at least 24 
hours. 

The fact that other sensory modalities can be improved (haptic circle 
centring [26], dichotic listening [30], haptic object recognition [31] tactile 
extinction [32]) and that several non-manual tasks (postural control, 
wheel-chair driving, imagery, verbal reports) were also improved demon­
strate that the effects of prism adaptation are not restricted to visuo-manual 
parameters as they are known to be in normal subjects. Recently Ber-
berovic and Mattingley [33] have shown that even a non-spatial and non-
manual aspect of neglect could be improved, namely temporal order 
judgement. These results strongly suggest that adaptation to wedge prisms 
somehow affects the very core of unilateral neglect. 

Recently, Zorzi et al. [34] described a new feature of unilateral ne­
glect. They used a simple test of mental number bisection, where patients 
where requested to report where they saw the middle between two num­
bers (e.g., between 1 and 19). They found that unlike control patients ne­
glect patients exhibited a bias towards larger number, as if their mental 
representation of the mental number line was distorted as is classically de­
scribed for line bisection. We have therefore investigated the effects of 
prism adaptation on this mental task without explicit spatial component. In 
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patients who bisected lines to the left and numbers to the right, we found 
that prism adaptation strongly improved the bisecting bias [35]. 

More specifically in the motor domain, the visuo-manual plasticity 
triggered by the visual shift produced effects on non-trained tasks (most of 
the tests used differed from the pointing task performed during prism ex­
posure) as well as on non-manual tasks (postural control [36], wheel-chair 
driving [9]). In addition the intentional component of neglect, assessed by 
a task where the patients had to reach for a central ball and then to throw it 
to the left or right side, can also be altered by adaptation [9]. In an experi­
mental condition aimed at investigating the effect of prism on the inten­
tional control of action, patients where asked to grasp a centrally presented 
ball and then to through it to the left or to the right. The kinematic analysis 
of the reach-to-grasp movement shows that neglect patients are overall 
slowed down when the secondary movement is directed to the left [37, 38]. 
After a short prism adaptation session, this asymmetry was modified for 
several movement parameters (reaction time, movement time, peak veloc­
ity, time to peak velocity) (see [9]). The pattern of result observed imme­
diately after prism adaptation even showed the reverse pattern: reach 
movements were slower when the ball had to be sent to the right. This re­
sult demonstrates that the intentional control of action can be modified by 
prism adaptation. 

Still at a motor level, there are several qualitative observations that 
prism adaptation can improve the motor behaviour of patients in everyday 
life [26]. Quantification of everyday life activity does also show that pa­
tients can be improved up to one year [39]. 

One of the crucial questions raised by the observation of a strong and 
sustained improvement of hemispatial neglect by a single short adaptation 
session is whether this plastic effect is restricted to the acute phase of the 
deficit. In our original study patients were tested between 3 weeks and 14 
months post-stroke [24]. We have now collected data on a group of pa­
tients who were exposed to the adaptation procedure between five and 
twenty eight years post-stroke and amazingly found the same amount of 
improvement. 

Retention over time is the second main important characteristics of a 
rehabilitation method. The effects of a single session last much longer for 
prism adaptation (at least 2h) than for other sensory stimulations (about 15 
minutes). A group of patients showed a maintained improvement 24h after 
the training session [25], whereas individual cases may exhibit long lasting 
amelioration of neglect (e.g. [23, 26]). 

Repetitive stimulation by sensory stimulation has been tested only 
recently. Frassinetti et al. [40] (2002) reported that a group of patients who 
benefited from two prism adaptation sessions daily over 2 weeks (a total of 
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10 sessions) exhibited an improvement over 5 weeks after the end of the 
treatment. Schindler et al. [41, 42] also explored the effects of repetitive 
neck vibration and found a sustained improvement following an intensive 
daily programme. Obviously such studies should be undertaken to deter­
mine the optimal training frequency and duration as well as the optimal 
combination of techniques that can used routinely for rehabilitation. 

Copy of a drawing before and after prism adaptation 
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Fig.l. copy of Gainotti's drawing [43] before and after prism adaptation in two 
neglect patients (M.C. an A.G.). Before prism adaptation, only the right part of the 
drawing was copied whereas after prism adaptation more items on the left were 
copied. 
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Somatosensory Processing in the Postcentral, 
Intraparietal and Parietal Opercular Cortical 
Regions 

Yoshiaki Iwamura 

Department of Sensory Science, Kawasaki University of Medical Wel­
fare, Okayama, Japan 

Chapter Overview. Single neuronal recordings in the first somatosen­
sory cortex of the monkey have shown the presence of systematic hierar­
chical processing along the rostrocaudal axis of the postcentral gyrus. 
Neuronal activity to code types of hand manipulation or features of tactile 
objects were found in the caudal part of the gyrus, indicating that the 
postcentral hand region is organized to process tactile and kinesthetic in­
formation for active touch. The hierarchical scheme led us to find neurons 
representing bilateral sides of the body in the postcentral-intraparietal re­
gion. Certain bilateral neurons could contribute to inter-manual transfer 
of tactile information. Other bilateral neurons appeared to represent bilat­
eral body surfaces or limb positions. Still other bilateral neurons could 
represent the peripersonal space since they responded to the visual stimuli 
presented in the space over the somatosensory receptive field. We further 
studied neuronal receptive field properties in the parietal opercular region 
and confirmed that in the second somatosensory cortex (SII) neurons with 
larger and converging receptive fields covering remote and discontinuous 
body parts were common and consequently SII was organized much less 
somatotopically. Functional roles of the postcentral, intraparietal and SII 
regions in the somatosensory processing were discussed in the light of 
these single neuronal receptive field studies and recent brain imaging 
studies in humans. 
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1. Introduction 

It has been established that somatosensory information is processed in se­
rial and parallel manner in rather wide cortical regions, the postcentral, 
the intraparietal and the parietal opercular regions. I review what infor­
mation is processed in each area, how these areas are interrelated and 
functionally differentiated, based on our own single neuronal recording 
studies in wake monkeys and on more recent human brain imaging stud­
ies. 

2. Hierarchical Processing in the Postcentral Gyrus 

2.1 Monkey studies 

In monkey SI, size and complexity of receptive fields (RFs) increase with 
caudal progression from area 1 [1, 2] (Fig.l). Representations of different 
digits are somatotopic in area 3, overlap to some extent in area 1 and 
more extensively in area 2 [3] (Fig.2). Furthermore, neurons responding 
to the proximal skin or joint stimulation were found in the caudal part of 
the digit region [2]. Thus, information coming from digits, the wrist, the 
forearm and the elbow converge in the caudal part of the digit region. The 
increase in the complexity of RF properties was attributed to the conver­
gence of multiple inputs onto single neurons via cortico-cortical connec­
tions and some additional thalamic projections to the caudal parts. 

Complex types of neuronal responses were found in areas 1 and 2. 
There were unique neurons with selectivity to specific features of tactile 
objects such as shapes or texture in the caudal part of the gyrus [4,5]. 
Some neurons did not respond, or responded poorly to passive stimuli, 
but were activated better or solely by the monkey's active hand move­
ments including reaching [6]. These results indicated that the postcentral 
hand region is organized to process tactile and kinesthetic information for 
active touch. In fact the monkey's manipulation performance was dis­
turbed when small amount of muscimol was injected into the hand region 
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[7]. Presence of neurons responding to the proximal forelimb stimulation 
in the digit region is justified because they are necessary to be integrated 
with those from the hand in active hand use, as the proximal and distal 
forelimb structures move together and are stimulated together. Increase in 
the RF complexity toward the caudal part of the gyrus was seen also in 
the proximal arm /trunk region [8] or leg/foot region [9]. 

Receptive field convergence (distal neurons only) 
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Fig.l. Increase in the RF convergence toward the caudal part of the postcentral 
gyrus (adapted from [2], with permission). 
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Fig.2. Convergence of digit representation in the caudal part of the postcentral 
region. The abscissa: the anterior-posterior; the ordinate: the medio-lateral di­
rection. Large open circles, units with RFs on either 2"̂  or 4̂ ^ digit; solid cir­
cles, units whose RFs involve two or three digits including either the T'^ or 4̂*̂  
digit; stars, units whose RFs involve three or more digits including both the 
T^ and 4̂*" digits; small open circles, all other units recorded in the two hemi­
spheres of one monkey (adapted from [3], with permission). 

Response latency of neurons to vibration stimulus was longer in 
area 2 than in area 3 or 1 [10]. Dipoles to generate P7, PIO, NIO, P12, 
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and P18 in somatosensory evoked potentials (SEP) to median nerve 
stimulation in anesthetized monkeys were located in the thalamus, area 3, 
areas 1 and 2 and area 5 respectively [11]. 

2.2 Human studies 

Digit representations examined by fMRI were somatotopic in area 3b but 
in areas 1 and 2 there were multiple foci and a considerable overlap of 
different digit representation [12, 13]. The absence of the digit soma-
totopy in area 2 was pointed out [14]. Digit maps were larger in area 1 
than area 3b [15]. 

Systematic increase in the latency of evoked magnetic potentials 
along the rostrocaudal axis of the postcentral gyrus was reported recently 
[16]. 

In PET studies, moving stimuli over the volar surface of fingers ac­
tivated more strongly area 1 and possibly area 2 than area 3b [17]. Area 2 
was activated with preference for surface curvature changes and shape 
stimuli while areas 3b or 1 was activated by velocity and roughness of 
brushing. The anterior part of the supramarginal gyrus and the cortex lin­
ing the intraparietal gyrus were activated by shape discrimination, but not 
by other mechanical stimuli [18]. 

There is a case report with a laminar necrosis limited to the caudal 
edge of the lateral portion of the left postcentral gyrus: the patient could 
not discriminate the shape with his right hand. Otherwise, tests for light 
touch, pain, thermal sense, position sense and vibration sense showed no 
abnormalities [19]. 

3. Bilateral and Bimodal Integration in the Postcentral 
and Intraparietal Region 

3.1 Bilateral integration in the monkey 

Earlier studies indicated that the bilateral activity in SI was limited to the 
body midline including the dorsal or ventral trunk, occiput, perioral face, 
or oral cavity [20]. Our recent studies in macaque monkeys have demon­
strated that the bilateral representation of the body is not restricted to the 
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body midline in the postcentral somatosensory cortex [21, 22] (Fig.3). 

Ogawa et aL 1989 

Iwamura et at. 1994 

SthwanA fredrickson 1971 

Fig.3. Summary of bilateral RF neurons in the postcentral gyrus of the ma­
caque monkey. In the middle, dorsolateral views of the cerebral cortex and the 
postcentral gyrus of a monkey are shown with sites of recording of bilateral RF 
neurons (a-g). a, the trunk region (Conti et al 1986); b, the face/lips/jaw region 
(Dreyer et al 1975); c, the intraoral region (Ogawa et al 1989); d, the perioral 
face/lips region (Schwarz & Fredrickson 1971); e, the finger/hand region 
(Iwamura et al 1994); f, the trunk/ shoulder/arm region (Taoka et al 1998); g, 
the leg/foot region (Taoka et al 2000). CSxentral sulcus; IPSiintraparietal sul-
cus;LS:lateral sulcus (adapted from [22], with permission). 

We found a substantial number of neurons with bilateral RFs on 
the hand digits clustered in the caudalmost part of SI (areas 2, 5 and 7) in 
waking macaque monkeys [23]. Among neurons with RFs on digits, the 
multiple digit skin (and nail) types were the majority, and in general, the 
size and orientation of bilateral RFs were symmetrical. The preferred di­
rection of directionally selective neurons as plotted by stimulation of one 
hand was also symmetrical with the other hand. In many cases, the spatial 
configuration of the RFs in the two hands was the same, but the intensity 
of the response was not necessarily the same, suggesting the presence of a 
hierarchy among these bilateral neurons. 
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After ablating completely or injecting ibotenic acid into the opposite 
hemisphere, no bilateral RFs were found in the postcentral gyrus. The re­
sults indicated the dependency of the ipsilateral response on the callosal 
route. 

Bilateral neurons were also found in the more medial part of the 
postcentral gyrus, for the upperarm and the trunk [8]. We further investi­
gated the leg and foot region, including the medial surface of the hemi­
sphere [9]. Neurons with bilateral RFs existed in the hindlimb region also. 
They were much sparser in the foot region than in the hand region, espe­
cially those with RFs on multiple toes. It may reflect functional differ­
ences between the foot and the hand. 

The bilateral RFs we found in the caudal part of the postcentral gyrus 
were the most complex type among all neurons found in this gyrus, and 
were considered to be at the highest level of the hierarchical chain in this 
gyrus. We interpret these results as suggesting that in the digit region, the 
bilaterality, possibly conferred by the callosal connections, is postponed 
until the very end of the hierarchical processing in this gyrus. 

3.2 Bilateral integration in humans 

Ipsilateral information may project to the postcentral somatosensory cor­
tex in humans. Allison et al [24] recorded somatosensory evoked poten­
tials (SEP) subdurally from patients and found a late component with on­
set latency of 40-50 msec driven by ipsilateral median nerve stimulation. 
They suggested from the latency that the ipsilateral potentials are gener­
ated not in area 3b, but rather in other regions of sensorimotor cortex in­
cluding areas 4, 1, 2 and 7. More recently, recording of somatosensory 
evoked magnetic field (SEF) by stimulating the median nerve revealed the 
presence of ipsilateral components [25-27]. fMRI studies also demon­
strated the ipsilateral activation of the primary somatosensory cortex dur­
ing various types of natural tactile stimulation of the finger tips or palm 
[28-32]. Activation of the ipsilateral cortex is absent in callosotomized pa­
tients after tactile stimulation of ipsilateral hand [33]. 

In fMRI study, area 2 of the right hemisphere was activated in com­
mon by kinesthetic stimulation of either side of the body suggesting the 
presence of bilateral integration in this cortical region and also a right 
hemispheric dominance for perception of limb movements [34]. 
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3.3 Bimodal integration in the monkey 

Some neurons in area 7b were activated by both passive stroke of the 
trunk or arm skin (RFs were generally large) and visual stimuli moving 
toward or over the somatic RF [35]. The presence of similar bimodal neu­
rons with RF on the face was shown in the deepest part of the intraparie­
tal sulcus [36]. This cortical region was designated as VIP, a transitional 
zone from the postcentral to the parietal association region. These bi­
modal neurons were considered as representing awareness of the body 
surface or peripersonal space immediately surrounding the body. 

We found that the caudalmost part of the postcentral hand and arm 
region contains similar bimodal neurons [37]. Among a substantial num­
ber of visually driven neurons, about a half were bimodal, with somato­
sensory RFs either on the face, trunk, arms, or hand, or combinations of 
these body parts, on the contralateral or ipsilateral side, or on the bilateral 
sides of the body. For these bimodal neurons, effective visual stimulus 
was to show an object to the animal within a space over or near the soma­
tosensory RF of the neuron. Thus the visual RF was anchored to the 
somatosensory RFs. 

We also found bimodal neurons of the proprioceptive types 
[38](Fig.4). They were intermingled with somatosensory neurons that re­
sponded to the movement of bilateral arms or shoulders or with those re­
sponding to stimulation of bilateral arms or trunk skin [8]. The bimodal 
neurons found in the dorsal bank of the intraparietal sulcus distributed 
from about 4mm deep from the corner of the sulcus to the bottom. The 
region where the majority of the bimodal neurons were found corre­
sponded to the forearm projection zone in area 3b. 

Bimodal neurons were classified by their somatosensory RF, into 
at least four types, 1) the trunk and arm type, 2) the arm proprioceptive 
type, 3) the hand type, and 4) the face type. The RFs of the hand type 
sometimes had a discontinuous counterpart on the face or on the trunk. 
These bimodal neurons were found in crude somatotopic manner. The 
trunk and arm type and the arm proprioceptive type most medially, the 
hand type next, and the hand type with discontinuous RFs more laterally, 
and finally, the face type most laterally. The lateral-most region for the 
bimodal neurons was just caudal to the thumb projection zone in area 3b. 
Interestingly, there was a tendency for bimodal neurons to cluster to­
gether in the digit region separated from the clusters of neurons with bi­
lateral digit RF [23]. 
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rig.4. Receptive fields of bimodal neurons responding to forearm joint dis­
placement and visual stimuli moving in particular directions. Visual receptive 
field in each neuron is shown as a shaded area (adapted from [38], with permis­
sion). 

3.4 Cross-modal interactions in humans 

Cross-modal interactions betw^een vision and touch have been investi­
gated in human mainly from the neuropsychological standpoint. A strong 
modulating effect of vision on touch w âs found when visual stimulus w âs 
presented near the hand [39,40]. The finding was explained by referring 
to the activity of bimodal neurons in premotor and parietal cortex of 
monkey [41]. Prolonged active use of tools can modify visual-tactile spa­
tial integration [42]. The data are in line with a change in the body 
schema by tool use in monkeys [37]. Cross-modal visual-tactile extinc­
tion was investigated in right-hemisphere damaged patients [43]. 

Vision improves the spatial resolution of touch [44], and vision in 
fact modulates somatosensory cortical processing measured by event-
related potentials [45]. 

Some human studies put the intraparietal cortical area in more direct 
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focus, in the context of bimanual coordination [46], phantom limb phe­
nomenon [47], motor processing [48] and selective attention to the space 
[49, 50]. 

4. The Second Somatosensory Cortex in Parietal 
Opercular Region 

4.1 Monkey studies 

It is still controversial in determining the extent of the second somatosen­
sory cortex (SII) of macaque monkeys. There are conflicting reports of 
the number of areas that comprise this cortical region, either single or two. 
Several microelectrode-recording studies tried to delineate SII, as it pos­
sesses a somatotopic representation of the complete contralateral body 
surface [51-54]. However, the strict somatotopy was seen only when the 
mapping was performed under the anesthesia. Also some of mapping 
studies under the anesthesia ignored the ipsilateral inputs. In experiments 
done in unanesthetized preparation, SII neurons tend to have larger and 
more complex RFs including bilateral ones. Complexity of neuronal RF 
properties of SII may be attributed to the fact that SII is higher than SI as 
somatosensory inputs reach SII both directly from the thalamus and from 
the postcentral cortical regions. The ipsilateral information has been con­
sidered to come through the callosal connections both from the postcen­
tral and the parietal opercular region of the opposite hemisphere. 

Our own study performed in wake monkeys have demonstrated 
that, 1) in 44 % of isolated SII neurons RF properties were not identified 
by simple mechanical stimulation, 2) among the identified neurons 48 % 
were skin and 49 % were deep submodality, 3) 64 % of the identified 
neurons had bilateral RFs, 4) 74 % of the identified neurons had RFs on 
either the forelimb, hindlimb, trunk or head (single part type), 5) among 
the single part type, forelimb was the majority (66 %), 6) 26 % of the 
identified neurons had RFs on more than two body parts (combined type), 
7) the combined type could be divided into the limb type and trunk type, 
8) 75 % of the limb type had RFs confined within the distal portion of the 
limb, 9) 75 % of the trunk type had RFs extending to the limbs. Thus, in 
SII the integration goes beyond single limb or a body part. This was never 
seen in the postcentral region. 

When the body representation map is drawn in SII, different body 
parts overlaps extensively. The head and forearm region were large and 
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overlapped extensively with each other and there were two trunk regions. 
The notion that SII is higher than SI in hierarchy was proposed 

based on their anatomical relationships. Each cytoarchitectonic subdivi­
sion of SI sends projections to SII, and SII projects back to SI to its su­
perficial layers [56, 57]. Our results of single neuronal recording de­
scribed above thus confirm such notion. 

4.2 Human studies 

Studies in human with non-invasive techniques indicated that the projec­
tion of the body to SII is bilateral [58], that the somatotopy is less fine­
grained than SI [59,60]. In PET studies different part of SII was activated 
depending on the task, discrimination of either the roughness or shape. 
The posterior portion of SII received noxious information bilaterally 
where the hand and foot were not somatotopically represented [61]. 
These results suggest that the organization of SII in human may be as 
complex as that in monkeys. 

/ -> I 2̂  

'M' 
Fig. 5. Receptive fields of SII neurons in a monkey, collected along two penetra­
tion tracks as illustrated. Note great variation of receptive fields as classified in 
the text (adapted from [55], with permission). 
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5. Summary and Conclusions 

Results of two types of studies, single neuronal recording performed in 
waking monkeys and brain imaging in human, were consistent in support­
ing a hierarchical scheme in somatosensory processing along the anterior-
posterior axis of the postcentral gyrus. Both monkey and human studies 
have demonstrated the presence of the bilateral and visual-tactile bimodal 
integration in the intraparietal region, one of key stations for perception 
of the peripersonal space and for formation of the body image. I also pre­
sented evidence that the SII is the higher stage in the hierarchical stream 
and that it is unique for the multi-limb integration while the integration in 
the postcentral region remains within single limbs. 
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Predicting l\/lotor Intention 
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Chapter Overview. People have the perception that prior to making a 
voluntary movement, there is an intention to move. This subjective im­
pression has been measured objectively using Libet's clock and is on aver­
age about 300 ms prior to EMG onset. The EEC shows activity prior to 
movement, and by the voltage measurement, there is a rising negativity 
called the Bereitschaftspotential beginning about 1.5 s prior to EMG onset. 
This indicates that the brain mechanisms for generating a voluntary 
movement begin prior to the subjective intention, that is, unconsciously. If 
it were possible to detect relevant EEC signals with single events in real 
time, then it would be possible to identify that movement is being prepared 
prior to the subjective experience. Work in our laboratory has been mak­
ing progress in accomplishing this aim. Such a signal could also be used 
to drive a brain-computer interface. 

Key Words, voluntary movement, EEC, Bereitschaftspotential, event-
related desynchronization, intention 

1. Introduction 

It is commonly believed that we choose to make our movements. This is 
the idea behind the notion of "voluntary," and is what is meant by the con­
cept of "free will." Thinking about the matter carefully, however, leads to 
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the conclusion that this is a perception, a so-called qualia of consciousness. 
The perception is very clear, but it is not certain how it arises. It may re­
flect reality, that is, there is a force in the brain that chooses the next 
movement to make. In this circumstance, the perception is of this force. 
On the other hand, it could be deceptive, just an interpretation by the brain 
of unconscious brain events. As we do not understand consciousness and 
perception, it is rather difficult to discuss this. On the other hand, it is pos­
sible to get data on mechanisms of movement generation and also objec­
tive measurements of subjective impressions. There is some evidence that 
the brain begins to initiate movement prior to the subjective impression 
that a movement is being willed. 

2. The Movement Related Cortical Potential (MRCP) 

The MRCP is the EEC potential that can be recorded from the scalp in re­
lation to a voluntary movement. It has a number of components [1,2]. An 
early negativity preceding movement has two phases, an initial, slowly ris­
ing phase lasting from about 1500 ms to about 400 ms before movement, 
the Bereitschaftspotential or BP (also called the readiness potential in 
translation of the German), and a later, more rapidly rising phase lasting 
from about 400 ms to approximately the time of movement onset, the 
negative slope or NS'. (These two components could also be called the 
BPl and the BP2.) The NS' peaks about 90 ms before the onset of EMG 
activity and is followed often by a brief decline in the negativity, called the 
premotor positivity. The next component is the motor potential or MP 
which begins before movement, peaks after movement onset and produces 
the highest negativity in the recording. The topography of the BP is gen­
eralized with a vertex maximum. With NS' the negativity begins to shift to 
the central region contralateral to the hand that is moving. There continues 
to be some controversy as to the structures that generate the MRCP. The 
main contributors to the BP appear to be the premotor cortex and the sup­
plementary motor area, both bilaterally [3]. With the appearance of NS' 
the activity of the contralateral motor cortical region, including the primary 
motor cortex, predominates. 

While the MRCP clearly is indicative of movement preparatory proc­
esses in the brain, its exact meaning is not clear. In particular, a relatively 
normal looking MRCP precedes unconscious movements as well as con­
scious movements. This was studied by looking at the brain events 
preceding unrecognized movements made by subjects at rest or engaged in 
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ceding unrecognized movements made by subjects at rest or engaged in a 
mental task [4]. 

3. Subjective timing of motor intention 

The experiment that showed how this might be done was reported by Libet 
et al. in 1983 [5]. Subjects sat in front of a clock with a rapidly moving 
spot and were told to move at will. Subsequently, they were asked to say 
what time it was (where the spot was) when they had the first subjective 
experience of intending to act (this time was called W). They also were 
asked to specify the time of awareness of actually moving (this time was 
called M). There were two types of voluntary movements, one type was 
thoughtfully initiated and a second type was "spontaneous and capricious." 
As a control for the ability to successfully subjectively time events, sub­
jects were also stimulated at random times with a skin stimulus and they 
were asked to time this event (called S). At the same time, EEG was being 
recorded and MRCPs were assessed to determine timing of activity of the 
brain. With thoughtful, preplanned movements, the BP begins about 1050 
ms prior to EMG onset (the type I of Libet), and with spontaneous move­
ments, the BP begins about 575 ms prior to movement (the type II of 
Libet) [6]. The type II may consist mainly of the NS' component. 

Subjects were reasonably accurate in determining the time of S indi­
cating that this method of timing of subjective experience was acceptable. 
W occurred about 300 ms prior to EMG onset, and M occurred about 90 
ms prior to EMG onset. The onset of the BP type I occurred about 800 ms 
prior to W, and the onset of the BP type II occurred about 350 ms prior to 
W. The authors concluded "that cerebral initiation of a spontaneous, freely 
voluntary act can begin unconsciously, that is, before there is any (at least 
recallable) subjective awareness that a 'decision' to act has already been 
initiated cerebrally" [5]. 

4. Event-related desynchronization (ERD) with movement 

The EEG can be analyzed in other ways than just the voltage or slow wave 
activity, described as the MRCP. The EEG can be broken down into its 
frequency components, classically described as delta, 0 to 4 Hz, theta, 4 to 
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8 Hz, alpha 8 to 12 Hz, beta, 12 to 30 Hz, and gamma, higher than 30 Hz. 
Gamma has low power and has not been studied as often. Over the motor 
cortex, the alpha activity sometimes has a characteristic arc shape and is 
called the mu activity. While the slow wave activity is thought to reflect 
the summed post-synaptic potentials, the oscillatory activity appears to re­
flect reverberating circuits. When a circuit has high oscillatory activity, it 
is likely largely idling. It is a very old observation that the alpha power 
drops with movement; this is the called "blocking of the mu-activity." 
Power actually drops prior to movement onset in both alpha and beta 
bands, and this has been called event-related desynchronization or ERD [7-
9]. The term desynchronization implies that the activity in that frequency 
band is no longer synchronized and that this is the reason for the power 
drop. After movement, the power in alpha and beta rebound to greater 
than before movement, and this is called event-related synchronization or 
ERS. 

5. Can we work in real time? 

If the MRCP and ERD begin up to 1 s prior to the subjective recognition of 
the intention to move, then it might be possible to predict movement inten­
tion. That is, it might be possible to identify the "intention of the brain" 
before an individual recognizes the intention. There is a major problem 
with this, however. The MRCP and ERD changes are ordinarily recog­
nized only in averages, typically of about 100 trials. To be predictive, we 
would have to be able to work with single trials and in real time. This is 
clearly difficult. The brain makes a good deal of EEC activity, and there 
are many artifacts in EEG recordings; thus, extracting what we want is a 
challenge. 

Should we be successful in this endeavor, in addition to being of 
physiological interest, the real time signal would be appropriate to drive a 
brain computer interface. 

The first step is to produce very high quality (averaged) MRCPs and 
ERDs, both in time and scalp distribution. This should give information 
that can be exploited for single trial analysis. One observation, based on 
the literature and long experience, is that ERD is a much more reliable sig­
nal than MRCP. Some normal individuals have very low amplitude 
MRCP. Hence, ERD is a better choice for this work. 
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In our high-resolution EEG study subjects were asked to perform vol­
untary finger tapping using either hand [10]. The timing of movement and 
which hand to move were freely chosen. Bilateral ERD in the beta band 
was observed over sensorimotor cortex before both left and right hand 
movements. From 2 s to 1 s before movement onset, ERD was only ob­
served on left hemisphere before right hand movement, while ERD was 
present over both hemispheres before left hand movements. These results 
indicate that we might be able to predict movement onset and, as well, the 
laterality of human voluntary movement intention as early as 1 s before 
movement. However, our study also showed that the amplitude of early 
ERD is small, causing likely analytical difficulty for single-trial prediction. 

6. The Brain-Computer Interface to Virtual Reality 
(BCI2VR) Project 

We started a project "Brain-Computer Interface to Virtual Reality" 
(BCI2VR) to develop an intelligent system to enable processing and de­
coding EEG activity in real-time. The system integrates hardware interfac­
ing, software programming and high-speed computing technologies. Test­
ing results on a two-CPU PC workstation shows that delay by 
mathematical computation is in a reasonable range of several ms. The ker­
nel of the BCI2VR system is the computational algorithms for signal proc­
essing and pattern recognition. The computational procedure consists of 
four steps: data preprocessing; time/frequency feature extraction; spatial 
feature extraction; and feature classification. We have incorporated multi­
ple methods in order to optimize prediction/decode accuracy. Data pre­
processing includes: signal reference methods (Laplacian, common refer­
ence); infinite impulse response/finite impulse response (IIR/FIR) 
frequency filters for noise reduction. Time/frequency feature extraction in­
cludes: filter methods; FFT-based classic spectrum estimation methods; 
auto-regressive model-based spectrum estimation methods; time-frequency 
representation; continuous/discrete wavelet transform. Spatial feature ex­
traction includes: principal component analysis/independent component 
analysis (PCA/ICA) rotation/deduction; common spatial patterns (CSP) 
representation; discrete cosine transform/discrete wavelet transform 
(DCT/DWT); hidden Markov process model. Feature classification in­
cludes: linear distance classifier; Baysian probability classifier; artificial 
neural network (ANN) classifier; supporting vector machine (SVM). Fur-
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ther, BCI2VR reserves plug-in function to incorporate add-on computa­
tional methods. BCI2VR also provides output interface for controlling ex­
ternal devices. We have so far completed the frame work for BCI2VR, and 
are still working on the details of system components. 

We have conducted real-time prediction of human movement intention 
using the current BCI2VR system with a few normal subjects so far. The 
experiment consists of two sessions: (1) data calibration for construction of 
prediction model; (2) real-time prediction of movement intention 
with/without feedback of prediction information. The subjects were asked 
to make decision (at their own pace) of which hand to move after a "start" 
cue was given. They then executed the movement as soon as they made 
their decision. EMG signals were recorded to monitor movement tasks per­
formed. According to empirical knowledge of EEG features during volun­
tary movement, we reduced the number of electrodes from 122 to 29. The 
29 electrodes were placed on sensorimotor area, supplementary motor area 
and pre-motor area bilaterally. We employed following computational 
strategy: Laplacian reference, FFT estimation of power spectrum with 
logarithm representation, CSP spatial filter and Baysian probability classi­
fication. We employed the Fisher Criterion to measure mean distances 
among classes. The Fisher Criterion is considered as a good indicator of 
classification accuracy as it is judged from both mean distance and sample 
variance among different classes. The Fisher assessment spans all possible 
time and frequency windows, and the best timing and frequency compo­
nents were automatically judged for making prediction of movement inten­
tion. 

We have studied several subjects extensively so far. Classification was 
made upon EEG spatiotemporal feature vector, and probability was calcu­
lated using pre-determined model. We determined that a good prediction 
time to be at 0.8 s before movement onset. The real-time prediction of hu­
man voluntary movement was achieved with an accuracy as high as 80%. 
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Chapter Overview. Cortical field potentials were recorded by surface and 
depth electrodes implanted in various cerebral cortices in monkeys on self-
paced or visuo-initiated hand movements, or go/no-go discriminative hand 
movements with auditory or visual stimuli, and then analyzed. Readiness 
potentials appeared in the premotor, motor, somatosensory and posterior 
parietal cortices. The rostral bank of the left arcuate sulcus and the dorsal 
bank of the principal sulcus were found to be related to recognition learn­
ing and decision-making, respectively. 

Key Words. Cortical field potential, decision-making, monkey, readiness 
potential. 

1. Introduction 

Voluntary movements may be divided into self-paced and stimulus-
initiated movements. Self-paced movements are initiated by internal in­
formation related to instinct or homeostasis, and stimulus-initiated move­
ments by external information received by a sensory organ. Central nerv­
ous mechanisms concerning the two types of movement are considered to 
differ from each other. In order to find out the functional neuronal circuits 
on the movements, simultaneous recording of field potentials on the sur­
face and at a 2.0-3.0 mm depth in a particular cortex is a useful method, 
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because it enables us to predict which kind of synaptic input will be acti­
vated [1,2,3]. Cortical field potentials are mainly due to excitatory postsy­
naptic potentials generated in apical dendrites of pyramidal cells in the 
cerebral cortex. Synaptic inputs into the superficial part of the apical den­
drite of the pyramidal cell are due to superficial thalamo-cortical projec­
tions, while synaptic inputs into the deeper part of the apical dendrite of 
the cell are due to deep thalamo-cortical and cortico-cortical projections. 

In the present paper, monkeys were trained to lift a lever at self-pace 
(self-paced hand movements) or in response to visual stimulus (visuo-
initiated hand movements). Monkeys were also trained for go/no-go dis­
criminative hand movements with auditory or visual stimuli. Field poten­
tials were recorded by electrodes implanted on the surface and at a 2.0-3.0 
mm depth in various cortical areas in a monkey on the movements. The 
potentials were analyzed in connection with movement onset to find out 
cortices producing readiness potentials for self-paced hand movements 
[4,5]. On the other hand, the potentials were analyzed in connection with 
stimulus start and behavioral observations, in visuo-initiated hand move­
ments and go/no-go discriminative hand movements with auditory or vis­
ual stimuli. 

2. Methods 

Japanese monkeys (Macaca fuscata; 3.0-8.5 kg) were used in the present 
study. Experimental procedures were approved by the Animal Care Com­
mittee of the Kansai Medical University. Attention was also paid to the 
ethical principles adopted by the Physiological Society of Japan: "Guiding 
principles for the care and use of animals in the field of physiological sci­
ences". 

2.1 Field potential recording on self-paced movements 

Monkeys were trained for self-paced hand movements. Silver needle elec­
trodes (0.25 mm in diameter; insulated except at their pointed tips) were 
used as cortical surface and depth electrodes, being implanted in the corti­
cal loci in the monkey under anesthesia as shown in the upper part of Fig. 
1, II. Several five-electrode arrays were implanted in the posterior parietal 
cortex (Fig. 1, II, lower part). The remainder of the method for recording 
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field potentials in various cortical areas was the same as reported in previ­
ous papers [4,5]. A mechanogram (MECH) during hand movements was 
recorded by means of a transducer attached to the lever. The right cerebel­
lar hemispherectomy was performed in two monkeys after full recording 
of cortical field potentials. Influences of the lesion upon cortical field po­
tentials were investigated together with behavioral observations. 

CONTRALATERAL 

Fig.l. I: Distribution of readiness potential in the hemispher contralateral 
(CONTRALATERAL) and ipsilateral (IPSILATERAL) to a moving hand. 
Closed diamonds and open circles with a dot show sites of the readiness po­
tential, while open diamonds and circles sites of no readiness potential. II: 
Top figure: electrodes in the dorsolateral cortex (closed diamond) and in the 
dorsal bank of the PS (principal sulcus) (open circle with a dot). S, surface 
electrode; D, depth electrode. Ill: Specimens associated with self-paced 
movements of left hand. Data are from the right motor (A) and posterior pa­
rietal (B-C) cortices. S, surface potential; D, depth poitential; S-D, surface 
minus depth potential; MECH, mechanogram; 100 times averaging by 
movement onset pulse (vertical line and upward arrow); 100 //V for cortical 
potentials (negativity upward); 1.0 s for all records. (Source: see Ref. [8]) 

2.2 Field potential recording on visuo-lnltiated movements 

Cortical field potentials were recorded in various cortical areas in a naive 
monkey learning to lift a lever in response to a visual stimulus (green with 
0.5-1.0 s duration) appropriately and quickly (visuo-initiated hand move-
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ments), using the above-mentioned electrodes. The stimuli were given to 
the monkey at random intervals (5.0-10.0 s). The monkey was rewarded 
for hand movements performed within the stimulus duration. The remain­
der of the method for recording field potentials in various cortical areas 
was the same as reported in previous papers [5,6,7]. The histogram of reac­
tion times (RT) from the stimulus onset to the movement onset was also 
recorded. 

2.3 Field potential recording on GO/NOGO task 

Monkeys were trained for go/no-go discriminative hand movements with 
auditory or visual stimuli. Tones of 1000 Hz and 2000 Hz with a duration 
of 500 ms were used as go and no-go auditory stimuli respectively, while 
green and red colors as go and no-go visual stimuli respectively. The go 
and no-go stimuli were given to the monkey in random order and at ran­
dom intervals (5.0-10.0 s). When the monkey lifted the lever by hand 
within 500 ms after the onset of the go stimulus, it was rewarded, whereas 
it was not rewarded after the no-go stimulus, regardless of whether it lifted 
or did not lift the lever. 

After electrophysiological investigations over several months, the 
monkeys were sacrificed under deep pentobarbital anesthesia and the sites 
of recording electrodes were verified morphologically, and histological 
studies on the cerebellum were also performed 

3. Results and Discussion 

3.1 Motor execution 

Typical specimens of cortical field potentials associated with self-paced 
hand movements in a monkey are shown in Fig. 1, III. A surf ace-negative, 
depth-positive (s-N, d-P) potential was found to start about 1.0 s before 
movement in the forelimb motor (A) and posterior parietal (B, C) cortices 
contralateral to the moving hand. The premovement potential was consid­
ered to be readiness potential for hand movement, being responses due to 
superficial thalamo-cortical projections [1,2,4]. Readiness potential was 
marked in the upper part of the ventral premotor cortex (PMCv), the fore-
limb area of the motor (MC) and somatosensory (SSC) cortices, and in the 
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anterior and posterior banks of the intraparietal sulcus (IPS) on the side 
contralateral to the moving hand. None or a small potential was recorded 
medially in both banks of the IPS (Fig. 1, I, CONTRALATERAL). 
Marked potential was recorded in the dorsal part of the PMCv on the side 
ipsilateral to the moving hand, while none or a small potential was re­
corded in the MC, SSC and posterior parietal cortex (PPC) in the ipsilat­
eral hemisphere (Fig. 1, I, IPSILATERAL). A small potential was re­
corded in the dorsal premotor cortex (PMCd) on both sides (Fig. 1, I, 
CONTRALATERAL and IPSILATERAL) [8,9]. Hemicerebellectomy on 
the right side almost completely eliminated the readiness potential in the 
forelimb motor cortex contralateral to the lesion (not shown) [10]. 

On the other hand, two previous papers using electrical stimulation 
and morphological methods suggested that the readiness potential of the 
PMCv, facial part of MC, SSC and PPC originated mainly in the area X, 
VPLo, LP and pulvinar nuclei in the thalamus respectively [11,12] .The 
present study indicated that the readiness potential in the MC originated in 
the cerebello-thalamo-cortical responses. 

In the previous study aiming at how preparative activities in the PPC 
for hand movements activated the forelimb muscle, electromyographic ac­
tivities elicited in the muscle by electric stimulation of the MMC and PPC 
were recorded. Conduction time of nerve impulses was also measured be­
tween the PPC - PMCv, PMCv - MC, and PPC - MC respectively, using 
electric stimulation. It was found that excitatory activities in the PPC could 
be transmitted to the forelimb muscle without passing through the PMCv 
and MC [9]. It is possible that many cortices producing readiness potential 
- motor areas in broad sense - could be simultaneously activated to initiate 
self-paced movements through parallel processing, as seen in Fig. 2. 
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rig.2. A model of the process from internal stimulus (Intention to move) to 
initiation of hand movements (Hand movement) via the cerebellum (Cerebel­
lum), thalamus (Thalamus) and cerebral cortex (Cortex). Unknown neural 
connections are indicated by broken lines with arrows; highly probable neu­
ral connections as solid lines with arrows. EMG, electromyogram. (Source: 
see Ref. [9]) 

3.2 Motor learning 

Changes in cortical field potentials during the learning processes of visuo-
initiated movements of right hand in a single monkey are shown in Fig. 3. 
Data were from the prefrontal (A, B, C), premotor (D), forelimb motor (E), 
prestriate (F) and striate (G) cortices in the left hemisphere. The data at 
stage I were recorded on the first training day, when the monkey lifted the 
lever regardless of stimuli, as seen in RT (I, RT). At stage II, recorded on 
the 21st training day, an upward (s-N, d-P) potential appeared in the pre­
frontal (C) and prestriate (F) areas, although the monkey still lifted the 
lever independent of stimuli (II, C, F and RT). As the upward potential in 
C and F became bigger along with further training, the monkey came to re­
spond to stimuli with the movements (III, C, F and RT). The early learn­
ing period stages, I to III, were called recognition learning [13,14]. With 
training repeated further, the movement gradually became quicker and 
more skillful. In 6-8 weeks after the start of the training, monkeys almost 
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accomplished the movement (stage IV). At stage IV, recorded on the 59th 
day, more marked upward (s-N, d-P) potential was recorded in the motor 
cortex (E) with shorter and less variable reaction times (RT) than at stage 
III (III and IV, E and RT). The late learning stages, III to IV, were called 
skill learning [14,15]. 

21 diys 24 dtys ^ ^ 59 d*ys A ^ (̂JSTms 

Fig. 3. Changes of cortical field potentials (S-D) in learning processes of 
visuo-initiated hand movements in same monkey. 100 times averaging by 
stimulus onset pulse (triangle and upward arrow); downward arrow, end time 
of stimulus; RT, reaction time histogram. Columns I-IV: Learning stages I-
IV. Data are from the prefrontal (A-C), premotor (D), motor (E), prestriate 
(F) and striate (G) cortices, contralateral to a moving hand. (Source: see Ref. 
[13]) 

The previous study on changes in cortical field potentials in learning 
processes of reaction time hand movements with complex tone indicated 
that the rostral bank of the left arcuate sulcus played a significant role for a 
monkey to associate a stimulus with movement - recognition learning - in 
audio-initiated movements, as in visuo-initiated movements [16]. It was 
shown by the resection studies of the cerebellum that the upward (s-N, d-
P) potential in the motor cortex originated in the cerebello-thalamo-cortical 
responses, and that skill learning was due to cerebro-cerebellar interactions, 
in both the visuo- and audio-initiated hand movements [10,14,17]. 
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3.3 Decision-making 

Cortical field potentials were recorded and analyzed while monkeys 
learned go/no-go discriminative hand movements with auditory stimuli. 
Tones of 1000 Hz and 2000 Hz were used as go and no-go stimuli. On the 
first training day, the monkey responded to both go and no-go stimuli, and 
field potentials were recorded on both stimuli, as in the case of simple-task, 
audio-initiated hand movements [14,16,17]. Several days later, an upward 
(s-N, d-P) potential appeared in the dorsal bank of the principal sulcus on 
no-go stimuli, although the monkey still lifted the lever to both go and no-
go stimuli (not shown). The upward potential started at about 100 ms after 
the no-go stimulus onset. As the upward potential became more marked, 
with further intensive training, the monkey began to stop the hand move­
ment on no-go stimuli. In 3-4 weeks after the start of the training, the 
monkey almost completely discriminated between go and no-go stimuli 
[14,18]. The upward potential recorded only in no-go trials in the dorsal 
bank of the principal sulcus was termed the no-go potential [18,19]. Typi­
cal specimens of cortical field potentials recorded in a monkey, which ac­
complished the go/no-go discriminative hand movements with auditory 
stimuli, are shown in Fig. 4, I, A.S. It is seen that the no-go potential was 
recorded in the rostral part of the dorsal bank of the principal sulcus (A). 

Fig. 4. I: Cortical field potentials (S-D) on go/no-go discriminative move­
ments with auditory (A.S.) and visual (V.S.) stimuli in same monkey. Data 
are from the rostral (A) and caudal (B) parts of the dorsal bank of the princi­
pal sulcus (S.P.), and the premotor (C) and forelimb motor (D) cortices. 100 
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times averaging by respective onset (upward arrow and broken line) pulses 
of go and no-go stimuli; 25 //V for cortical potentials in A-C; 50/iV for corti­
cal potentials in D. Note that no-go potentials (asterisks) were recorded in A 
and B, respectively on auditory and visual stimuli. II: No-go potentials in A 
and B in I are shown with the cortical surface (S) and depth (D) potentials. 
Ill: Distribution of no-go potential in the dorsal bank of the S.P., which is 
schematically unfolded. Open diamond, no-go potential on auditory stimuli; 
filled diamond, no-go potential on visual stimuli. (Source: see Ref. [18]) 

Monkeys were also trained for go/no-go discriminative hand move­
ments with visual stimuli. Green and red colors were used as go and no-go 
visual stimuli, and cortical field potentials were recorded in various corti­
cal areas. Typical specimens of cortical field potentials recorded in the 
same monkey as in A.S., which also accomplished the go/no-go discrimi­
native hand movements with visual stimuli, are shown in Fig. 4, I, V.S. It 
is seen that the no-go potential was recorded in the caudal part of the dor­
sal bank of the principal sulcus (B). The no-go potential was assumed to 
be related to the decision not to move, as in a previous experiment using 
electric stimulation in the monkey [20]. 

No-go potentials for visual stimuli were recorded in the caudal part of 
the dorsal bank of the principal sulcus, as seen in Fig. 4, III, and in the ros-
troventral corner in the prefrontal cortex on both sides (not shown) [20]. 
No-go potentials for auditory stimuli were recorded in the rostral part of 
the dorsal bank of the principal sulcus (Fig. 4, III). No-go potentials were 
also recorded in humans [21]. 

4. Conclusion 

The present paper showed at least in part neural connections in the process 
from internal stimulus to initiation of hand movements. Intention to move 
a hand at self-pace could be expressed as nerve impulses possibly in the 
limbic system, and then, via unknown neural connections, the nerve im­
pulses could be conveyed to the cerebellum and thalamus. The nerve im­
pulses are transmitted to the PMC, SSC and PPC by the superficial tha-
lamo-cortical projections, and to the MC by the cerebello-thalamo-cortical 
projections. These cortices could be simultaneously activated to initiate 
forelimb muscle activities for hand movements, possibly through parallel 
processing. It was also shown that external information was transmitted 
into the prefrontal cortex from a sensory organ through the sensory cortex, 
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and that the specific response to the information - i.e. to move or not to 
move, was judged and decided on in the prefrontal cortex. The external in­
formation could be conveyed to the MC, SSC and SMA (supplementary 
motor area) by cerebro-cerebellar interactions or other neural connections 
after it is processed in the prefrontal and premotor cortices. The MC, SSC 
and SMA could be then activated to initiate visuo- or audio-initiated hand 
movements. 
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Chapter Overview. Japanese differs from English because it uses KANAs 
as basic pronunciation units, which also can be used to build words di­
rectly via certain combinations. Therefore, Japanese better facilitates the 
separation of underlying cognitive components in spoken language proc­
essing, e.g., phonemes, combinations of phonemes, and words with mean­
ings. In this study, we measured the brain activities of subjects by using 
functional magnetic resonance imaging (fMRI) as they were passively lis­
tening to a series of words (word condition), combinations of phonemes 
without meanings (nonsense word condition), and temporally separated 
KANAs (separated KANA condition). The three conditions all activated 
the bilateral superior temporal gyrus, while the detailed location and vol­
ume of activated areas varied across the three kinds of stimuli. Listening to 
the words and separated KANAs activated more areas than did listening to 
the nonsense words, perhaps owing to different familiarity levels; areas ac­
tivated in the separated KANA condition were slightly posterior to those 
activated in the word and nonsense word conditions. Compared with the 
nonsense word and separated KANA conditions, the word condition also 
activated part of the right primary motor cortex and part of the left pre-
motor cortex, which may be related to articulatory-gestural representations 
of word access. There were no obvious areas activated in the anterior STG 
and STS, which have been related to semantic representations of words. 
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1. Introduction 

Recent studies of the anatomical and functional organization of the non-
human primate auditory cortical system point to multiple, hierarchically 
organized processing pathways that involve the temporal, parietal, and 
frontal cortices [1, 2, 6]. Based on these studies, the auditory cortex in 
primates comprises several cortical fields organized into core (primary), 
belt (secondary), and parabelt regions. Anatomical and electrophysiologi­
cal studies indicate that adjacent regions are interconnected and that in­
formation proceeds from core to belt to parabelt, and to more distal areas 
as processing demands become more complex. 

Functional neuroimaging studies also provide evidence that human 
speech perception might be based on multiple, hierarchical processing 
pathways and that different kinds of representations could be preferentially 
treated in different streams. In a comprehensive synthesis of neuroimaging 
literature. Binder and colleagues outlined a hierarchical model of the proc­
essing of nonspeech sounds to speech [3]. According to this model, 1) dor­
sal areas bilaterally surrounding Heschl's gyrus were activated more by 
FM tones than by noise, suggesting a role in processing simple temporally 
encoded auditory information; 2) regions centered bilaterally in the supe­
rior temporal sulcus were activated more by speech stimuli than by FM 
tones; and 3) based on the combined results of several studies, the left ven­
tral temporal and temporoparietal regions were likely involved in process­
ing lexical-semantic or syntactic information associated with words. Al­
though some studies favored the third point of the above model, other 
studies [8-10] did not find any difference with respect to the word and non-
word conditions [11]. 

By combining the findings of several studies from neuroanatomy and 
functional imaging, Scott and his colleagues hypothesized a two-pathway 
model of speech perception in which the anterior pathway from the pri­
mary auditory core might be important for mapping acoustic-phonetic cues 
onto lexical representations, whereas the posterior pathway from the core 
might process articulatory-gestural representations of speech acts [4, 7]. 
This analysis might resolve the longstanding debate between accounts of 
speech perception that favor acoustic feature processes and those that em­
phasize gestural motor processing. 

In this study, we aimed primarily to distinguish the brain activations 
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with respect to the phonological perception of Japanese words and non­
sense words while subjects were passively listening. Comparing the re­
versed words or pseudowords used by Binder [3] to Japanese nonsense 
words and words, the Japanese words have common acoustic complexity 
and potential variability, which is important for differentiating between the 
word and nonsense word conditions in an fMRI experiment. Considering 
the independency of KANAs, we also compared the difference between 
the word and the nonsense word conditions with the separate KANA con­
ditions, which are similar to the former two conditions, in order to find 
clues about basic pronunciation unit recognition in brain. 

2. Methods 

2.1 Stimuli 

We used three kinds of stimuli in our experiments: Japanese words, Japa­
nese nonsense words, and separated KANAs. We selected 60 commonly 
used words from [15] and 60 selected nonsense words, produced by Mat-
lab (Mathworks Inc., Sherborn, MA, USA), all of which consisted of four 
randomly sequenced KANAs. We used 71 different individual KANAs, 
which are the pronunciation units of Japanese, as the separated KANAs. 
Examples of the words, nonsense words, and separated KANAs are listed 
in Table 1. 

2.2 Subjects 

Seven normal volunteers participated in this study (all males, 21-23 years 
old). All subjects were right-handed, native Japanese speakers. After full 
explanation, all subjects gave a written informed consent for all studies ac­
cording to a protocol approved by the institutional research review board. 

2.3 Tasks 

In this study, we used a block design to reveal the areas of brain activity in 
response to the three conditions: word, nonsense word, and separated 
KANAs. The duration of each session was 150 s, divided into five 30-s 
blocks: OFF, ON, OFF, ON, and OFF. Two sessions were presented to each 
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subject for each condition, but using different sound materials. Therefore, 
every subject was presented with six sessions, the sequence of which was 
random. During the entire scanning process, the subjects were asked to pay 
attention to what was presented to them and to listen. 

Table 1. Examples of three kinds of stimuli: words, nonsense words, and sepa­
rated KANAs. 

Category 

Words 

None sense 
words 

Separated 
KANAs 

Examples 

XhjlJO 
t+*fc^ 
tj/uec\ 

^. T. ^\ 6 . ^. 6s 

Meaning or Explanation 

pencil 
coal 
teacher 
Nonsense stimuli, in form of words, 

~ but no meaning. Words and nonsense 
_ words are presented to subjects once 

every 2 seconds. 
Separated KANAs were presented to 
subjects one by one, every 0.5 s. 

2.4 MRI acquisition 

Image scanning was performed on a 1.5T scanning system (EchoSpeed 
1.5T, GE) using a standard frequency head coil for signal transmission and 
reception. The functional images consisted of 20 consecutive slices, cover­
ing the whole cerebral cortex. The T2*-weighted gradient echo-planner 
imaging sequence was used with following parameters: TR/TE=6000/50 
msec; FA=90°; matrix size = 64x64; voxel size = 4x4x5.5mm. Before the 
acquisition of functional images, a T2-weighted anatomical image was ob­
tained in the same plane as the functional image using a spin echo se­
quence (voxel size=lxlx5.5). 

2.5 Image analysis 

Image and statistical analyses were performed with the Statistical Paramet­
ric Mapping package SPM2 (http://fil.ion.ucl.uk/spm) implemented in 
Matlab (Mathworks Inc., Sherborn, MA, USA).The pro-processing in­
cluded religning, co-registering, normalizing, and smoothing. 

Within the framework of a fixed effect analysis, we searched for voxels 
significantly activated in all subjects in response to our conditions. The 
task-related neural area activated during each condition was modeled with 
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a box-car function, convoluted with a canonical hemodynamic response 
function. 

3. Results 

All stimuli produced extensive activation of the superior temporal region 
bilaterally, while the activated area and intensity in the left hemisphere 
were greater than those in the right hemisphere across the three kinds of 
stimuli, as illustrated in Fig. 1. Moreover, activated regions in the right 
temporal lobe were slightly shifted anteriorly and laterally relative to the 
activated regions in the left temporal. In all of the conditions, the activa­
tion along Heschl's gyrus (HG) and the planum temporale (PT) extended 
further medially in the left hemisphere than in the right, while the activa­
tion of the lateral super temporal gyrus (STG) and the planum polare (PP) 
was more prominent in the right hemisphere. The detailed results of activa­
tion were shown in Fig. 1 and Table 2. 

Table 2. Locations of activation peaks and clusters for the three kinds of stimuli: 
words, nonsense words, and separated KANAs (p<0.001, uncorrected). 

Voxel - leve Cordinates 

Anatomical location Cluster size 
Words middle STS 1268 

middle STS 
posterior STS 
MTG 1264 
STG 
precentral gyrus 52 

7 
^uncorrected 

7.72 
6.63 
4.18 
6.24 
6.2 
4.1 

X 

62 
66 
58 
-64 
-56 
54 

y 
-10 
-14 
-32 
-24 
-8 
4 

z 
-2 
10 
10 
2 
-2 
40 

central sulcus 
Nonsense STG 
Words MTG 

STG 
MTG 

39 
363 

468 

3.7 
5.03 

4.97 
4.76 

-50 
64 
56 
-56 
-64 

-4 
-16 
2 

-10 
-26 

22 
2 
-8 
-2 
4 

Separate middle STS 1374 
KANAs STG 

MTG 1562 
STS 
middle STS 

7.56 
7.24 
7.07 
6.4 

5.48 

62 
66 
-62 
-52 
-60 

-12 
-18 
-24 
-28 
-12 

0 
4 
4 
8 
0 

Coordinates are in standard sterotaxic space 18.. Voxel size: 2.0 x 2.0 x 2.0 mm. 
STG, superior temporal gyrus; STS, superior temporal sulcus; MTG, middle tem­
poral gyrus. 
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Fig. 1. The areas of the brain activated in the three conditions: words, nonsense 
words, and separated KANAs (P< 0.001, uncorrected). In the first two rows, the 
red areas are the areas activated in the word condition. In the third and fourth rows, 
the green areas are the areas activated in the nonsense word condition. In the last 
two rows, the blue areas are activated in the separated KANA condition. 

4. Discussion 

The responses of the superior temporal cortex in the human brain to Japa­
nese words, nonsense w^ords, and separated KANAs w êre obtained using 
blood oxygenation level-dependent (BOLD) fMRI. The dorsal temporal 
surfaces of the HG and PT were activated by all stimuli, but there v^as 
some variability across the three kinds of stimuli with respect to the vol­
umes and location. In the region of the superior temporal cortex, the w^ords 
and separated KANAs activated almost the same volumes; however, the 
areas activated by the separated KANAs were slightly posterior to those 
activated by the words and nonsense words. The volume activated by the 
nonsense words was smaller than that activated by the words and separated 
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KANAs, perhaps owing to the different familiarities of the stimuli. Com­
pared with the nonsense word and separated KANA conditions, the word 
condition activated areas in addition to the superior temporal cortex; these 
included the primary motor cortex (BA 4) in the right hemisphere and the 
ventral pre-motor cortex (BA 6) in the left hemisphere. No areas in the an­
terior STG and STS, which are related to the semantic representations of 
words, were obviously activated [7]. 

Superior temporal activation occurred bilaterally for all three kinds of 
stimuli, as in previous studies [3-6]. As all stimuli bilaterally activated the 
HG and PT, these areas would not be language specific. The right temporal 
areas of activation were shifted slightly more anterolaterally relative to the 
homologous activations in the left hemisphere, which was also found in 
the studies of Binder and Penhune [3, 16, 17]. Right auditory cortex activa­
tion included more of the anterolateral STG and PP than did left auditory 
activation. This arrangement may compensate for the fact that the horizon­
tal portion of the PT is generally larger in the left hemisphere [3]. 

In the present study, we did not find any hierarchical sound processing 
trends such as those found in animal studies [1, 6] and human functional 
imaging studies [3, 5], perhaps owing to the simplicity of the task (pas­
sively listening) and the similarity of the sound stimuli (words, nonsense 
words, and separated KANAs). In addition to the activated areas in the 
primary auditory cortex, such as the HG and PT, some posterior and me­
dial areas were also activated, especially in the word and separated KANA 
conditions. The posterior activation favors the hypothesis by Scott [7], in 
which the posterior stream of speech perception might be related to articu-
latory-gestural representations. The posterior activations also favor the re­
sults of some studies on lesions, such as aphasia conditions [13], in which 
the posterior left temporal lobe damage could hinder the patients' ability 
for repetition while preserving speech comprehension. Moreover, in the 
present study, we did not find any obvious activations in the anterior supe­
rior temporal gyrus and sulcus, which are important for representing and 
accessing the content meaning of utterances, based on animal studies [23], 
lesion studies in humans with respect to semantic dementia [14, 24], and 
functional imaging studies [3]. As a result of the passive listening to words, 
nonsense words, and separated KANAs, and the fast broadcasting speed, it 
may not have been possible for subjects to access the meaning of the 
words, let alone the nonsense words and separated KANAs. 

In this study, words and separated KANAs activated more areas than did 
nonsense words in both hemispheres (Table 2 and Fig. 1). Considering al­
most the same speed and spectural characteristics among these three kinds 
of stimuli, we postulated that the differences in the volumes activated by 
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words, separated KANAs, and nonsense words were mainly related to the 
differences in the familiarity levels. Japanese speakers are very familiar 
with KANAs, which are the pronunciation units of the language; the words 
used in the experiment were familiar words often used in ordinary life, as 
illustrated in Table 1. The nonsense words, however, sounded like novel 
Japanese words to the subjects; hence, the subjects were not familiar with 
them. Given that all of the tasks involved passive listening and that the 
words and separated KANAs activated nearly the same volumes, the dif­
ferences in the volumes activated by words, separated KANAs, and non­
sense words would not be related to meaning access but rather to the fa­
miliarity of the stimuli. 

The word condition activated the primary motor cortex (BA 4) in the 
right hemisphere and the ventral pre-motor cortex (BA 06) in the left 
hemisphere, in addition to the superior temporal cortex, as shown in Fig. 1 
and Table 2. In another study [19], the right primary motor cortex was also 
activated when subjects were doing semantic matching tests. However, in 
our study, it was not necessary for the subjects to access the meanings of 
most of the words because the subjects were required to only passively lis­
ten to the stimuli (including words), which were broadcast at a rapid (one 
word or nonsense word every 2 s). Thus, the activation of the right primary 
motor cortex may be related to semantic control, which could trigger the 
access of semantic information/representations, especially the access of 
word articulation representations, from auditory or visual input [7, 19]. In 
animal studies, the ventral pre-motor cortex contains neurons that dis­
charge not only when a monkey grasps or manipulates objects but also 
when it observes similar actions performed by others. Such neurons are 
called "mirror neurons." Furthermore, neurons in this part of the brain ap­
pear to respond similarly to both mouth actions and manual gestures and to 
respond to the sounds produced by those manual gestures [7, 21]. Recent 
studies in humans have revealed that speech perception, either watching 
speaking mouths or listening to speech without visual input, enhanced the 
excitability of the motor cortex in the left hemisphere relative to nonlin-
guistic baseline perceptual tasks [7, 22]. Taken together with the animal 
studies and previous human imaging studies, these findings indicate that 
the ventral pre-motor area in the left hemisphere is related to articulatory-
gestural representations of words, which could be accessed during word 
perception. 
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5. Conclusions 

The results of our study support the model of Scott [7], in which the articu-
latory-gestural representations may be stored and perceived in the posterior 
stream. The activation of the right primary cortex and left pre-motor cortex 
by words may be related to the control of semantic information access and 
articulatory-gestural representations of learned words, respectively. Owing 
to the fast broadcasting speed of the words in our study, the passive listen­
ing task may not have produced obvious semantic access. We found that 
the words and separated KANAs activated more areas than did the non­
sense words, perhaps because they are more familiar. 
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Chapter Overview. Increases in deoxy-Hb in activated brain areas are of­
ten explained by a lower increase in regional cerebral blood flow com­
pared with an increase in regional cerebral metabolic rate of oxygen. 
However, our two studies, in which by using a near-infrared spectroscopy 
(MRS) instrument, we examined activity-dependent changes in the Hb 
oxygenation state in the somatosensory cortex of the rat brain during con-
trateral tibial nerve stimulation and in the occipital regions of human neo­
nates during photic stimulation, provide other possible explanations. 

Key Words. Near intra-red Spectroscopy, and Hemodynamics. 

1. Introduction 

Negative BOLD signals in activated brain areas are often explained by in­
creases in deoxy-Hb attributed to uncoupling between regional cerebral 
blood flow (rCBF) and regional cerebral metabolic rate of oxygen 
(rCMR02). For example, "initial dip" is generally accounted for by tran­
sient venous hypoxia, since an increase in rCBF lags that in rCMR02 [1, 
2]. This is supported by observations by optical imaging using intrinsic 
signals, in which an early (< 3 sec) increase in deoxy-Hb is followed by its 
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delayed decrease [3, 4]. Another example is negative BOLD signals during 
visual activation in infants [5, 6]. Near-infrared spectroscopy (NIRS) also 
detected increases in deoxy-Hb with increases in oxy-Hb and t-Hb during 
photic stimulation in infants [7]. This increase in deoxy-Hb is explained by 
a lower increase in rCBF compared with an increase in rCMR02, which is 
related to brain development: rapid synaptic formation occurs in infants, 
accompanying increased metabolism. However, our two studies suggest 
that increases in deoxy-Hb during functional brain activation do not nec­
essarily mean relatively hypoxic conditions. 

2. Study 1 

2.1 Methods 

Seven male Wister rats, weighing 180-250 g, were anesthetized by intrap­
eritoneal injection of pentbarbital. They were tracheotomized, and a femo­
ral artery and vein were cannulated. For the measurement of somatosen­
sory evoked potential (SEP), skin and muscle overlying the calvaria were 
reflected. A needle electrode was inserted into the left parietal bone 1 mm 
posterior to the bregma and 3.5 mm lateral to the sagital suture, and a ref­
erence electrode was inserted into the nasal bone. Rats were paralyzed 
with an intravenous injection of panchronium bromide and mechanically 
ventilated with room air. The tidal volume and respiratory rate were ad­
justed to give an arterial pC02 value of 37-42 mmHg. 

SEPs were obtained following transcutaneous stimulation of the right 
posterior tibial nerve with rectangular pulses of 2 mA intensity and 0.5 ms 
duration at a frequency of 5 Hz. Three hundred or 200 responses were av­
eraged and displayed on a signal averager (Synax ER 1100; NEC, Tokyo, 
Japan). 

A portable NIRS apparatus was build. In this, NIR light from a halogen 
lamp passed through three interference filters (wavelengths; 700, 730, and 
750nm) and illuminated the rat's head. Measurement was performed by 
two methods in each rat. In one, light was illuminated through a light guide 
with a diameter of 2 mm onto the left parietal bone at which the recording 
needle electrode for SEP was inserted, and reflected light was measured 
through a light guide with a diameter of 1mm. In the other, light was illu­
minated on the palate and transmitted light was measured on the parietal 
bone at which the recording needle was inserted. 

NIRS measurements were performed simultaneously while measuring 
SEP. When an atypical SEP or no response was observed, data were ex-
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eluded from analysis. Changes in relative concentrations of oxy-Hb, de-
oxy-Hb, and t-Hb were calculated from absorbance changes at the three 
above-mentioned w^avelengths every 500 ms (reflected light) or 1000 ms 
(transmitted light). 

2.2 Results 

2.2.1 Measurements of reflected light (measurements of the 
somatosensory cortex) 

Tŵ o patterns of changes in the Hb oxygenation state w êre observed during 
activation of the somatosensory cortex: an increase in oxy-Hb and a recip­
rocal decrease in deoxy-Hb with no significant change in t-Hb (pattern 1, 
Fig. lA), and increases in oxy-Hb, deoxy-Hb, and t-Hb (pattern 2, Fig. 
IB). Changes in NIRS parameters were reproducible in each rat. Pattern 2 
was observed in only 1 rat. These changes occurred within 1 second after 
the start of stimulation and lasted for about 20 seconds after the cessation 
of stimulation. In 2 rats, early increases in deoxy-Hb and t-Hb with no 
change in oxy-Hb, which occurred within 500 ms after the start of stimula­
tion, were observed (Fig. IC). About 5 seconds after the start of stimula­
tion, oxy-Hb started to increase and deoxy-Hb started to decrease. 

2.2.2 Measurements of transmitted light (measurements of the 
somatosensory cortex and the deeper structures of the brain) 

Two patterns of changes in the Hb oxygenation state were also observed in 
measurements of transmitted light: an increase in deoxy-Hb and a recipro­
cal decrease in oxy-Hb with no significant change in t-Hb (pattern 1, Fig. 
2A), and decreases in oxy-Hb, deoxy-Hb, and t-Hb (pattern 2, Fig. 2B). 
The Hb oxygenation state returned to the original level about 20 seconds 
or more after the cessation of stimulation. In one rat that showed the pat­
tern 2, deoxy-Hb first did not change and then increased (Fig. 2C). 
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2.3 Discussion 

The NIR signals observed here were attributed to changes in blood oxy­
genation and the diameter of blood vessels (blood volume). Because of the 
dual wavelength analysis, the contribution of changes in scattering was 
eliminated from the present NIRS signals. Increases in oxy-Hb and t-Hb 
with a decrease in deoxy-Hb are typically observed in activated areas. This 
pattern, which was not observed in the present study, results from com­
bined effects of the dilation of arterioles and a decrease in deoxy-Hb in 
venous blood due to overcompensation of blood flow [8]. When changes 
in rCBF is small, an increase in oxy-Hb and a reciprocal decrease in de­
oxy-Hb without a change in t-Hb are observed [9]. When an increase in 
rCBF causes venous dilation, increases in all the three NIRS parameters 
are observed. It is, thus, supposed that the measurements of reflected light 
in this study detected changes occurring rather in a venous area in the ac­
tivated cortex. As can be seen in Fig. IC, early increases in deoxy-Hb and 
t-Hb with no change in oxy-Hb are consistent with the observations from 
microscopic approaches [3, 4], although the duration of increases in de­
oxy-Hb in the present study was longer than previously reported. This dis­
crepancy might be related to the difference in stimulation. 

In the measurement of transmitted light, signal changes occurring in the 
somatosensory cortex were reversed by overlapping signals attributed to 
the deeper structures in the brain. Pattern 1 observed in measurements of 
transmitted light (Fig. 2A) meant that blood flow velocity decreased with 
no significant change in blood volume. Pattern 2 (Fig. 2B) meant that 
rCBF decreased accompanying decreases in local blood volume. It is, thus, 
suggested that while the somatosensory cortex was activated, other brain 
regions were deactivated or blood flow in these regions were stolen to the 
somatosensory cortex. 

Under the present experimental conditions, it could not be exactly 
determined to what depth from the brain surface detected light penetrated 
in reflectance mode. However, it is conceivable that the detected light 
passed through not only the somatosensory cortex but also brain regions in 
which rCBF was decreased during stimulation. When both activated and 
rCBF-decreased regions are illuminated, NIRS signals represent the 
summation of changes in oxy-Hb and deoxy-Hb in the two regions. This 
provides a different explanation for the early increases in deoxy-Hb and 
t-Hb with no change in oxy-Hb (Fig. IC) from that of Maloneck et al., who 
concluded that in the very early phase of activation, local capillary blood 
volume increases, but arterioles have not yet dilated and the blood flow has 
not yet increased [3]. That is, in the early phase, the magnitude of 
increases in deoxy-Hb in the deeper brain structures might be larger than 



Interpretation of increases in deoxy-Hb during functional activation 475 

that in the activated area, while that of the change in oxy-Hb might be the 
same in both areas. This could also explain the early increases in deoxy-Hb 
observed in microscopic approaches, although penetration depth of the 
visible light is shallower compared with the NIR light. 

3. Study 2 

3.1 Methods 

Seven healthy neonates, 4 or 5 days old (gestation = 3 7 - 4 1 weeks) were 
studied. The prenatal and postnatal courses were uncomplicated in all of 
these neonates. None had any abnormalities likely to affect brain function. 
Before each study, informed parental consent was obtained. The measure­
ments were performed during spontaneous sleep after feeding. 

The neonates were spine position on a cot under dim light. Using a 
6-channel NIRS monitoring system (OMM-100, Shimadzu, Kyoto, Japan), 
we measured three areas in the occipital region simultaneously (Fig. 3). 
This system consists of three semiconductor laser diodes (wavelengths = 
780, 805, and 830nm) as light sources. The laser pulses are directed by a 
moving mirror to one of six light guides that lead to corresponding source 
positions on the subject every 400 ms. Three of the six channels were used 
in this study, and sampling time was 2 seconds. Visual stimulation was 
performed with a stroboscopic white light flashing at 10 Hz projected on 
the neonate's eyelids through a cut filter of the NIR region for 30 seconds. 
In this study, an increase in oxy-Hb was used as an indicator of an activ­
ity-dependent increase in rCBF [9]. When an increase in oxy-Hb was not 
observed in any channel, the position of the probe was moved higher up or 
laterally (or both) on the order of millimeters. When an increase in oxy-Hb 
was observed, the measurement was repeated for 2 minutes after the cessa­
tion of the previous stimulation to confirm reproducibility. 
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3.2 Result 

Figure 4 demonstrates the NIRS data for one subject who showed an in­
crease in oxy-Hb in channel 3. In this neonate, deoxy-Hb and t-Hb also in­
creased in channel 3. In contrast, all the three NIRS parameters decreased 
in channel 2, and no change was observed in channel 1. An increase in 
oxy-Hb was observed only in one channel in all the subjects. The second 
stimulation caused the same changes observed during the first stimulation, 
except for the change in direction of deoxy-Hb in the activated area. The 
change in deoxy-Hb varied with each subject and with each stimulation 
even in the same subject. For example, one subject had an increase in de­
oxy-Hb during the first stimulation, yet the second stimulation caused a 
slight decrease. No change in deoxy-Hb in either of the two measurements 
in three subjects. Decreases in oxy-Hb, t-Hb, and deoxy-Hb near the acti­
vated area, typical examples of which are seen in channel 2 of Figure 4, 
were observed in five of the seven subjects. 
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and 3 during photic stimulation. In channel 1, no significant changes were 
observed in this subject. From reference [10] , with permission. 
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3.3 Discussion 

The present study demonstrated that deoxy-Hb increases in the visual cor­
tex of the neonatal brain. This is in accordance with previous NIRS and 
fMRI studies on infants [5-7]. Widely accepted explanation for this de­
crease in deoxy-Hb is that the degree of increases in rCMR02 exceeds that 
of rCMR in infants, especially in infants older than 8 weeks, which corre­
sponds with a period of rapid formation of synapses [6]. However, this 
cannot explain our observation that the change in the direction of de­
oxy-Hb varied not only with each subject but also with each measurement 
even in the same. The direction of the changes in deoxy-Hb observed in 
NIRS vary with the venous blood oxygenation and changes in the diameter 
of venules [9]. Thus, another possible explanation is that the increase in 
deoxy-Hb observed in neonates is related to the venous dilation caused by 
increases in rCBF. 

4. Conclusion 

To interpret increases in deoxy-Hb during functional activation, heteroge­
neity of brain activity and cerebral blood volume, as well as venous hy­
poxia, should be taken into account. 
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Chapter Overview. Transcranial magnetic stimulation (TMS) was 
originally developed as a convenient way of delivering an electrical 
stimulating pulse across the resistive barrier of the skull and scalp into the 
brain. The currents induced in the brain are brief, and similar in magnitude 
and time course to those produced by a conventional peripheral nerve 
stimulator. The advantage is that the stimulation is almost painless and can 
readily be applied in conscious human subject, allowing us for the first 
time to directly manipulate brain activity. It turns out that if stimuli are 
given repetitively, it is possible to induce effects on the brain that outlast 
the period of stimulation for minutes or even hours and days. It is these 
effects that may provide a window to probe mechanisms of neural 
plasticity in the intact human brain. 

Key Word. TMS(Trans-Cranial Magnetic Stimulation) 

1. Principles of TMS 

The magnetic stimulator consists of a coil of wire connected to a large 
electrical capacitance. When the capacitance is discharged through the coil 
a very large current flows. This reaches a peak value of several thousand 
amps within about ZOOjis and then decays to zero. The current produces a 
magnetic field oriented perpendicular to the coil which can reach values of 
up to 3 Tesla (Barker, 1991). The precise stimulating characteristics de­
pend upon the model of stimulator used. For example, the Magstim 200 
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stimulator produces a magnetic field which rises to peak within about 
150|bis and then decays slowly to zero over the next millisecond. Such a 
rapidly changing magnetic field induces electrical eddy currents in any 
conductive structures nearby. Because the skull presents a low impedance 
to magnetic fields of this frequency, eddy currents are produced in the 
brain, and it is these which stimulate neural tissue. The induced current is 
proportional to the rate of change of magnetic field, with the result that the 
peak current is achieved within about TSjis falls to zero by 150|LIS, and then 
is followed by a small reverse current lasting for the next 500-1000^iS. 

Currents induced on the scalp by magnetic stimulation are much less 
than those produced by transcranial electric stimulation so that the sensa­
tion produced by magnetic stimulation is very slight. The magnetic field 
falls off rapidly with distance from the coil: with a typical 12cm diameter 
round coil the strength falls by half at a distance of 4-5cm from the coil 
surface. Since the cerebral cortex can be 1 to 2cm from the surface of the 
scalp, and since the central sulcus itself can be 2cm deep in man, this 
means that stimulation is severely attenuated at deep sites such as basal 
ganglia or thalamus. In addition, since the resistance of white matter is 
greater than the grey matter, currents induced in the sub-cortical tissues are 
likely to be small in comparison with those induced in surface layers of 
cerebral cortex. Indeed, experiments with transcranial magnetic stimula­
tion of motor cortex in monkey suggest that even at the highest intensities 
of stimulation activation of cortico-spinal fibres does not spread below the 
grey matter (Edgley, Eyre et al., 1992). 

2. TMS Induced Plasticity 

Single pulses of TMS are thought to activate the axons of neurones in the 
cortex and set up local synpatic activity at the site of stimulation. In the 
motor cortex, it has been shown that a single stimulus can lead to repetitive 
activity in neural circuits that lasts several milliseconds before being cut 
short by a longer lasting period of inhibition. Thereafter cortical excitabil­
ity recovers to baseline levels. 

However, repeated pulses of TMS have now been demonstrated to lead 
to after-effects on cortical excitability that outlast the period of stimulation 
for several minutes or hours. The exact nature of these after effects is un­
known but they are thought by many authors to involve changes in the 
strength of synaptic connections that are analogous to long term potentia-
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tion and depression (LTP and LTD respectively) in experiments on re­
duced animal preparations. If the after effects of repeated TMS do involve 
plasticity of synaptic connections then it is possible that they could interact 
with and perhaps be used to investigate physiological processes that are 
thought to depend on synaptic changes such as learning and memory. 

There are presently two main methods for inducing long lasting effects: 
repetitive TMS (rTMS) and paired associative stimulation (PAS). In both 
cases, the majority of the experiments have been conducted on the motor 
cortex. This is because single pulse stimulation here evokes recordable 
EMG responses in contralateral muscles (MEPs), the size of which can be 
used as an indicator of the excitability of the motor cortical output. It is 
thought, however, that similar principles apply to other areas of the neo­
cortex. 

rTMS simply consists of giving repeated TMS pulses at 1-50 Hz 
(Siebner and Rothwell, 2003). Several hundred stimuli usually are given 
with the intensity of each single pulse set to be around the threshold for 
evoking an EMG response in resting muscle (resting motor threshold, 
RMT). In principle, rTMS is similar to the conditioning protocols that are 
often used in animal experiments to produce long term synaptic changes 
such as LTP and LTD in hippocampal circuitry. 

PAS involves repeated pairing of a TMS pulse with a carefully timed 
electrical stimulus to a peripheral nerve (Stefan, Kunesch et al., 2000). In a 
typical experiment, the electrical stimulus would be given to the median 
nerve at the wrist, and then 25ms later, a TMS pulse would be applied over 
the contralateral motor cortical hand area. Both stimuli would then be re­
peated 100 times or so every 4-lOs. For about 30min after the end of this 
conditioning paradigm, the excitability of the motor cortical projection to 
hand muscles innervated by the median nerve (e.g. the abductor pollicis 
brevis) is increased. Interestingly, if the timing between the stimuli is re­
duced to 10ms, then the after effect is reversed, and cortical excitability is 
reduced. PAS is thought to be analogous to spike timing dependent plastic­
ity in animal experiments. The sensory input from the median nerve and 
the activity produced by the TMS pulse are thought to converge on a 
common neurone. Depending on the temporal relation between the events, 
the TMS input is either strengthened or suppressed. This form of TMS in­
duced plasticity is sensitive to drugs that interfere with the function of 
NMDA receptors and hence probably involves LTP/LTD like processes in 
the cortex. 

One important feature of all these protocols is that the basal state of the 
cortex at the time of conditioning can change the long term effects that oc-
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cur. For example, the suppression of motor cortex excitability that follows 
1 Hz rTMS applied at rest is abolished if the stimulation is performed 
while subjects contract their hand muscles (Touge, Gerschlager et al., 
2001); conversely the effect of 5 Hz rTMS on muscles in the forearm is 
reversed depending on whether the subject contracts the flexor or extensor 
muscles during the period of stimulation (Fujiwara and Rothwell, 2004). 
This is likely to be because the response to each single TMS pulse depends 
on the excitability of the cortex at the time the stimulus is applied. If dif­
ferent sets of connections are activated by each pulse of a repeated train, 
then this will change the pattern of long term effects that are observed. 

As pointed out by many authors, the processes of neural plasticity have 
to be carefully controlled (Turrigiano and Nelson, 2000). Plasticity that is 
too easy to induce might lead to formation of unwanted associations, 
whereas plasticity that is too difficult to produce leads to problems in 
learning anything new. This is apparent if we consider increasing the ex­
citability of neural connections with LTP-like processes (Bienenstock, 
Cooper et al., 1982). The positive-feedback nature of LTP carries the risk 
of triggering an uncontrolled increase in synaptic effectiveness which be­
comes potentially destabilizing, and overpowers all other inputs in the sys­
tem. Evidence suggests that this can be prevented by making the amount of 
LTP dependent on the level of activity in the postsynaptic neuron: the 
greater the ongoing activity, the less effective are processes leading to LTP 
whilst processes leading to LTD are enhanced. Conversely, the lower the 
activity of the postsynaptic neurones, the more effective are processes that 
lead to LTP. This is known as "homeostatic" plasticity and is formalized in 
the model originally described by Bienenstock, Cooper and Munro (BCM 
model). 

3. Relationship between Brain Plasticity and Behavioural 
Learning 

Some of the best evidence for a connection between synaptic plasticity and 
learning comes from a series of experiments by Donoghue and colleagues 
in rat motor cortex showing that LTP and LTD at intracortical synapses is 
influenced by behavioural learning paradigms (Rioult-Pedotti, Friedman et 
al., 2000). Using trains of electrical stimuli to activate horizontal pathways 
in slices of motor cortex, they found that the cortex of rats trained in a 
forelimb task showed less LTP than slices from untrained animals; con­
versely LTD was enhanced. The effects were consistent with the BCM 
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theory of bidirectional synaptic plasticity in which high prior levels of syn­
aptic activity reduce the sensitivity of process leading to LTP and increase 
the sensitivity of LTD. 

Ziemann et al (Ziemann, Iliac et al., 2004) recently performed an 
analogous experiment in human motor cortex. Their test of synaptic plas­
ticity was the PAS model of paired associative learning. As in the previous 
animal experiments, Ziemann et al showed that a prior period of training in 
a hand motor task reduced the amount of LTP-like plasticity that could be 
evoked in the PAS paradigm whereas it increased the amount of LTD-like 
plasticity. The conclusion was that these indirect measures of cortical syn­
aptic plasticity in the human motor cortex could be used to investigate, and 
perhaps even to influence, processes of behavioural learning. To date there 
have been no equivalent studies on rTMS induced plasticity and behav­
ioural learning, but there seems no reason to suppose that they would be­
have in a fundamentally different way to the results obtained with PAS. 

4. A New Method for Inducing Rapid Plasticity in the 
Human Motor Cortex with rTMS 

Although rTMS is commonly used to induce plastic changes in the excit­
ability of the cortex, the results are often weak, highly variable from one 
individual to another (Maeda et al., 2000), and rarely last longer than half 
an hour. In addition, stimulation protocols can often last quite some time 
(e.g. 25min if 1500 stimuli are given at 1 Hz). 

There are several possible reasons for the previous disappointing results 
of rTMS: first, even in animal experiments, LTP/LTD is difficult to dem­
onstrate in the cortex of awake and freely moving animals without the use 
of extended or repeated sessions of stimulation (Froc, Chapman et al., 
2000). Second, concerns over safety have limited many humans studies to 
relatively low frequencies of stimulation (usually <10 Hz) (Wassermann, 
1998) whereas animal studies often use much higher frequencies such as 
the "theta burst" paradigm (3-5 pulses at 100 Hz repeated at 5 Hz). Third, 
TMS in humans is relatively non-focal, and therefore cannot be used to 
target spatially specific neural connections. In most instances, this means 
that rTMS will activate a mixture of systems that potentially could have in­
teracting effects that make the final outcome difficult to predict. 

Huang et al (Huang, Edwards et al., 2005) recently introduced a rapid 
method of employing rTMS that more closely replicates common para­
digms used in animal experiments. The TMS pulses are applied in high 
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frequency bursts of 3 pulses at 50 Hz, repeated five times per second. 
These are "theta burst" paradigms, so called because the theta rhythm in 
EEG has a frequency of 5 Hz. Bursts that are applied intermittently (2s on, 
8s off, repeated 20 times; 600 total TMS pulses) cause facilitation whereas 
continuous theta bursts for 40s (a total of 600 pulses) lead to suppression. 
The authors speculated suggest that in humans TBS produces a mixture of 
facilitatory and inhibitory effects on synaptic transmission, with facilita­
tion building up faster than inhibition. If we assume that both facilitation 
and inhibition saturate at some level, then it is possible to explain the main 
features of the results as long as we allow inhibition to dominate in the 
long run. Thus, a short, intermittent protocol such as iTBS would favour 
rapid build up of facilitation. In contrast, a longer lasting continuous proto­
col such as cTBS would initially produce facilitation, but eventually this 
would saturate and inhibitory effects which build up slower, but saturate at 
a higher level would dominate. 
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Chapter Overview. Awake background electroencephalogram (EEG) is 
interpreted by electroencephalographer (EEGer), and the results of EEG 
interpretation are described in EEG reports. Desired EEG reports should 
include enough information so that the time series of the raw EEG can be 
imagined from them. Then, it is important to know how much information 
about the characteristics of EEG is included in the report. In this study, a 
method for constructing an EEG model, which reflects the EEG report is 
proposed. First, EEG parameters for EEG interpretation items are deter­
mined based on EEGer's report, then the model parameters are calculated 
from the determined EEG parameters. The proposed models were con­
structed from the EEG reports of 7 subjects. The time series of the con­
structed models were visually evaluated by the EEGer, and satisfactory 
results were obtained. The information included in the EEG report can be 
represented through the time series of the model constructed by the pro­
posed method. The proposed method can be utilized for the training of 
EEG report making. 

Key Words. Awake background EEG, Model construction, EEG report, 
EEG interpretation 
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1. Introduction 

Awake background electroencephalogram (EEG) is recorded from the 
scalp of a subject. As the EEG reflects at least a part of the functional 
status of the subject's brain, the electroencephalographer (EEGer) could 
interpret EEG to diagnose brain diseases. Through the visual inspection of 
EEG, the EEGer makes the EEG report, in which a final judgment and its 
details (the characteristics of EEG) are described. Automatic integrative 
interpretation method for the awake background EEG, consisting of quan­
titative EEG interpretation part and EEG report making part, has been de­
veloped by the authors, and satisfactory results were obtained [1,2]. De­
sired EEG reports should include enough contents so that the time series of 
the raw EEG can be imagined from them. Therefore, it is important to 
know how much information about the characteristics of EEG is included 
in the report. Many researchers have proposed automatic methods for 
judging the degree of abnormality of EEG from the time series of raw 
EEG, for example, extraction of features of EEG waveform [3], judgment 
of sleep stage [4], detection of spike [5]. However, there is no method for 
reproducing the time series of raw EEG from the results of EEG interpre­
tation. 

In this study, a method for generating the time series reflecting the EEG 
report by use of an EEG model is proposed. In this method, the parameters 
of the EEG model were appropriately determined based on the EEG report, 
and the model output was generated as the time series that reflects the EEG 
report. By reproducing the time series from the EEG report, in which the 
summary of the characteristics of raw EEG is described, it is possible to 
know how much information is included in the EEG report. The proposed 
method was tested with EEG data of 7 subjects, and the generated time se­
ries was visually evaluated by EEGer. 

2. Methods 

2.1 EEG Model 

The EEG model, which was developed in our previous study [6] was 
slightly improved, and represented as 

4 

x'\nAt) = Y^al{nM)s\n{27tm,^nM + e^{nM)) (1) 
k=\ 

ai'iin + 1)A0 = na^inAt) + ^^(nAt) 
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where x^{n/^t) is the model output including 4 different oscillations, 
which correspond to the 5, 6, a and P waves respectively; m̂  the 
mean frequency; /^ coefficients of the first order Markov process; 
^[{nAt) the independent random numbers of Gaussian distribution with 
zero mean and variance of (cr^Y ; p the scalp region number (/7=1,2, 
•••,16), and At the signal sampling interval (At=0.0\ s). The common 
mean frequencies ŵ  were used at all scalp regions. The region number 
p is removed and wave number k =1,2,3,4 is represented as 
k = S ,0,a ,p to simplify the representation of symbol. 

2.2 Determination of EEG Parameters Reflecting EEG Report 

In this study, the EEG model reflecting the EEG report was constructed in 
two steps. In the first step, the values of the EEG parameters were deter­
mined based on the EEG report. In the second step, the EEG model pa­
rameters w^, /^, cr̂  (k = S,0,a ,J3) were calculated from the deter­
mined EEG parameters. 

A final judgment in four-grade (Normal, Mildly abnormal. Moderately 
abnormal. Markedly abnormal) and its details (the characteristics of EEG) 
are described in the EEG report. The described details were categorized 
into 12 EEG interpretation items as shown in Table 1, and judgment of 
each item was corresponding to the four-grade [1]. The EEG parameters 
represent the feature of each item quantitatively. The dominant rhythm was 
represented by using the a wave model component (k = a). The values 
of EEG parameters were determined according to the judgment of each 
item based on the EEG report as shown in Table 1. The details of determi­
nation of the EEG parameters for each item are described as follows. 

1) Existence of dominant rhythm 
When the dominant rhythm exists, the values of EEG parameters for 
the dominant rhythm are determined according to the following items 
2)-8). If the dominant rhythm is judged as absence, the values of EEG 
parameters are determined to y=2.6, M^^lOHz, P^=SjuW in all 
scalp regions, and the following items 2)-8) are skipped. 

2) Organization of dominant rhythm 
The value of organization parameter y is determined as given in 
Table 1. 

3) Asymmetry of organization 
The value of organization parameter on more abnormal side (right(r) 
or left(l)) is increased according to the degree of abnormality. 

4) Frequency of dominant rhythm 
The value of frequency M^ is determined as given in Table 1. 

5) Asymmetry of frequency 
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Table 1. Determination of values of EEG parameters 

EEG interpreta­
tion item 

EEG parameters 

Dominant rhythm 
Existence 
Organization 
Asymmetry 
Frequency 
Asymmetry 
Amplitude 
Asymmetry 
Extension 

Beta wave 
Amplitude 
Asymmetry 

Theta wave 
Duration 

Delta wave 
Duration 

V=2.6, A/„ = 

y 
l/>-y^'l 

M„ 
\M'J>-M';^\ 

Pa 

\pr-pr\iPa 
Ratio of p^ 

Pp 
IP;>-/>;M//> 

J<e 

MOHz, P^=8/iV 

Normal 

Yes 
0 
0 
10 
0 

50 '̂̂  
0 
see 

10 
0 

(P,=10) 

When organization is markedly abnormal, 

Mildly 
abnormal 

0.6 
0.5 
8.5 
0.7 
110 

0.55 
Table 2 

70 
0.55 

0.04 

Moderately Markedly 
abnormal 

1.6 
0.8 
7.0 
1.5 
140 
0.7 

110 
0.7 

0.2 

0.3 

P^ is set to 30/ iV 

abnormal 

Nô "̂  
2.6 
1.5 
6.0 
2.0 
-

0.9 

-
0.9 

0.5 

0.5 

The value of frequency on more abnormal side (right or left) is de­
creased according to the degree of abnormality. 

6) Amplitude of dominant rhythm 
The values of amplitude P^ at Oi and O2 are determined as given in 
Table 1. The amplitudes at other scalp regions are determined in the 
item 8). When organization is markedly abnormal, P^ is set to 30. 

7) Asymmetry of amplitude 
The value of amplitude on more abnormal side (right or left) is de­
creased according to the degree of abnormality. 

8) Extension of dominant rhythm 
The amplitudes of dominant rhythm at regions except Oi, O2 are de­
termined according to the degree of abnormality of extension as given 
in Table 2. The values in Table 2 show the ratio of the amplitudes at 
occipital region (Oi, O2) and those at other regions. The amplitudes 
are independently determined in each hemisphere. 

9) Amplitude of /? wave 
The values of amplitude P^ at all scalp regions are determined as 
shown in Table 1. 
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Table 2. Extension of dominant rhythm (amplitude ratio) 

Normal 
Mildly abnormal 
Moderately abnormal 
Markedly abnormal 

0,,02 
1.0 
1.0 
1.0 
1.0 

P3,P4 
0.9 
0.9 
0.9 
0.9 

C3,C4 

0.5 
0.6 
0.8 
0.8 

F3,F4 

0.3 
0.5 
0.8 
0.8 

FpbFp2 

0.0 
0.0 
0.3 
0.6 

T5,T6 
0.6 
0.6 
0.6 
0.6 

T3,T4 
0.3 
0.3 
0.6 
0.6 

F7,F8 
0.0 
0.0 
0.5 
0.6 

10) Asymmetry of amplitude of P wave 
The value of amplitude on more abnormal side (right or left) is de­
creased according to the degree of abnormality. 

11) Duration of 9 wave 
The value of the ratio i?̂  (= 5*̂  / 5^) of amount( 5^) is determined 
according to the degree of abnormality at abnormal scalp regions. The 
value of amplitude P^ is set to 10 //V at normal scalp regions, 
where 6 wave does not appear. 

12) Duration of 5 wave 
The value of the ratio R^(=S^/Sj) of amount( 5*̂ ) is determined 
according to the degree of abnormality at abnormal scalp regions. The 
value of amplitude P^ is set to 17 /iV at normal scalp regions, 
where S wave does not appear. 

Amount S^ and S^^ in item 11) and 12) are power of 6 and S 
waves respectively, and S-,- is the summation (S^ -^S^ + S^ + S^). Table 
3 shows the relationship between the terminology about the appearance of 
slow wave (S and 0 waves) in the EEG report, and the scalp regions 
regarded as abnormal in item 11) and 12). 

2.3 Calculation of Model Parameters from EEG Parameters 

The model parameters are calculated from the determined EEG parameters 
as follows. 
a) Mean frequency m̂  

The mean frequency of dominant rhythm m^ is the same as M^, and 
those of other waves are set to m^ =2Hz, m^ =6Hz, and m^ = 19Hz. 

b) Coefficient 7̂  
In dominant rhythm, /^ is calculated as 

7^ = 2 - cos{27rAtF^) - 7{2-cos(2MrFJ} ' -1 (2) 
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Table 3. Relationship between the terminology about the appearance of slow 
wave in the EEG report, and the scalp regions regarded as abnormal 

Terminology Scalp regions 
diffusely all regions 
more on the left hemisphere Fpi,F3,C3,P3,Oi,F7,T3,T5 
anteriorly Fpi ,F3,C3,F7,T3,Fp2,F4,C4,F8,T4 
posteriorly C3,P3,Oi,C4,P4,02 
on the left anterior quadrant Fpi,F3,C3,F7,T3 
on the left posterior quadrant C3,P3,Oi 
on the left frontal region Fpi,F3 
on the left posterior region Pŝ Oi 
on the left temporal region F7,T3,T5 
on the left Fpi,F3A,P3,Qi,F7,T3,T5 

where F^ is half width of the theoretical power spectrum of the a 
wave model component, and calculated as 

F^ ={>;-0.49 + 0 .013(P^) ' /16-4 .82x l0- ' (P^)Vl6 ' (3) 

+ 0.41(PjV(165,.)-3.12i?,-}/0.58 

The Y^ is calculated by (2) for occipital scalp regions (Oi, O2), and 
the calculated value is used for other scalp regions. The lowest limit of 
y^ is set to 0.98. If the organization of dominant rhythm is judged 
markedly abnormal, the y^ is set to 0.93. For slow waves, the pa­
rameters are set to /^=0.98 and ;r^=0.98 if the slow wave is judged 
rhythmic. Otherwise, the parameters are set to y^ =0.95 and y^ =0.9. 

c) Standard deviation cj,^ 
The parameter a,^ is calculated as 

(T,=pJ\-{nf/2, {k = S,e,a,l3). (5) 

In slow waves, if P,^ is not obtained and 7?̂  is given, P̂  is calcu­
lated from Rj^ as 

P,=44R^, ik = S,0). (6) 
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3. Results 

The data of 7 subjects (4 moderately abnormal, and 3 markedly abnormal 
subjects, 16-81 years) were used to show the validity of the proposed 
method. Here, the results for 1 subject are shown in detail. Figure 1 shows 
the results for Subject 1, whose EEG was judged moderately abnormal by 
the EEGer, who is one of the authors, (a) raw EEG recorded from 16 scalp 
regions, (d) EEG report described by the EEGer, (b) generated time series 
of the EEG model constructed from the EEG report by use of the proposed 
method. For comparison, (c) shows time series of the EEG model con­
structed from the raw EEG time series. In (c), the model parameters were 
determined by minimizing the square sum of the difference between the 
power spectrum of the raw EEG and the theoretical power spectrum of the 
EEG model [6]. The time series of the EEG model (b) were evaluated by 
the visual inspection of the EEGer, and were judged that the characteristics 

(a) Raw EEG i(b) Model constructed from EEG report 

(d) EEG report 

Moderately abnormal waking record 
because of disorganized background 
activity, and intermittent slow waves 
diffiisely. 

Is] 5 

Fig. 1. Results for Subject 1 
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of the model time series were in agreement with the contents described in 
the EEG report, though the time series of the model was slightly different 
from the raw EEG. Figure 1 (a) and (b) show that the features of the time 
series generated from the EEG model (b) are similar to those of the raw 
EEG (a). 

The time series of EEG model constructed from the raw EEG in Figure 
1 (c) included more information about the raw EEG than the model con­
structed from the EEG report. Then, the features of the time series of this 
model (c) are in close agreement with those of the raw EEG (a), for exam­
ple the amplitude at Fpi, P4, O2, T4 and T^. 

In this study, the proposed method was applied to the data of 7 subjects 
including the above subject. The EEGer evaluated the model time series by 
visual inspection, and judged that the characteristics of the model time se­
ries reflected the EEG report for all subjects. 

4. Discussion 

4.1 Evaluation of the EEG IVIodel 

The background EEG consists of 4 rhythms (c5, 0, a and J3 waves). 
The EEG model used in this study can produce time series similar to the 
rhythm of the EEG, since each EEG rhythm is represented by the sinusoi­
dal wave with a constant frequency m̂  and Markov process amplitudes 
a,^(nAt). The rhythmic waveform of the EEG can be represented by ad­
justing the coefficient 7̂  of the Markov process. As /j^ approaches 
unity, the model approaches sinusoidal wave. Consequently, the time se­
ries approaches rhythmic waveform. By varying the amplitude of sinusoi­
dal wave by the Markov process, the shape of the power spectrum of the 
model can be approximated to that of the raw EEG in frequency domain. 
Then, the Markov process amplitude model can represent the features of 
the background EEG in both time and frequency domains very well. 

4.2 Determination of EEG Parameters 

The constructed model time series were visually inspected by the EEGer, 
and confirmed that they reflect the information in the EEG report for all 
subjects. The reason why those satisfactory results were obtained, was that 
the EEG parameters were appropriately determined from the EEG report 
and the model parameters were calculated from the EEG parameters. In 
our previous study, the automatic EEG interpretation method was devel­
oped [1], in which, the EEG parameters were obtained from the power 
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spectrum of the raw EEG, and the EEG report was automatically con­
structed by grading the abnormality in each item based on the values of the 
EEG parameters. In the current study, the automatic EEG interpretation 
method was utilized inversely for determining the EEG parameters. The 
EEG parameters were obtained from the model parameters, and the deter­
mination of the EEG parameters was made at the median (standard values) 
of the abnormality in the automatic EEG interpretation method [1]. And, 
the model parameters were calculated from the determined EEG parame­
ters. Therefore, the satisfactory results were obtained. 

4.3 Differences between the Generated Model Time Series and 
the Raw EEG 

The matching between the constructed model and the raw EEG time series 
is not perfect as the EEG report contains only abnormal items, which are 
minimum information for EEG interpretation. Namely, these differences 
between the model time series and the raw EEG were caused by the infor­
mation, which were not described in the EEG report. The time series of the 
model constructed from the raw EEG time series were in close agreement 
with those of the raw EEG as this model was constructed by using more 
information than those in the EEG report. If all information about the 
characteristics of the raw EEG are described in the EEG report, the time 
series of the constructed model would be even more close to the raw EEG. 

Various time series are imagined from the EEG report for the normal or 
mildly abnormal EEGs, because the range of characteristics of EEG judged 
as normal in each EEG interpretation item is wide. Then, the results for the 
moderately and markedly abnormal EEGs, whose EEG reports had many 
items about abnormality, were shown in this paper. 

4.4 Signification of the Proposed IVIethod 

Desired EEG reports should include enough information so that the time 
series of the raw EEG can be imagined from them. The proposed method 
reveals the ability of reproducing EEG time series from the EEG report. 
Therefore, the information included in the EEG report can be represented 
through the time series of the model, which was constructed by the pro­
posed method. Furthermore, the proposed method can be utilized for the 
training of EEG report making. 
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5. Conclusion 

A method for constructing an EEG model, which reflects the EEG report 
was proposed. The EEG parameters were appropriately determined from 
the EEG report by using the automatic EEG interpretation method in­
versely, which was proposed in our previous study. And, the model pa­
rameters were calculated from the determined EEG parameters. The pro­
posed models were constructed from the EEG reports of 7 subjects. The 
constructed model time series were visually inspected by the EEGer and 
confirmed that they reflect the information in the EEG report for all sub­
jects. By using the proposed method, it is possible to know how much 
information about the EEG characteristics is included in the EEG report 
through the time series of the constructed model. 
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Chapter Overview. Perception of three-dimensional structure from vis­
ual motion requires the visual motion to be integrated spatially as well as 
to be recognized as a 3-D object. Psychophysical studies have been made 
to investigate how the visual system extracts the three-dimensional struc­
ture of objects from the two-dimensional motion of random dots (3-D 
structure-from-motion: 3D-SFM), though the neural dynamics underlying 
the reconstruction of a 3-D structure from optic flow is not fully under­
stood. We used neuromagnetic measurements to detect the dynamic 
brain responses to 3-D structure perception from visual motion in human. 
Three different visual stimuli were used; (A) 3-D structure-from-motion 
(SFM): dots moved as if they belonged to a spherical surface rotating 
horizontally , (B) In-plane rotation (IPR): dots moved as if they belonged 
to a circle rotating in-plane, or (C) Random motion (RM): dots moved with 
random direction and random displacement. The results of event-related 
time-frequency analysis showed significant suppression of alpha band 
(7-13 Hz) activity in the right occipito-temporal region, and the suppres­
sion of beta band (15-25 Hz) activity in the bilateral superior occipital re­
gion in the 'SFM' condition compared to the 'IPR' condition. Spatio-
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temporal imaging of the brain activity using adaptive beamformer method 
showed that these areas were also involved in the generation of the 
event-related MEG components observed during the perception of 3-D 
objects between the latencies of 140 and 220 ms after the onset of ran­
dom-dot motion. These results suggest that the perception of moving 3-D 
object from 2-D random-dot motion is accomplished by the activation both 
in the ventral and dorsal visual pathways. 

Key Words. Magnetoencephalography, Random-dot Motion, 3D structure 
perception from motion, event-related desynchronization, and adaptive 
beamformer. 

1. Introduction 

Perception of three-dimensional structure from visual motion requires the 
visual motion to be integrated spatially as well as the recognition of the 
object shape. Many psychophysical studies have been made to investigate 
how the visual system extracts the three-dimensional structure of objects 
from the two-dimensional motion of random dots (structure-from-motion: 
SFM) [1-4]. Electrophysiological studies of non-human primates 
suggested the involvement of middle-temporal (MT) and 
medial-superior-temporal (MST) neurons in the perception of 3-D 
structure from the optical flow [5,6]. Recent neuroimaging studies using 
functional magnetic resonance imaging (fMRI) techniques suggested the 
involvement of the parieto-occipital junction (POJ), the superior-occipital 
gyrus (SOG), and the ventral occipito-temporal junction (OTJ) in the 
perception of 3-D structure from motion [7,8] though the neural dynamics 
underlying the reconstruction of a 3-D structure from optic flow is not 
fully understood. In this study, we used neuromagnetic measurement 
(magnetoencephalography: MEG) to detect the dynamic changes in the 
spontaneous brain activities related to 3-D structure perception from visual 
random-dot motion in human. We also use linearly-constrained 
minimum-variance (LCMV) beamformer to reconstruct the spatiotemporal 
distributions of the brain activity during the perception. 
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2. Methods 

2.1 Subjects and visual stimuli 

Seven normal right-handed subjects (22-50 years) with no history of neu­
rological disorders were participated in the study as volunteers. Written 
informed consent was obtained from each subject prior to the experiment 
complying with the human research policies of internal review board of the 
National Institute of Advanced Industrial Science and Technology. 

The visual stimuli consisted of 100 random dots, which started to 
move 500 ms after the presentation. In this experiment, three different 
stimuli were used; (A) 3-D structure-from-motion (SFM) condition: dots 
moved as if they belonged to a spherical surface with a radius of 7.5 de­
gree in visual angle rotating horizontally, (B) In-plane rotation (IPR) con­
dition: dots moved as if they belonged to a circle rotating in-plane, or (C) 
Random motion (RM) condition: dots moved with random direction and 
random displacement (Fig. 1). 

2.2 Data acquisition 

Neuromagnetic signals were measured during subjects viewing visual 
stimuli with a whole-cortex-type 122-channel DC-SQUID system (Neu-
romagl22^^, Elekta Neuromag Ltd., Helsinki, Finland) [9]. The system 
has 122 planar gradiometer s at 61 locations distributed over the scalp [10]. 
The coordinate system (head coordinate system) used in this study was 
determined from the left and right preauricular points and the nasion, with 
the X-axis connecting the two preauricular points (positive direction to the 
right), the y-axis running perpendicular to the x-axis and passing through 
the nasion (positive direction to the nasion), and the z-axis running per­
pendicular to the x-y plane passing through the origin. The sensor posi­
tions with respect to the head coordinate system were determined by 
measuring the magnetic fields generated by three marker coils located on 
the scalp [11], whose locations in relation to the head coordinate system 
were determined before the experiment using a three dimensional digitizer 
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(C) 
RM 

Fig. 1. Visual stimuli used in this study. (A) Structure from motion (SFM) 
codition: dots moved as if they belonged to a spherical surface, (B) 
In-plane rotation (IPR) condition: dots moved as if they belonged to a cir­
cle rotating in-plane, and (C) Random motion (RM) condition: dots moved 
with random direction and random displacement. 

(Polhemus, Inc., Colchester, VT, U.S.A.). The stimulus-related epochs of 
2000 ms, including a 1000 ms pre-stimulus baseline, were recorded with a 
pass-band of 0.03 - 100 Hz and a sampling rate of 550 Hz. Electrooculo-
gram (EOG) were simultaneously recorded. The epochs with the EOG 
change exceeding 150 \iV, and/or an MEG signal change exceeding 2000 
fT/cm were considered to be contaminated by either eye blink artifacts or 
external magnetic noise and discarded from further analysis. 

2.3 Time-frequency analysis of the spontaneous activities 

The event-related time-frequency wavelet decomposition (using Morlet's wavelet 
basis) [12,13] of the recorded MEG raw signals between 5 and 60 Hz was used to 
assess event-related changes in spontaneous oscillatory brain activity, and the 
time-frequency energy of each single trial was averaged separately for each 
stimulus condition in the time-frequency domain. Time-frequency representations 
of the recorded MEG data are obtained by using the wavelet transformation. The 
MEG signals are convolved by complex Morlet wavelet basis w(t, fo) [14] having 
a Gaussian shape both in the time domain (with standard deviation (SD) of at) and 
in the frequency domain (with SD of af) at its central frequency/(?, 

>v(r, /o) = v4 • exp(-^ ^ / 2a^ ) • Qxp^liTtf^t) (1) 
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With 

(2) 
^/ = 

2710 

Wavelets are normalized so that their total energy is 1 with the normalization fac­
tor^, 

A wavelet family is characterized by the 'width' of the wavelet, 

m = fJOf (4) 

which should be practically chosen greater than 5 [15]. In this study, we used the 
wavelet family defined by m = 6 with/^ ranging from 5 to 60 Hz. 

The time-varying energy of the MEG signal, E(t,fo), in a frequency band 
around fo is defined as the squared norm of the result of the convolution of a com­
plex wavelet w(t,fo) with the signal s(t), 

E(t,f,) = \w{t,f,)xs(tf (5) 

This method provides a tool to evaluate event-related changes of 
time-varying energy of the MEG signal in each frequency band. 

2.4 Reconstruction of the spatiotemporal brain activity 

Linearly-constrained minimum-variance (LCMV) beamformer [16] was 
used to reconstruct brain activity from MEG measurements, which allows 
us to compare event-related changes in spontaneous activities and the spa­
tiotemporal brain activities evoked by the same events. The LCMV beam-
former was implemented as a weighted sum of the data recorded at the 
MEG sensor array. These weights were determined so as to minimize the 
filter output power subject to a linear constraint, which forces the filter to 
pass a specific distribution of the measured signal generated from a brain 
electrical source at a specified location, while the minimization of power 
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attenuates activity originating at other locations [16]. Raw MEG data ex­
tracted from 600 ms post-stimulus periods were used to estimate signal 
covariance matrix, and those extracted from 300 ms pre-stimulus periods 
were used to estimate noise covariance matrix for the beamformer synthe­
sis. Dynamic Statistical Parametric Maps (dSPMs) [17] were calculated 
and superimposed on the individual reconstructed brain surface. 

3. Results 

3.1 Results of the individual time-frequency analysis 

Figure 2 shows the results of the individual time-frequency analysis in the 
typical subject perceiving the 3-D structure from motion. Event-related 
suppression of alpha-band (8 -12 Hz) spontaneous activity in the bilateral 
occipital, occipito-temporal and parieto-occipital regions in response to the 
start of motion was dominant in all subjects in all conditions. 
To assess the differences in event-related changes of spontaneous brain ac­
tivity between the stimulus condition with 3-D object perception (SFM) 
from coherent random-dot motion and that without 3-D perception (IPR), 
difference in event-related time-frequency energy between SFM and IPR 
conditions was tested. The results of inter-subject paired t-test, which was 
performed to detect the statistically significant suppression of the 
time-frequency energy during SFM condition (TF(SFM)) compared to the 
IPR condition (TF(SFM) < TF(IPR)), were shown in Fig. 3. Significant 
suppression of alpha band activity (8 - 13 Hz) in the SFM condition com­
pared to the IPR condition was detected in the parietal and the right oc­
cipito-temporal regions. Suppression of beta band (15 - 25 Hz) activity 
was also observed in the bilateral parietal and superior occipital regions. 

3.2 Reconstruction of the spatiotemporal brain activity during 
3-D object perception 

Figure 4 shows the event-related neural activities estimated by LCMV 
beamformer in the typical subject while the subject perceiving the 3-D ro­
tating sphere from 2-D random-dot motion. Activations in the right oc­
cipito-temporal (Brodmann's area (BA) 18,19), bilateral parietal (BA7), 
parieto-occipital (BA19), parieto-temporal (BA39), and posterior inferior 
temporal (BA19,37) regions were observed in the latency range between 
140 ms and 220 ms after the onset of random-dot motion. Estimated 
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activities in the parietal and parieto-temporal regions were less pronunced 
in the IPR condition compared to the SFM condition, and these activities 
w^ere not observed in RM condition. 

start motion 
• 400 

Fig. 2. The results of the time-frequency analysis in typical subjects during the 
perception of 3-D objects from 2-D random-dot motion. Event-related sup­
pression of alpha-band (8 -12 Hz) spontaneous activity in the bilateral occipi­
tal, occipito-temporal and parieto-occipital regions in response to the start of 
motion was dominant in all conditions throughout the subjects. 
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Fig. 3. The results of the inter-subject paired t-test to detect statistically sig­
nificant suppression of the time-frequency energy during SFM condition 
compared to the IPR condition (TF(SFM) < TF(IPR)). Significant suppres­
sion of alpha band activity (8-13 Hz) in the SFM condition compared to the 
IPR condition was detected in the right occipito-temporal region. Suppres­
sion of beta band (15-25 Hz) activity was also observed in the bilateral su­
perior occipital regions. 
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Fig. 4. Event-related neural activities estimated by LCMV beamformer in a 
typical subject during the perception of 3-D objects from 2-D random-dot mo­
tion. Activations in the right occipito-temporal and parieto-occipital regions as 
well as the bilateral superior parietal regions were observed in the latency range 
between 140 ms and 220 ms after the onset of random-dot motion. 

4. Discussion 

In this study, both (a) the event-related suppression of alpha- and 
beta-band spontaneous brain activities assessed by Wavelet time-frequency 
analysis, and (b) the event-related neural activities estimated by using 
beamformer approach, were detected in the occipito-temporal, bilateral pa­
rietal, and bilateral parieto-occipital regions. The suppression of sponta­
neous activities started about 300 ms after the onset of random-dot motion 
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which was used as a cue for 3-D shape perception, while the event-related 
neural activities were observed between the latencies of 140 and 220 ms. 

Current results of the spatiotemporal imaging of the event-related 
brain activation suggest that these regions are involved in the perception of 
3-D structure from motion, which are in agreement with the results from 
the previous studies of 3-D structure perception from motion using fMRI 
[7, 8] in terms of the location of the activation, and adding the further in­
sight into the temporal characteristics of the neural activities in these re­
gions. The results were also consistent with the hypothesis that the local 
suppression of spontaneous brain activities, especially in the alpha-band, in 
the occipital, the occipito-temporal, and the parieto-occipital areas indi­
cates the engagement of these regions to the relevant sensory functions 
[18]. Transient decrease of beta-band activities were reported in the 
temporal, the parieto-temporal, and the sensorimotor regions during the 
auditory [19] and the tactile stimuli [20], suggesting that the local transient 
suppression of beta-band activities might be associated with the 
event-related neural activities in these regions during the task performance. 

Equations (2) and (4) define the trade off between the temporal resolu­
tion and the frequency resolution in the time-frequency analysis used in 
this study. Unlike short-time Fourier transformation (STFT), the wavelet 
transformation analyzes the signals at different frequencies with different 
resolution. Wavelet duration (2at) becomes 95.5 ms at the signal frequency 
of 20 Hz. Although the temporal resolution of the wavelet analysis used in 
this study is not sufficient to detect the changes of the on-going spontane­
ous brain activity in millisecond precision, the results shown here indicated 
that the method was capable of observing slow changes in alpha and beta 
band activities. 

The change in the activation in the occipito-temporal motion-sensitive 
area in conjunction with the perception of global motion is also reported in 
the previous fMRI studies [21-23], and the intra-parietal region were re­
ported to be activated during the mental imagery processing [24,25], which 
suggests that the perception of moving 3-D object from 2-D random-dot 
motion includes both perception of global motion and 3-D mental image 
processing, that are accomplished by the cooperative activation in the ven­
tral and dorsal visual pathways. 
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Chapter Overview. We studied the effects of repetitive electrical (rES) or 
transcranial magnetic stimulation (rTMS) on somatosensory evoked poten­
tials (SEPs) and neural structures in rats. rES was performed with a fre­
quency of 1 or 0.2 Hz for 3 hours and 20 minutes using two stainless 
screws inserted into the skull. The right somatosensory areas were mag­
netically stimulated with a frequency of 1 Hz for 2 hours and 20 minutes 
using a small eight-figure coil. SEPs elicited by stimulating the left hind 
limb was recorded before and after rES or rTMS. Following scarifying 
rats, immunohistochemical analysis of rat brain were performed. As a 
result, amplitudes of cortical components of SEPs were significantly re­
duced after 1 Hz and 0.2 Hz rES compared with those in the control. 
rTMS was also similar effects to those for rES on cortical SEP compo­
nents. Immunohistochemical analysis demonstrated c-Fos immunoreac-
tive neurons in the wide spread cortical and subcortical areas of the hemi­
sphere stimulated by rES. rTMS induced c-Fos immunoreactivity (IR) of 
cortical neurons in relatively localized areas. 

The present results support that low frequency rES and rTMS have tran­
sient inhibitory effects on cortical neurons. We presume that c-Fos IR is 
a good maker for rapidly reactive neurons stimulated by rES or rTMS in 
rats. 
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1. Introduction 

Recent studies showed that repetitive magnetic or electric stimulation of 
the brain transiently modulated cortical or subcortical neuron excitabilities, 
which was shown by recordings of motor evoked potentials (MEPs) or 
cortical brain potentials, and by measuring regional cerebral blood flow or 
regional cerebral metabolic rates using single photon emission tomography 
(SPECT) or positron emission tomography (PET)[ 1,2,3]. However, the 
mechanism of modulating effects of electric or magnetic brain stimulation 
on neural functions was still unknown. To evaluate the effects of repeti­
tive electrical stimulation (rES) and transcranial magnetic brain stimula­
tion (rTMS) on cortical or subcortical neuron excitabilities in rats, we 
studied changes of somatosensory evoked potentials (SEPs) before and af­
ter rES or rTMS. In addition, immunohistochemical analysis of rat brain 
was performed to elucidate the cellular mechanism associated with effects 
of rES and rTMS on cortical or subcortical neural function. 

2. Subjects and Methods 

This study was approved by the ethics committee of our institution. 
Sprague-Dawly rats were employed to evaluate the effects of rES or 

rTMS on cortical neuron activities. Rats were anesthetized by urethane 
(1.3 g/kg) solved by saline (1.3g/2 ml), and were mounted on a stereotactic 
apparatus. Two bar holes of 1 mm diameter were punctuated using an 
electric drill; a bar hole located at a point 2 mm right and 1 mm caudal to 
the bregma which distributed at the primary sensorimotor area and another 
bar hole located at 3 mm right and 2 mm caudal to the bregma (Fig. 1). A 
pair of stainless screws of 1 mm diameter were inserted into the bar holes. 
A pair of stainless steel needles was attached at the right hind leg to stimu­
late the sciatic nerve with a frequency of 0.5 Hz using a rectangular pulse 
of 200 |is duration. The stimulus intensity was fixed to induce the mini­
mum twitches of the right footpau. To record SEPs, electric signals were 
induced with a bandpass between 10 Hz and 3 KHz and a sensitivity of 10 
|iV/division via the stainless steel screws described above, and were aver­
aged 20 times. 
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rES was performed using stainless steel screws inserted into the scalp 
described above. The one positioned at the primary sensorimotor area 
was set as negative for cathodal stimulation. Stimulus intensity was just 
below ones which produce minimum twitch of scalp muscles. Stimula­
tion with frequencies of 1 Hz or 0.2 Hz was continued for 3 hours and 20 
minutes with breaks. SEPs were recorded before stimulation and every 1 
hour after the onset of stimulation except for the first 20 minutes. 

rTMS was performed using a single magnetic stimulator with a small 
double-cone coil. The double-cone coil of 44 mm diameter with an angle 
of 150° was set as the center of coil was positioned at the primary sen­
sorimotor area. rTMS was delivered with a stimulus frequency of 0.2 Hz 
for 2 hours and 20 minutes, with breaks of 5 minutes after each 20 minutes 
to cool down the coil. Median nerve SEPs were recorded at the same 
time points as those for rES. 

Fig. 1. 20 minutes to cool down the coil. Median nerve SEPs were recorded at 
the same time points as those for rES. 

Each peak of SEPs was labeled as Fig. 2. Peak-to-baseline and 
peak-to-peak amplitudes and peak latencies of SEPs were measured and 
were statistically anlyzed. After recording SEPs, rats were sacrificed for 
immunohistochemical analysis of the brain. Nissl and Haematoxy-
line-eosin stainings were performed after the brains were embedded in 
paraffin and cut coronally. For immunohistochemical procedure, the 
brains were removed and cryoprotected in 30% (w/v) sucrose at 4^C. Se­
rial 40 |im-thick frozen sections were cut coronally and processed for im-
munohistochemistory using c-Fos and glial fibrillary acidic protein 
(GFAP) antibodies. 
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3. Results 

3.1 Effects of rES on SEPs 

The amplitudes of a cortical component of SEPs were linearly increased 
according to time after the onset of rES. Compared to control, the am­
plitudes of Nl were significantly inhibited from 20 minutes after the onset 
of 1 Hz rES (P<0.001) or 1 hour after 0.2 Hz rES (P<0.0252). After 1 Hz 
rES, the amplitudes of P2, Pl-Nl, P2-N2 and N2-P3 were significantly in­
hibited, and the amplitudes of Pl-Nl and N1-P2 were also significantly 
attenuated after 0.2Hz rES. The inhibition of N1-P2 amplitudes after rES 
was significantly larger in 1 Hz rES than in 0.2 Hz rES. The latencies of 
SEP components did not significantly change. 

l5/iV 

lOiiis 

Fig. 2. A typical SEP waveform. Each peak is labelled in order of appearance. 

3.2 Effects of rlMS on SEPs 

The Nl amplitudes were significantly inhibited at 20 minutes and follow­
ing time points after the onset of rTMS (P<0.05). However, the Nl am­
plitudes increased after the end of rTMS. The amplitudes and latencies of 
other SEP components did not significantly change. 
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3.3 Immunohistochemical changes of cortical or subcortical 
neurons by rES or rTMS 

Nissl and H-E staining showed no microscopical changes of cortical and 
subcortical neurons after rES or rTMS. Immunohistochemical analysis 
demonstrated c-Fos immunoreactive (IR) neurons predominantly in the 
wide spread cortical areas of the hemisphere stimulated by rES. Subcor­
tical neurons including the putamen also showed c-Fos IR. Neurons in 
the contralateral hemisphere did not markedly present c-Fos IR. rTMS 
induced c-Fos IR of cortical neurons relatively localized in the stimulated 
cortical areas over the motor cortex. rES and rTMS did not induce GFAP 
IR in rat brain. 

4. Discussion 

The present study showed that low frequency rES with 1 or 0.2 Hz sig­
nificantly inhibited the cortical components of SEPs, the Nl and Pl-Nl 
amplitudes. 0.2 Hz rTMS also significantly inhibited the Nl amplitudes 
compared to the control. The inhibitory effects of rES or rTMS on SEPs 
transiently disappeared. Previous studies in humans showed that low 
frequency rTMS applied to the motor cortex reduced cortico-spinal neuron 
excitabilities for about 30 minutes after the stimulation [1,2]. A feasible 
mechanism for this inhibitory effect is that rTMS inhibited synaptic trans­
mission of electrical currents following rTMS initially activates cortical 
intemeurons. The amplitudes of cortical components, Nl or Pl-Nl ap­
pear to represent activities of ascending thalamocortical fibers. Since 
antidromic currents of the thalamocortical fibers was not transmitted to 
presynaptic sites, we presume that rES or rTMS affected neural activities 
of the somatosensory cortex themselves. However, it is not deniable that 
rES or rTMS affects synaptic transmission of electrical currents from the 
thalamocortical fibers to cortical somatosensory neurons. 

Immediate early gene c-Fos is a rapid indicator for activated neurons by 
various sensory or mental stimuli. The present study demonstrated that 
rES induced c-Fos IR in the wide spread cortical areas of the hemisphere 
stimulated, and subcortical neurons including the basal ganglia showed 
c-Fos IR. These findings suggest that electrical currents were transmitted 
over the cortex via cortico-cortical or cortico-subcortical fiber connections. 
Since c-Fos IR in the contralateral hemisphere was not remarkable, 
spreading of electrical currents in the subdural space did not play an im­
portant role in induction of c-Fos immunoreactive neurons. On the other 
hand, the present result that rTMS induced c-Fos IR neurons localized in 
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the stimulated motor area are coincident with the results of previous re­
ports [4, 5]. Although rTMS may generate weaker electrical currents in 
the brain than rES, the stimulating method including coil setting and 
stimulus parameters may play a crucial role in effects of rTMS on neural 
functions. The fact that rES or rTMS did not induce GFAP-IR neurons 
supports an aspect in a previous report that rES or rTMS did not activate 
glial astrocytes [6]. 

Finally, we conclude that physiological and immunohistochemical 
changes of cortical neurons by rES or rTMS well corresponded. 
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Event-related Potentials and Stimulus Repetition 
in Explicit and Implicit Memory Tasks 
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Chapter Overview. The Event-related potentials (ERPs) elicited by the 
second presentation of an item are more positive than the ERPs to the first 
presentation (the ERF 'repetition effect'). The repetition effect is related to 
both implicit and explicit aspects of memory. This paper deals with the 
ERP repetition effect in normal aging and patients with Parkinson's dis­
ease during implicit and explicit memory tasks. 

The results may indicate that implicit memory is relatively preserved in 
normal aging, but declines in patients with Parkinson's disease. On the 
other hand, explicit memory declines in normal aging, and declines even 
more in patients with Parkinson's disease. 

Key Words. Explicit memory. Implicit memory, N400, Normal aging, and 
Parkinson's disease. 

1. Introduction 

Two kinds of memory are labeled explicit and implicit. Explicit memory is 
tested directly by requiring explicit recollection of past experience, while 
implicit memory is tested indirectly by means of repetitive priming, in 
which overt recollection of previous episodes is not required. 

The event-related potentials (ERPs) provide complementary information 
to that inferred from behavioral measures during the test phases (whether 
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implicit or explicit) of memory experiences [1]. Some studies [2] have in­
vestigated ERPs evoked by 'old' and 'new' words during direct tests of 
recognition memory. Others [2,3] have employed indirect memory tests in 
which word (and nonword) repetition was incidental to the task. Consistent 
findings on direct recognition testing and during repetition priming in an 
indirect task are that ERPs elicited by the second presentation of an item 
are more positive than the ERPs to the first presentation (the ERP 'repeti­
tion effect' or 'old / new effect') [2, 4]. Thus, the repetition effect is related 
to both implicit and explicit aspects of memory. In the present study, we 
evaluated whether memory tested using ERP was affected by normal aging 
and also by Parkinson's disease (PD) [5, 6]. 

2. Methods 

2.1 Lexical decision task (implicit memory task) 

2.1.1 Subjects 

Study participants included 17 normal young subjects (age 24.4±1.8 
years), 14 normal elderly subjects (age 62.7±5.5 years), and 21 patients 
with PD (age 63.8±8.6 years). MMSE (Mini-Mental State Examination) 
scores were 29.9±0.2 for young subjects, 29.2±1.1 for elderly subjects, and 
28.8±1.7 for PD patients. There was no difference in MMSE score be­
tween elderly subjects and PD patients. 

2.1.2 ERP measurement 

The stimuli consisted of words and pronounceable nonwords, each three 
letters in length. Words were Japanese nouns of three syllables and moder­
ate familiarity. Nonwords were speech sounds without meaning in Japa­
nese. Stimulus duration was 381±69msec and the interstimulus interval 
was 2s (onset to onset). The ERPs were recorded as subjects listened to 
word or pronounceable nonword lists. Words were repeated at intervals of 
0 (lag 0; 2sec), 5 (lag 5; 12sec) and 11-77 (lag 11-77; 120-240sec) inter­
vening items. The subjects were required to push a button in response to 
occasional nonwords. An EEG was obtained using silver-silver chloride 
electrodes placed at scalp sites Fz, Cz and Pz and referred to the left ear-
lobe. An EOG was attached below the left inferior orbital margin and on 
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the left outer canthus. The BEG and EOG activity were amplified using a 
0.05-to 30-Hz filter. 

2.1.3 Results 

The grand average ERP waveforms for each group are illustrated in Fig.l. 
The mean N400 amplitude was smaller in patients with PD than in either 
normal group, but there was no difference between the two normal groups. 
In the young subjects, new words elicited a clear N400, which was maxi­
mal at Fz and Cz and peaked at approximately 550ms. In the elderly sub­
jects, the N400 amplitude between 300 and 800msec after stimulus onset 
in Fz site was smaller than those in Cz and Pz sites. In both groups N400 
was attenuated for repeated words over all electrodes, and the attenuation 
was pronounced for immediate (lagO) than for both delayed repetition 
(lag5 and lag 11-77). In PD patients, attenuation was noted only for imme­
diate repetition. 

2.2 Recognition memory task (explicit memory task) 

2.2.1 Subjects 

Seventeen normal young subjects (age, 25.7±3.7 years), 17 normal elderly 
subjects (age 63.6±10.1 years) and 17 patients with PD (age, 65.8±8.2 
years) were studied. All normal young subjects scored 30 points on the 
MMSE. The mean MMSE in elderly subjects and PD patients was 
28.6±1.8 and 27.4±2.4, respectively. No difference was found between 
elderly subjects and patients with PD. 
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Fig. 1. Grand average ERP waveforms elicited by words at first presentation and 
second presentation for lag 0, lag 5 and lag 11-77 in normal subjects and patients 
with PD during implicit memory task. In the normal N400 was attenuated for re­
peated words, and attenuation was more prominent for immediate than for both 
delayed repetitions. In patients with PD, the N400 attenuation was identified only 
for immediate repetition. 

2.2.2 ERP measurement 

Stimuli consisted of Japanese nouns; each three letters in length and each 
of three syllables and moderate familiarity. Stimulus duration was 
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381±69ms, and the mean interstimulus interval was 3s (onset to onset). 
The ERPs were recorded as subjects listened to word lists. Words were 
repeated at intervals of 0 (lagO; 3sec), 1 (lagl; 6sec) and 6 (lag6; 21sec) 
intervening items. The subjects were required to push a button with the 
right thumb upon first presentation of a word and with the left thumb upon 
repeat presentation. EPR recordings were essentially the same as those of 
lexical decision task. 

2.2.3 Results 

Subject differences were seen in new/old response accuracy at lags 1 and 6 
between the two normal groups. Response accuracy in PD patients was 
significantly decreased compared to the elderly group for both the first 
presentation and lag 6 repetition (Table 1). The grand average ERP wave­
forms for the normal young and elderly groups and the PD group at each 
electrode are shown in Fig.2. In normal young subjects, new words elicited 
a clear N400 that was maximal at the Fz or Cz site, and peaking at ap­
proximately 470 ms after stimulus onset. The ERPs for repeated words 
(lagO) began to diverge from the ERPs for new words at approximately 
200-250ms, and the effects persisted to 750-800ms. Repeated words at 
lags 1 and 6 also showed a N400 attenuation, although the magnitude of 
attenuation was less prominent. In the normal elderly subjects, new words 
elicited a clear N400 that peaked at approximately 500 ms. Repeated 
words at lags 0 and 1 showed an attenuation of N400, while no attenuation 
was found for lag 6. No significant difference was seen in N400 between 
young and elderly normal groups, although N400 peak latency and ampli­
tude in the elderly group were somewhat later and smaller. In patients with 
PD, a clear N400 peaking at about 500 ms was also elicited for new words. 
The N400 attenuation for repeated words was evident for immediate repe­
tition (lag 0) and lag 1 repetition, as seen also in the elderly control group. 
There was a significant difference in N400 amplitude for the first presenta­
tion of words between normal elderly subjects and PD patients. 
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Fig. 2. Grand average ERP waveforms elicited by words at first presentation and 
second presentation for lag 0, lag 1 and lag 6 in normal subjects and patients with 
PD during explicit memory task. In the normal young subjects, the N400 is at­
tenuated for repeated words. Attenuation is more pronounced for lags 0 and 1 than 
for lag 6. In the normal elderly subjects, and patients with PD, the N400 is attenu­
ated for repeated words at lags 0 and 1, but no attenuation is evident at lag 6. 
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Table 1. Response accuracy (%) for new and repeated words 

Normal young subjects Normal elderly subjects Parkinson's disease 
^^..^^^....^^^^ •• 98;3±|;9i) ••'• 8'8;8±T6;5'̂  
LagO 99.6±0.8 99.0±1.3 93.2±14.7 
Lagl 99.9±0.4^^ 97.2±4.5^^ 92.0±15.6 
Lag 6 88.6=fc7.4̂  Z ĵî iij!̂ :'̂  ^'^:^}^J^^ 

l)p<0.001 2)p<0.005 3)p<0.02 4) p<0.05 by Mann-Whitnef U-tesr 

3. Discussion 

This implicit memory task demonstrated a decrease in the N400 amplitude 
in patients with PD compared to those in both control groups. Although the 
nature of the process that is underlying the N400 component has not been 
fully clarified, the most likely hypothesis, at present, views the 400 com­
ponent as reflecting a context integration process [7]. By this account, 
stimuli such as words lead to the generation of an internal representation 
that provides the context within which an additional stimulus can be inte­
grated. On the basis of this hypothesis, our results suggest that the genera­
tion of an internal representation within episodic memory is impaired in 
patients with PD and that this impairment leads to reduced N400 amplitude 
in the present task. 

The present findings in the control groups agree with those of Bam­
berger and Friedman [8] in failing to show a reduction in the magnitude of 
ERP repetition effects in the normal elderly. Repetition effects of lag 0 
remained normal in PD patients, but those at lag 5 and lag 11-77 were re­
duced. If episodic theories of repetition effects are correct, the reduced 
repetition effect in PD patients could be explained by an impairment of 
episodic memory [7]. Several authors [9], however, have demonstrated a 
dissociation between ERP and behavioral data and have suggested that 
ERP repetition effects are independent of the process responsible for ex­
plicit memory. In addition, in the present study, the repetition was inci­
dental to the task, although explicit strategies might influence behavioral 
and ERP measures. Therefore, as suggested by Friedman et al. [3], an al­
ternative account of reduced N400 repetition effects in PD patients is that 
they reflect processes subserving implicit memory. These processes may 
have been intact in the normal elderly subjects, as shown in the previous 
neuropsychological tests. 

The ERP repetition effects were apparent for all lags in the young sub­
jects during explicit memory task. Although normal elderly subjects 
showed ERP repetition effects for short lags such as 0 and 1, the region of 
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the waveform occupied by the long-lag repetition effect showed no reliable 
effects. Immediate lag 0 repetition stimuli presented at the 3 s produced 
rapid, accurate responses and the N400 attenuation in young and elderly 
normal subjects. In the elderly subjects, auditory recognition memory was 
associated with impaired performance and loss of the N400 attenuation af­
ter an interval of 21 s (lag 6). Thus, while the rapid memory process in the 
3-s range appears to be intact, there is selective impairment of sustained 
memory processes at longer retention intervals which appears to occur in 
normal aging. 

The PD patients showed a lower N400 amplitude for the first presenta­
tion of words than elderly control subjects, suggesting that the context in­
tegration process per se is impaired in patients with PD. Our N400 data 
suggest that PD patients fail to generate a full memory representation of 
the first presentation of words. Moreover, this impoverished memory rep­
resentation can explain the disproportional decline in performance of PD 
patients with a second presentation of words at lag 6. The present ERP 
findings support previous reports that PD patients exhibit deficits in en­
coding information [10]. In conclusion, both normal aging and PD are as­
sociated with impairment of recognition memory. Recognition memory 
deficits in PD may result, at least partly from impaired integration of items 
with their priming context. In contrast, the context integration process per 
se is relatively preserved in normal aging. 

Present two experiments may indicate that implicit memory is rela­
tively preserved in normal aging, but declines in patients with PD. Explicit 
memory, however, declines in normal aging, and declines even more in 
patients with PD. 
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Chapter Overview. Peristimulus time histograms (PSTHs) have been 
constructed from needle electromyographic (nEMG) recordings, and used 
to evaluate the function of spinal anterior horn cells to inputs from the cor­
ticospinal tract or la afferents. However, nEMG is a painful and uncom­
fortable technique, and to overcome these difficulties, we have recorded 
surface EMGs (sEMGs) from an 8 electrode array with interelectrode dis­
tances of 5 mm. With this array, we were able to record motor unit poten­
tials (MUPs) from which the PSTHs can be constructed. The electrode ar­
ray was aligned with the long axis of the right abductor pollicis brevis 
while transcranial magnetic stimulation (TMS) was directed to the motor 
area of the right hand. With a careful control of voluntary muscular con­
traction, a single MUP could be isolated, and PSTHs could be constructed. 
Our results show that the properties of these PSTHs were very similar to 
those constructed from nEMGs. We conclude that multichannel sEMGs 
can be used to construct PSTHs non-invasively, which then enables us to 
explore dysfunctions of the pyramidal tract such as in cases of amyotro­
phic lateral sclerosis. 

Key Words. Motor Unit Potential (MUP), Multichannel surface EMG, 
Needle EMG, and Peristimulus Time Histogram (PSTH). 



528 K. Ogata etal. 

1. Introduction 

Motor evoked potentials (MEPs) elicited by transcranial magnetic stimula­
tion (TMS) are widely used to evaluate the function of the corticospinal 
tract (CST) because abnormal MEPs indicate functional alterations of the 
CST and/or anterior horn cells. Peristimulus time histograms (PSTHs) are 
used to analyze the timing of motor unit potentials (MUPs) elicited by ex­
ternal stimuli. The stimuli can be given to either the peripheral nerve from 
la afferents [1], or to the central pathway through the CST [2] by TMS or 
by electrical stimulation. PSTHs represent the excitatory postsynaptic po­
tentials (EPSPs) of the anterior horn cells, and abnormal findings have 
been reported in disorders such as amyotrophic lateral sclerosis (ALS), [3, 
4], multiple sclerosis, and cerebral infarcts [5, 6]. 

Needle electromyography (nEMG) is conventionally used to record sin­
gle MUPs. However, nEMG is painful and uncomfortable, which is a 
stress for the subjects. Recording surface EMGs (sEMGs), on the other 
hand, is painless and can be used to assess involuntary movements or 
compound muscle action potentials (CMAPs) while measuring MEPs. 
sEMGs are the summated potential changes from the entire muscle, and 
are thus difficult to use to examine single MUP because it is influenced by 
volume conduction. 

We have developed a multiple electrode array with small inter-electrode 
distances to increase the spatial resolution. This then allowed the examiner 
to select an optimum recording pair that included a single MUP from the 
seven channels. 

We have constructed PSTHs of the small hand muscle with this 8 elec­
trode array from the MUPs elicited by TMS. The results indicated that this 
non-invasive technique can be used to assess the function of anterior horn 
cells in patients. 

2. Subjects and Methods 

Eleven normal volunteers (meniwomen = 4:7; ages: range 21-35 years; 
mean ± SD 27.8 ± 5.0 years) were studied. All subjects were right-handed. 
They were fully informed about the nature of the experiment and a written 
informed consent was obtained. The experimental procedures were ap­
proved by Ethics Committee of Kyushu University and conformed to the 
tenets of the Declaration of Helsinki. 

Subjects were comfortably seated on an armchair, and the multichannel 
electrode array was positioned on their right abductor poUicis brevis 
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(APB) along the long axis of the muscle fiber. The electrode array was a 
custom-made array of 8 surface electrodes with inter-electrode distances of 
5 mm (Fig. 1). Each electrode was 1.5 mm in diameter and was made of 
silver. Bipolar recordings were made between each pair of adjacent elec­
trodes. The signals were amplified with a bandpass of 50 to 3000 Hz and 
displayed on a CRT monitor (Neuropack 8, Nihonkoden, Japan). 

The subjects were asked to observe the 7 MUP signals displayed on the 
monitor screen, and to flex the APB muscle weakly. The subjects learned 
to maintain a constant contraction by watching the monitor screen and lis­
tening to an audio feedback system. Under these conditions, a single MUP 
could be discriminated on at least one channel. 

The TMS was delivered by a magnetic stimulator, Magstim 200 (Mag-
stim, UK), using a circular coil of 9 cm in diameter. The center of the coil 
was placed over the Cz, and the current direction in the coil was selected to 
flow counterclockwise so that the edge of the coil would stimulate the left 
motor cortex effectively. The stimulus intensity was selected to be the 
lowest intensity (threshold) which would evoke CMAPs of more than 100 
fiW in at least 5 of 10 trials with a mild voluntary contraction of the target 
muscle. TMS was delivered at about 0.2 Hz and 150 stimuli were given to 
each subject. 

Epochs of -250 to +250 msec from the beginning of the TMS were re­
corded and digitized at 10 kHz. The data were stored on a personal com­
puter and analyzed off-line by a signal processing program (Multiscope 
PSTH, Medical try-system, Japan). The slice level to detect a single MUP 
peak was determined arbitrarily after playing back each recording. We re­
jected sweeps in which CMAPs were evoked. We also excluded records 

4 (D®(i)®(D(D(f 
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Fig. 1. Photograph of the multichannel surface electrodes placed on the right 
abductor poUicis brevis. The numbers indicate the position of each electrode 
from proximal to distal site. 
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containing artifacts or polyphasic MUPs. 
The histogram was constructed from the MUP counts in 1 msec bins 

relative to the onset of the stimulus. The range of consecutive bins with 
counts exceeding 2 standard deviations (SDs) above the mean of back­
ground firing rate was determined around 20 ms after the stimulus, was de­
fined as the primary peak, and its onset latency and duration were meas­
ured. The means and SDs of the background counts were also calculated 
from those between -220 and -20 ms. The MUPs in the primary peak were 
counted, and the background-firing rate was subtracted from the count to 
give the extra counts. The extra counts were normalized for the mean 
stimulus number of 100 and for the mean interspike interval of 100 msec. 

nEMGs and multielectrode sEMGs were recorded simultaneously in one 
subject. The PSTHs constructed from the nEMGs and from the sEMGs 
were compared. 

3. Results 

One or more motor units were detected in the multichannel sEMGs (Fig. 
2). The identification of an individual MUP depended greatly on the de­
gree of voluntary contraction. After a short practice time, a single MUP 

Distal 

Fig. 2. Multichannel surface EMGs recorded from the abductor poUicis brevis. 
Five of the 7 channels are shown. Upper channels are proximal and lower are dis­
tal electrodes. The numbers indicate the pair of electrodes as in Figure 1 for each 
channel. An arrow indicates the onset of stimulation. Note the difference of ampli­
tudes in the different channels but the relatively stable firing pattern. A phase re­
versal is noted between channels 3 and 4, which indicates that the motor point is 
located there. 
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could be evoked by all of the subjects with a contraction intensity of about 
5% or less. The amplitudes of the MUPs were different in the different 
channels; however, their shapes were relatively constant in each channel 
with constant contraction. Thus, we were able to choose the best channel 
from which to construct the PSTHs. 

A primary peak and silent period were always observed in the PSTHs, 
and secondary peaks were also seen in several subjects (Fig. 3). Because 
multichannel sEMGs are bipolar recordings, the site of phase reversal was 
identified, which was supposed to indicate the point of origin of the MUP. 
Thus, we corrected the onset latency by the difference of onset latency be­
tween the motor point and the one used for the MUP detection. After the 
correction, the onset latency was calculated to be 20.5 ± 1.1msec (mean ± 

150 

50 100 

Time (msec) 

Fig. 3. PSTH constructed by surface EMG. 
The upper panel shows the raster view of MUP firings while the lower represents 
the PSTH. A primary peak (arrow) and silent period (SP) can be seen. 
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SD) while the duration of the primary peak was 3.4 ± 0.7 msec. The extra 
count of the primary peak was 27.7 ± 15.3. The duration of silent period 
was determined by subtracting the end of the primary peak to the onset of 
the second peak, which was 60.2 ± 28.6 ms. 

The simultaneous recordings of the sEMG and nEMG in one of the sub­
jects showed that the same motor units were recorded in both recordings 
(Fig. 4) although the duration of motor unit potentials in the sEMG was 
longer than that in the nEMGs. The parameters of the PSTH constructed 
from both recordings were approximately the same. The onset latency was 
19.0 ms for nEMG and 18.7 for sEMG. The duration of primary peak was 
3 ms for both methods. The silent period was 46 ms for the two methods. 

4. Discussion 

With our 8 surface electrode array, we were able to record sEMGs of one 
MUP non-invasively from which a PSTHs could be constructed. Because 
the waveforms of the MUPs were not dependent on the method, the use of 
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Fig. 4. Simultaneous recording of needle EMG (nEMG) and surface EMG 
(sEMG) 
The top trace corresponds to a MUP of nEMG while the remaining traces are 
derived from sEMG. With appropriate muscle contraction level, sEMG can de­
tect the same MUPs as observed in nEMG. 
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nEMGs need not be used as long as the MUP firing was recorded. Mul­
tichannel electrodes have been used to estimate muscle fiber conduction 
velocity (for review, see Zwartz and Stegeman [7]). We were able to ob­
tain better signals not only by the small interelectrode distances that mini­
mized the effect of volume conduction but we could also select the opti­
mum recording channel from the different channels. 

The waveform of the sEMG was stable and reproducible for long peri­
ods under constant contraction with its fixed position on the targeted mus­
cle. Thus, sEMG has the advantage that it does not require careful stabili­
zation of a needle electrode where slight movements can result in large 
changes in the waveform. However, the MUPs recorded with sEMG are 
small and greatly influenced by the intensity of contraction. If the subject 
changes the intensity of voluntary contraction, the MUPs are easily con­
taminated by other MUPs because the effect of volume conduction cannot 
be reduced as much as with nEMG. Therefore, it was important for us to 
ask the subjects to maintain a fine control of voluntary contraction. Once 
the subjects learned how to maintain the muscle contraction, they per­
formed very well and kept the contraction level of 5% or less during the 
recording. 

We were able to obtain the primary peak, silent period, and secondary 
peak in the PSTH. Each component had properties similar to those previ­
ously reported for nEMG [3, 8-12]. In addition, when we compared the 
PSTHs of nEMG with that of sEMGs, the parameters of PSTH were not 
significantly different. Therefore, our PSTH technique can be used to es­
timate the dysfunction of anterior horn cell in such disorders as ALS. 

Klein et al [13] reported the usefulness of a 126-channel high-density 
sEMG (10 columns, 13 rows) to detect MUPs and to construct PSTHs. 
With his 2 dimensional electrode array, several different MUPs were de­
tected simultaneously representing the two-dimensional distribution of 
each MUP. However, his electrode was too large and difficult to apply to 
small hand muscles. In contrast, our electrode is narrow and small so that it 
is possible to record single MUPs of the APB muscle. Moreover, this 
method does not require complex computations although we need to be 
certain that the subjects maintain a constant degree of voluntary contrac­
tion. 

In conclusion, our results indicate that our 8 surface multi-electrode ar­
ray can isolate individual MUPs from which PSTHs can be constructed to 
assess the functional state of CST. Additional studies are needed to deter­
mine the value of this new method to test its use in neurological disorders. 
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1. Introduction 

Cortical processing of sound in patients with mild to moderate sensorineu­
ral hearing loss, which is common and experienced by most people with 
age, has rarely been reported. In this article, our three previous studies are 
reviewed to investigate how disorders in the peripheral auditory organ in­
fluence the brain activation pattern, which may provide further information 
about the strategy used by the brain to process and recognize incomplete 
sensory signals delivered to it. 

2. Effects of Acoustic Structures of Sound Stimuli on 
Auditory Evoked Magnetic Fields (AEFs) 

We measured AEFs by presenting white noise and speech-related sounds 
in normal subjects and in patients with mild inner-ear hearing loss and 
compared them with those in normal hearing subjects [1]. The purpose of 
this study was to investigate the effects of acoustic structures of sound 
stimuli on AEFs and their alteration induced by inner-ear hearing loss. 
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Subjects: Eight normal subjects and seven patients with mild sensorineu­
ral hearing loss were examined. The hearing levels of normal subjects 
were within 20 dB at all frequency tested. The mean hearing levels of the 
right and left ear among the patients were 29.4 dB and 33.7 dB respec­
tively. 

Sound stimulation (Figure 1): Sound stimuli applied were: (1) white 
noise, (2) 170 Hz pure tone (the fundamental frequency (FO) of the vowel 
/a/), (3) synthetic complex sound (F0123) composed of FO and three for-
mants of the vowel /a/, and (4) the vowel /a/. The intensity of the sound 
stimuli was adjusted to 80 dB SPL. All patients reported sensation of dis­
tortion or abnormal quality for the present sound stimuli. 

0 0.5 0 
white noise 

0.5 0 o.b 0 0.5 (sec) 
FO F0123 / a / 

Fig. 1. Sound spectrograms of sound stimuli 

MEG recording: AEFs were recorded with a whole-head magnetometer, 
which has 122 first-order planar gradiometers (Neuromag-122) (Figure 2). 
NlOOm latency: In normal subjects, the NlOOm latency was significantly 
longer for FO than for F0123 and /a/ stimulation in the left hemisphere. In 
the right hemisphere, the NlOOm latency for FO was significantly longer 
than for the other stimuli, and the NlOOm latency for /a/ stimulation was 
shorter than that for noise stimulation. The NlOOm latencies in the right 
hemisphere with the left ear stimulation were significantly shorter than 
those in the left hemisphere with the right ear stimulation. 
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normal subject patient 

noise 

Fig. 2. AEF waveforms of a normal subject and a patient with sensorineural hear­
ing loss 

Representative AEF waveforms at the channel, which gave the largest NlOOm 
response, are shown (recorded in the right hemisphere with left ear stimulation). 
In the normal subject (a), the response waveforms varied according to the stimulus, 
and the response to noise was smaller than those to other stimuli both in Nlm and 
SF latency ranges. In contrast, the wave form variation was less prominent in the 
patient with sensorineural hearing loss (b)(patient 7). Calibration: 100 fT/cm. 

In the patient group, the NlOOm latencies in the right hemisphere with 
the left ear stimulation did not significantly differ from those in the left 
hemisphere with the right ear stimulation, indicating that the interhemi-
spheric difference in NlOOm latency found in normal subjects disappeared 
in the patient group. 

NlOOm dipole moment (Figure 3): In normal subjects, the dipole mo­
ments of NlOOm for F0123 and /a/ stimuli were significantly larger than 
that for noise stimulus in the left hemisphere, and the NlOOm moment for 
F0123 was significantly larger than that for noise in the right hemisphere. 
The dipole moments in the right hemisphere with the left ear stimulation 
were significantly larger than those in the left hemisphere with the right 
ear stimulation. 
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Fig. 3. NlOOm dipole moments in normal subjects and in patients with sen­
sorineural hearing loss 

a: In normal subjects, the dipole moments of NlOOm for F0123 and /a/ stimuli 
were significantly larger than that for noise stimulus in the left hemisphere, and 
Nlm moment for F0123 was significantly larger than that for noise in the right 
hemisphere. The dipole moments in the right hemisphere with the left ear stimula­
tion were significantly larger than those in the left hemisphere with the right ear 
stimulation (11, P<0.01). 

b: In patients with sensorineural hearing loss, the dipole moment of NlOOm for 
F0123 stimulus was significantly larger than that for noise stimulus in both hemi­
spheres. NlOOm dipole moment for /a/ stimulus was significantly smaller than 
that for F0123 stimulus in the left hemisphere, and was significantly larger than 
that for noise stimulus in the right hemisphere. The dipole moments in the patient 
group were significantly smaller than those in normal subjects in the right hemi­
sphere (§§, P<0.01). 
(*: P<0.05, **: P<0.01; contrast comparison) 

In patients with hearing loss, the dipole moment of NlOOm for F0123 
stimulus was significantly larger than that for noise stimulus in both hemi­
spheres. NlOOm dipole moment for /a/ stimulus was significantly smaller 
than that for F0123 stimulus in the left hemisphere, and in the right hemi­
sphere, it was significantly larger than that for noise stimulus. No signifi­
cant interhemispheric difference of the NlOOm dipole moment was noted 
in the patient group. The dipole moments in the patient group were signifi­
cantly smaller than those in normal subjects in the right hemisphere, while 
the difference was not significant in the left hemisphere. 

Comments: In normal subjects, NlOOm dipole moments evoked by a 
noise were smaller than those evoked by F0123 in both hemispheres. Such 
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differences in AEF between noise and other stimuli, however, were less 
prominent in the patient group. The right hemispheric dominance observed 
in the present normal subjects was lost in patients for NlOOm. The NlOOm 
latencies in the right hemisphere in the current patient group were signifi­
cantly longer than in normal subjects, and the NlOOm moments in the right 
hemisphere were significantly smaller than in normal subjects, indicating 
weaker AEF responses in the right hemisphere in the patient group. In con­
trast, the differences in these parameters between normal subjects and pa­
tients were not significant in the left hemisphere. Reduced AEF responses 
in the right hemisphere and subsequent disappearance of the right hemi­
spheric dominance in the patient group might be related to an impairment 
in the processing of tone quality and loudness in inner-ear hearing loss. 

3. AEF in Patients with Loudness Recruitment 
Phenomenon 

We measured AEFs in patients who had mild to moderate inner-ear hear­
ing loss with loudness recruitment, and compared them with those of nor­
mal-hearing subjects to elucidate the cortical correlates of abnormal loud­
ness sensation [2]. 

Subjects: Eight patients with inner-ear hearing loss were studied. They 
had bilateral sensorineural hearing impairment, and their hearing thresh­
olds at 1 kHz ranged from 30 to 50 dB HL (hearing level). All patients ex­
hibited loudness recruitment in both ears. AEFs were measured in each ear. 
The control group consisted of 14 healthy adults with normal audiograms. 
Stimulus and measurement: A 1 kHz pure tone was presented monaurally 
and the intensity was set at 40, 50, 60 or 70 dB HL. Recordings were per­
formed in a magnetically shielded room with the subjects seated under a 
helmet shaped dewar. AEF was recorded with a 122-channel whole-head 
DCSQUID magnetometer. 

Peak latency of NlOOm: The latency to ipsilateral stimuli was signifi­
cantly longer than that to contralateral stimuli. The latency in patients de­
creased greater than that in healthy subjects as a function of stimulus 
sound intensity. 

Moment of ECD for NlOOm: The moment of ECD for NlOOm in­
creased as a function of sound intensity in both groups. Overall, the mo­
ment was larger to contralateral than to ipsilateral stimuli and larger in pa­
tients than in healthy subjects. The moment of ECD for NlOOm in patients 
was larger than that in healthy subjects at 60 dB and 70 dB. The ratio of 
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the ECD moment for NlOOm at 60 and 70 dB to that at 50 dB was 1.91 
and 2.51 in patients, and 1.22 and 1.33 in heahhy subjects. 

Source location for NlOOm: All the source areas were located over the 
superior temporal auditory cortices in each hemisphere. No systematic 
change was observed as a function of stimulus intensity in either the 
healthy or the patient group. 

Comments: In a previous study, which used electroencephalography 
(EEC), patients with sensorineural hearing loss exhibited larger amplitude 
of responses at the threshold level, with greater increase as a function of 
stimulus intensity than in healthy hearing subjects [3], a finding consistent 
with our results. However, neither source location nor interhemispheric 
difference in evoked responses was evaluated due to limitations of the 
EEC method. 

Loudness recruitment is a symptom commonly associated with inner-ear 
hearing impairment, but the neural mechanisms responsible for it are 
poorly understood. In our study, increase in cortical activation as a func­
tion of stimulus intensity was more prominent in patients. This larger in­
crease in activation of auditory cortex in patients with inner-ear hearing 
loss is analogous to psychological characteristics of loudness recruitment, 
which include a rapid rise in loudness sensation with increase in stimulus 
intensity. This can be considered one of the cortical correlates of subjective 
symptoms accompanying inner-ear hearing loss. 

4. Cortical Activation by Speech in Patients with l\/loderate 
l-learing Loss 

We examined cortical activation by speech in patients with moderate inner 
ear hearing loss to investigate the influence of inner ear hearing loss on 
auditory networks in the brain using positron emission tomography (PET) 
[4]. 

Subjects: Five right-handed Japanese subjects were involved in the pre­
sent study. All subjects were diagnosed as having inner ear hearing loss, 
and average pure-tone threshold was 55.6 - 75.3 dB HL in the right ear, 
and 53.7 - 73.6dBHL in the left ear, and there was no significant difference 
between them. 

Sound stimulation paradigm: A prescan examination was performed for 
each subject to distinguish words that were perceived well from those that 
were perceived poorly. The word list consisted of 180 Japanese words 
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used in daily life, such as tsukue (desk) and inu (dog). They were pre­
sented monaurally in each ear using an earphone at a rate of 1 word every 
3 s. According to the result of the pre-scan examination, well-perceived 
words and poorly-perceived words were picked from the word list for each 
ear for each subject, and lists of well-perceived words and poorly per­
ceived words specific to each ear of each subject were used for this study. 
Regional cerebral blood flow measurement and data analysis: For each 
stimulation condition, 15-0 labeled water was injected into the right cubi­
tal vein and the rCBF was measured for 60 s. Each subject's brain was 
scanned using a General Electric Advance tomograph (GE Medical Sys­
tems, Milwaukee, Wis., USA). The data acquired were analyzed with the 
Statistical Parametric Mapping (SPM96, Wellcome Department of Cogni­
tive Neurology, London, UK) software. 

Brain activation: For right ear stimulation, well perceived word stimu­
lation induced rCBF increase in the bilateral superior and middle temporal 
gyri, left inferior frontal gyrus (Broca's area) and its right hemisphere 
homologue, and left angular gyrus. Poorly perceived word stimulation in­
duced rCBF increase in the left superior and middle temporal gyri, Broca's 
area and its right hemisphere homologue, and the right superior temporal 
gyrus. There was no significant activation in the right middle temporal 
gyrus and in the left angular gyrus. During left ear stimulation, well-
perceived words induced rCBF increase in the bilateral superior and mid­
dle temporal gyri, Broca's area, and its right hemisphere homologue. The 
left angular gyrus exhibited weak activation with a Z value of 3.14. Poorly 
perceived word stimulation induced rCBF increase in the right superior 
and middle temporal gyri, Broca's area and its right hemisphere homo­
logue. There was no significant activation in the left temporal lobe and in 
the left angular gyrus. 

Comments: During listening to speech, speech sounds undergo acous­
tic-phonetic and lexico-semantic processing and are perceived as meaning­
ful words. Patients with inner ear hearing loss have difficulty in identifying 
phonemes and in perceiving words correctly, suggesting that insufficient 
activation of ipsilateral temporal lobe in our study may be related to the 
failure of acoustic-phonetic or lexico-semantic processing. However, inac-
tivation of the ipsilateral auditory cortex may not to be due to the failure of 
meaning comprehension, since hearing reverse-played speech, which has 
no meaning, is reported to activate the temporal lobes bilaterally. Thus, in-
activation of the ipsilateral auditory cortex in our study may reflect an al­
teration of acoustic-phonetic processing caused by distorted information 
from the damaged cochlea. In the present results, activation of the tempo­
ral lobe was symmetrical irrespective of the ear stimulated, while that of 
the angular gyrus was restricted to the left hemisphere. Left hemisphere 
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dominance for language processing is widely accepted and many func­
tional activation studies have show n̂ left hemisphere lateralization in corti­
cal activation during auditory word comprehension. However, some re­
ports point to a bilateral temporal speech processing system, at least at the 
prelexical level, by investigating the level of language processing in detail. 
It is reported that temporal lobe activation was seen bilaterally in acoustic 
and phonetic processing, while left lateralized activation in the temporopa­
rietal regions was recognized during processing lexical semantic and/or 
syntactic information [5]. These reports indicate that the bilateral temporal 
lobe is related to the prelexical processing of speech sound, which is con­
sistent with our results. 

5. Cortical Processing of Speecli in Profoundly Deaf 
Cochlear Implant Users 

To investigate the cortical activities during listening to noise and speech in 
cochlear implant users, we compared cerebral blood flow in postlingually 
deafened cochlear implant (CI) users with that in normal hearing subjects 
using positron emission tomography. Twelve normal hearing volunteers 
and twelve postlingually deafened CI users were included in the present 
study. All normal volunteers were male, with an average age of 29.3 ± 3.8 
(mean ± SD) years. Of the twelve patients with postlingual deafness, six 
patients had the implant in the right ear, while the remaining six patients 
had the implant in the left ear. The average age of the patients was 41.8 ± 
11.8 years. Duration of deafness ranged from 0.5 to 14 (mean: 3.6) years, 
and the length of CI use from 1 to 96 (mean: 21.6) months. Patients' vowel 
perception test performance (percentage of correct answers) was 81.1 ± 
20.5 % (score for chance performance on the test was 20 %), and conso­
nant (consonant-vowel syllable) perception test performance was 33.0 ± 
17.9 % (score for chance performance on the test was 7.7 %). The per­
formances of normal subjects for these tests were all 100 %. While noise 
activation in CI users did not significandy differ from that in normal sub­
jects, hearing speech activated more cortical areas in CI users than in nor­
mal subjects. Comparison of speech activation in these two groups re­
vealed higher activation in CI users not only in the temporal cortices but 
also in Broca's area and its right hemisphere homologue, the supplemen­
tary motor area and the anterior cingulate gyrus. In postlingually deafened 
subjects, hearing of speech coded by CI may be accompanied by increased 
activation of both the temporal and frontal cortices. 
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6. Conclusions 

We observed excessive activity in the auditory cortex at high stimulus in­
tensities in patients with inner-ear hearing loss. AEF responses in patients 
were less dependent on the acoustic structure of the stimuli than in normal 
subjects. Although the NlOOm latency was shorter and its dipole moments 
were larger in the right hemisphere in normal subjects, such interhemi-
spheric differences were not identified in patients. In patients with inner 
ear hearing loss, insufficient activation of the temporal lobe ipsilateral to 
the ear stimulated might correlate with less accurate word comprehension. 
Injury to the peripheral auditory organs modifies information processing in 
the auditory cortex, which may correlate with various subjective symptoms 
that accompany inner-ear hearing loss. 
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Chapter Overview. We investigated the efficacy of the levodopa on cog­
nitive function in patients with de novo Parkinson's disease (PD) using the 
event related potential (ERP) measure and neuropsychological test batter­
ies. We studied 20 PD patients who had never received anti Parkinson 
medications. After administration of levodopa, the patients revealed sig­
nificant increase of the achieved categories and decrease of preservation 
errors in the WSCT, shortening of time in Trail Making Test although 
MMSE score showed no significant difference. The P3 peak attenuated al­
though there were no differences in peak latency or on scalp topography. 
These findings suggest that levodopa affect to the neural circuit connect 
frontal cortex with the striatum and normalize its function, and it causes 
decrease of P3 peak reflecting appropriate resource allocation. In addition, 
P3 might be more appropriate indicator rather than psychological test 

Key Words. Parkinson's disease, and Event-related potential. 



546 K. Hirata et al. 

I. Introduction 

Parkinson's disease (PD) is characterized by the loss of dopaminergic neu­
rons projecting from the substantia nigra to the striatum. This results in al­
tered function of cortical - striatal - pallidal-thalamic cortical circuits that 
mediate normal movement, resulting in bradykinesia and rigidity. It has 
been well known that cognitive dysfunction affects patients with idiopathic 
PD, even though they do not have clinical dementia. In 1974, Albert et al. 
reported that patients with subcortical disease, including PD, show cogni­
tive disorders that differ from Alzheimer's disease [1]. There are various 
reports about the cognitive disorders of Parkinson's patients. PD patients 
are impaired on a variety of cognitive tasks that depend on frontal lobe 
function and/or basal ganglia. Studies using various psychological batteries 
demonstrated a wide variety of mental deficits in patients with PD such as 
impairment of tests of planning, Attention set-shifting, skill leaning, habit 
learning [2]. P3 is affected by the dopaminergic and cholinergic systems, 
both of which are impaired in PD. P3 has been shown to be abnormal in 
PD with cognitive decline or dementia, but investigations of P3 in patients 
with PD without clinical dementia (non-demented PD) remains controver­
sial [3]. A surprising result reported by Green et al. [4] was that the P3 
amplitude elicited by target was increased in non-medicated and mild PD. 
A similar result was reported later by Tanaka et al. [5]. The latter com­
pared PD with differences in conditions such as duration of illness, with or 
without dementia, the P3 amplitude increased only in non-demented PD 
but not in demented patients. 

Concerning the P3 latency, most studies showed consistent results in 
that PD did not differ from normal controls. Few studies, however, re­
vealed the P3 with delayed latency in non-demented PD. We investigated 
the influence of Levodopa (L-dopa) on cognitive function in de novo PD 
patients using the event related potential P3 measurement and neuropsy­
chological test batteries. The purpose of the present study is not only to 
evaluate the effect of L-dopa administration changes but also the effects in 
difference of severity and duration of illness using ERP P3 as an objective 
tool in mild non-demented de novo PD patients. 
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2. Methods 

2.1 Subjects 

We studied 20 patients with PD who had never received anti Parkinson 
medications. We excluded subjects with clinical dementia and an MMSE 
score of less than 24. None of the subjects had evidence of other brain 
damage as confirmed by computed tomography or magnetic resonance im­
aging. The subjects were classified to the subgroups based on duration and 
severity of illness. The severity of illness was determined by Hoehn and 
Yahr. All subjects were fully informed as to the nature and purpose of the 
study and gave their consent to the study. Table. 1 shows the clinical back­
ground of all subjects. 

Tablet, the clinical background of subjects 

De novo PD patients 
Gender (M/F) 

Age (mean ±SD) 
Duration of illness (median) 

<1 year 
>1 year 

Severity of illness (Hohen&Yahr) 
1 
II 
III 

20 
8/12 

68.5 ± 8.92 years 
1.475 years 

11/20 
9/20 

5/20 
7/20 
8/20 

2.2 Neuropsychological testing 

We used neuropsychological tests such as the Mini-Mental State Examina­
tion (MMSE), New modified Wisconsin card sorting test and Trail Making 
Test and Stroop Test. Wisconsin Card Sorting test was used to evaluate the 
frontal lobe function as it is one of the few tests to detect a clear deficit 
specific to patients with frontal lobe dysfunction. The achieved categories 
classification score and the perseverant errors reported by Nelson were 
used to evaluate the results of this test. 
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2.3 Stimuli and experimental conditions 

Auditory oddball P3 paradigm as given for the subjects. Two tones audi­
tory oddball paradigm was used to elicit P3. Multichannel ERPs were av­
eraged with 21 channels using the international 10/20 system for electrode 
location. A topography mapping system (Brain Atlas) was used for re­
cording and averaging. Levodopa with benserazide was administrated. Ini­
tial dose was 100 mg/day; it was then increased up to 200 mg/day per 
week. Finally, patient was given Levodopa with benserazide 300 mg/day. 
Before and after administration of the drugs we measured P3 and ran the 
psychological tests. For the ERP's components, global field power (GFP) 
which is reference-independent measures was determined, and P3 GFP 
peak, peak la-tency and topography were assessed [6]. 

3. Results 

3.1 Neuropsychological examination 

MMSE score showed no significant difference before and after administra­
tion of L-dopa. On the other hand, Wisconsin Card Sorting test score 
showed significant increase of the achieved categories and decrease of per­
severation errors after the administration especially in patients with short 
duration (short group) and slight severity of illness (Hoehn and Yahr I). 
Stroop test showed no significant difference before and after administra­
tion of L-dopa, but Trail Making test showed significant improvement es­
pecially in the patients whose duration of illness are long. 

KWCST 

iPEN 

beforc after before after 
short group long group 

Fig.l. Change inWCST after administration of L-dopa 
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Fig.2. Change in the grand average P3 GFP waveform after administration of 
L-dopa 

However, there is no difference of P3 latency and location in topogra­
phy. P3 GFP peak decreasing is significant especially in patients with long 
duration (long group) and sever illness (Hoehn and Yahr III) in contrast to 
the results of neuro-psychological examinionan. 

GFP peak 

hefbre j after before j after 

siioH group longgrcNip | 

Fig.3. Change in P3 GFP in difference of duration of illness. 

4. Discussion 

Many studies using various psychological batteries demonstrated an atten­
tion set-shifting, skill leaning, habit learning based on frontal lobe and 
basal ganglial dysfunction in patients with PD [1, 2, 7]. We investigated 
the influence of L-dopa on cognitive function in de novo PD patients using 
the event-related potential P3 measurement and neuropsychological test 
batteries. As a result we have demonstrated that P3 GFP peak decreased 
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significantly after administration of L-dopa, and that its ERP results may 
have close relationship with the results of psychological tests, especially 
the Wisconsin Card Sorting test. Amsten et al. [8] administered Dopamine 
(DA) Dl receptor compounds in monkeys for the effects on the working 
memory functions of the prefrontal cortex. The partial agonist which is Dl 
agonist improved the aged or young reserpine-treated Dl depleted mon­
keys, but did not improve young control animals. 

Therefore they have concluded the importance of DA Dl mechanisms 
in cognitive function, and provide functional evidence of DA system de­
generation. Based on their reports, our result suggests that the L-dopa im­
proves the function of dopaminergic neural circuit between frontal lobe 
cortex and basal ganglia in PD. 

P3 amplitude is related to how the stimulus delivers its task-relevant in­
formation, and that it is proportional to the amount of attention resources 
in terms of processing capability that is employed in a given task. P3 am­
plitude changes have been interpreted reflecting neural activity related to 
the basic aspects of cognition. P3 amplitude would be altered relative to 
the attention processing resources to be allocated in a task. P3 amplitude 
variation may provide valuable information about the intensity and the 
timing of energy allocation to various sub-processes of information proc­
essing. Green et al. [4] hypothesized that enlarged P3 amplitude reflects 
abnormality in use of attention resources to compensate for frontal dys­
function in PD. We have mentioned in the other study, P3 GFP was sig­
nificantly increased in the early stage of non-demented PD patients. These 
results are confirmed as well as the findings of Green et al. [4] and Tanaka 
et al. [8]. Therefore we think that L-dopa administration decreases P3 
GFP, which reflects an improvement of attention processing resources in 
de novo PD patients. 

The purpose of the present study is not only to evaluate the effect of L-
dopa administration changes but also the effects in difference of severity 
and duration of illness using ERP P3 as an objective tool in mild non-
demented de novo PD pa-tients. Ahhough the amelioration of Wisconsin 
Card Sorting test score was more significant in patients with short duration 
and slight severity of illness, P3 GFP improvement seen only in the severe 
and long duration group after the administration of the drug. These results 
suggest that P3 GFP change linearly correlates with duration and severity 
of illness. The reason of discrepancy of 2 measurements may be that the 
psychological test can be affected learning effects. Therefore we think that 
P3 GFP more objectively indicate ameliorating effect of L-Dopa rather 
than the psychological test. 
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Chapter Overview. A 1.5mm x 1.5mm bioassay chip has been fabri­
cated using a 0.25|im RF-CMOS process. The chip is dipped into anti­
body solution and antibodies coat its surface. The chip provides a 
32-by-32 Hall-sensor array designed to detect magnetic beads immobilized 
onto the chip surface by immuno-chemistry. The signal frequency is 
up-converted by the Hall sensor to suppress the flicker noise, and the cur­
rent direction on the Hall sensor is rotated in channel plane to cancel the 
offset in the magnetic field. The chip requires no additional packaging: it 
is added directly into the sample solution to perform immuno-assay. A 
wireless link through the on-chip coil provides the power as well as the 
clock to the chip. The measurement data are also retrieved through the 
link. 

Key Words. Immunosensor, and Biosensor. 

1. Introduction 

Despite significant advances in medical-evaluation and treatment tech­
nologies, infectious diseases still remain as a major common cause of 
death. In addition, nowadays we have potential risks of being ex-posed 
to various hazardous substances in our every-day-living environment. In 
order to provide broad- and large-scale screenings for daily-use diagnoses. 
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immuno-sensors must satisfy two essential requirements: low cost and ease 
of use. 

For immunological assays, Enzyme-Linked Immuno-Sorbent Assay 

a b c f^—ii«ym« 

JUL i i . JL1_ 

jLX- JUL y " 
Fig. 1. Conventional technique, ELISA 

Antibodies are attached to the Polystyrene substrate in advance (a). Antibody 
catches only target antigen specifically (b). The site that caught the antigen 
immobilizes enzyme-Wnked antibody (c). A fluorescent dye is added (d). 
The Enzyme acts on dye and produces color (e and f). 

(ELISA) is considered as the benchmark. However, as Fig. 1 shows, the 
ELISA protocol is complicated and it requires the 'washing' process be­
tween each step. In addition, obtaining a quantitative analysis requires 
expensive external equipment. This makes field and at-home diagnostics 
difficult. Furthermore, ELISA is poorly suited for parallel assays. 
Earlier work has shown that magnetic labels can simplify the imuno-assay 
protocol and allow parallel assays [1]. However, these devices rely on 
sensing technology that is expensive and difficult to manufacture. Re­
cently, micro-scale on-chip RF-ID applications have been proposed and 
demonstrated [2]. The RF-ID chip is activated by external RF signals, 
and it responds with its ID. This technology has not been exploited in 
bioassay applications yet. In this report, the device employs the on-chip 
RF-ID concept and is fabricated using a conventional, standard-CMOS-IC 
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process. It is low cost and is easy to use, making it suitable for 
large-scale screenings for daily-use diagnoses. 

Y Y Y Y Y \ t Y V/Y fr-V Y Y-f-'-f 
ViMi»iy^iiti)i>iwrai!JM'i]lgjy;iiWffl;j«wi«jiii^i 

Fig. 2. 'Magnetic wash' and sensing 

Antibodies are attached onto the Hall Sensor in advance (a). Antibody 
catches only target antigen specifically (b). Antibody-antigen coupling im­
mobilize the magnetic bead and an uneven magnetic field pulls off unbound 
beads (c). In a horizontal parallel magnetic field, bead induces local vertical 
component of flux, B^ (d). 

2. Magnetic Labeling 

With the magnetic label, magnetic beads are used instead of dye-colored 
beads (used in ELISA). A bio-assay sample and the beads are added to 
the sample solution, as in the ELISA protocol (Fig. 2-a). Fig. 2-c shows 
uneven vertical magnetic field can pull off un-bound and weakly bound 
beads. Only strongly bound bead stay on the sensor surface and this 
process serves as magnetic 'washing' process. 
In Fig. 2-d, a horizontal even magnetic field is applied. The hall sensor 
detects the vertical component of the magnetic flux, Bz, which is induced 
by the bead, and thereby the sensor detects the existence of the bead an­
chored on the sensor's surface [3]. 

3. Sensor Design 

3.1 Sensor array 

Fig. 3 shows the NMOS-Hall-sensor array on the chip. The sensor array 
consists of 32-by-32 NMOS Hall-effect sensing elements. The Row and 
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Output 
Fig. 3. A 32 X 32 NMOS Hall sensor array 

Column decoders access each element sequentially. Each sensing ele­
ment in the array consists of a paired Hall sensor with the currents flowing 
in the opposite directions. Each Hall sensor is drawn as 4-um x 4-um 
square four terminal device so that it is match to the local field from the 
magnetic bead. 

3.2 Frequency conversion 

Fig. 4 shows the schematic diagram of a sensor element. The magnetic 
field (Hosin(cOm/)) is generated by an external electromagnet. Because of 
the flicker noise and 1/f noise, CMOS devices deteriorate at lower fre­
quencies. On the other hand, if we operate the sensor at higher frequency 
to avoid flicker and 1/f noises, the magnitude of current through the elec­
tromagnet decreases, and, as a result, the magnitude of the magnetic field 
also decreases. To solve this trade off, a radio-frequency modulation is 
applied to the gates of the NMOS transistors as: 

Vg.(0 = V^+V^cSinco, (1) 

and 

"Gate Modulation' 
HQSln{«»|||t) 

Fig. 4. Schematic of sensor element 
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H,^(0 = HoSincoJ (2) 

Where coc and cOm are the modulation frequencies for the NMOS gates 
(electrical components) and the electromagnet (magnetic component), re­
spectively. 
Then, the sensor's output current (id) contains the term: 

î  ocsin(03, ±co^)/ 0 ) 

This driving method clearly has a couple of advantages. The electri­
cal-modulation frequency can be very high, and as a result, the signal from 
the sensor is amplified in the high-frequency region with less flicker noise. 
On the other hand, the magnetic-modulation frequency can be low enough 
to provide a sufficiently strong magnetic field. In addition, parasitic cou­
pling of the magnetic field in the experimental setup is eliminated. 

3.3 Current rotation 

Since the sensor measures the vertical component of the magnetic flux, 
any miss alignment of the chip causes offset of the magnetic field and 
causes errors in the measurement. Fig. 5 shows the more detailed dia­
gram of a paired. Hall-effect sensing element. Since the currents are 
flowing in opposite directions in the coupled pair of Hall sensor, the offset 
due to any misalignment is canceled, and the combined sensing element 
measures only the local magnetic field from the nearby bead. In addition, 
the connection to the Hall sensor sequentially switches and rotates the cur­
rent direction on the sensor. 

D.Mi.S.Mj,... 

M2,D,Mi,S,... 

S.Mj.D.M^,... 

Mi,S,M2,D,... 

Fig. 5. Structure of a sensor element 
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Fig. 6. Block diagram of the chip 

Bias 

Divider 

1.5mm 0.5mm 

Fig. 7. Chip layout 

In Fig. 5, on the left device, first, the right upper and the left bottom ter­
minals serve as Drain and Source, respectively. Then, the left upper and 
the right bottom ones do. As a result the direction of the drain current is 
rotated in 90 degree. This rotation reduces the device mismatch and offset 
[4]. 
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4. Chip Design 

Figs. 6 and 7 show the block diagram and layout of the chip, respectively. 
The chip was fabricated using a 0.25-um RF-CMOS process. A 40-tum, 
2.2-uH, on-chip coil is implemented using the top metal (copper) layer of 
the process. It has Q>2 and a self-resonance frequency of 80 MHz in the 
air. 

The on-board link coil feeds on the 80MHz external carrier whose 
power is 30-dBm. The on-chip coil provides a 500uA output at 2V at a 
distance of 1mm. The output is rectified to DC voltage by zero-Vt 
NMOS devices connected as diodes. Then, the regulator provides 
1.7V-DC power to the other functioning blocks on the chip. The rectifier 
circuit also extracts 8MHz AM signal, and it serves as a system clock on 
the chip. 

During the measurement, the chip is placed in an external 2-kHz mag­
netic field. The row and the column switches (SW) scan the sensor array 
and the Ana-log-Digital-Converter (ADC) digitizes the signal from each 
sensor element. The serial output of ADC is sent back through on-chip 
coil with the 40-MHz Phase Shift Keying (PSK)-modulated carrier. 

The completed chips and an onboard link coil are shown in Figure 8. 

Fig. 8. The completed chips, 1.5mm x 1.5mm (left) and link coil (right) 
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5. Experimental Result 

The chip was evaluated with a test circuit board. The board consists of 
AM transmitter and PSK receiver. AM transmitter provides 80MHz 
carrier in power of 30dBm with 8MHz amplitude modulation to the on­
board link coil shown in Fig. 8. 

A 2-kHz, 50kA/m sinusoidal magnetic field was applied by using an 
external electromagnet. The received signal passed through low-noise 
amplifier and high-Q 40MHz band-pass filters. Then the signal was digi­
tized by an oscilloscope and analyzed using MATLAB. 

Fig. 9 shows the decoded output signal. The signal contains 10 flam­
ing bits for data synchronization and 22 data bits for combined 2ch of 
11 bits data. 

6. Conclusion 

A magnetically-labeled immunoassay chip has been fabricated and dem­
onstrated. The chip was fabricated in a standard RF-CMOS process and 

sync bits 
data bits. 

Time Domain 

Fig. 9. Digitized time-domain output 
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requires no additional packaging. Our protocol is much simpler than the 
present standard-assay ELISA. The chip can be directly put into bioassay 
samples, and it passes in-formation through the wireless link circuit. The 
power and the clock for the chip were supplied through the wireless link 
established by using on-chip coil, and the measurement result was also 
sent back through the same on-chip coil but at a different frequency. 

The bioassay proposed in this work will enable low-cost, large-scale 
screening, daily-diagnosis applications in the future. 
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Dynamics of Cortical Neurons and Spike Timing 
Variability 
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Chapter Overview. Neurons and dynamical models of spike generation 
display two different classes of threshold behavior, with steady current 
stimulation: type 1 and type 2. The dynamics at threshold could have pro­
found effects on the encoding of input as spikes, the sensitivity of spike 
generation to noisy input, and the coherence of population firing. To com­
prehend the consequences of spike timing variability during more natural 
fluctuating input, we compared the postsynaptic firing variability of type-1 
regular-spiking pyramidal cells and type-2 fast-spiking intemeurons, ap­
plying a conductance injection method to rat acute slice preparations in 
vitro. Using two statistics, the reliability of spike occurrence and the spike 
jitter, we studied the sensitivity of firing variability to the rate of inde­
pendent, shunting inhibition and to the correlation in time of synthesized 
synaptic inputs. The results indicate that differences between the two cell 
types are consistent with a role of regular-spiking neurons as rate-coding 
integrators, and a role of fast-spiking neurons as resonators controlling the 
coherence of synchronous firing. 

Key Words. Action potential. Conductance injection. Cortical cell, and 
neural coding. 
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1. Introduction 

Recent studies have revealed that cortical neurons in the mammalian re­
corded in vivo exhibit highly variable responses to the repeated presenta­
tion of the same stimulus [1]. In vivo recordings of conductance in cortical 
pyramidal cells indicate that cortical networks are highly active and induce 
a large fluctuating background conductance [2]. Background presynaptic 
activity is thus an important source of unreliability and variability in spike 
timing of cortical cells in vivo. In contrast, in vitro recordings show that 
spike generation in cortical neurons can be precise and reproducible to re­
peated injections of a fast fluctuating identical current [3] and conductance 
[4]. Several modeling and experimental approaches have suggested that 
the high variability of firing in vivo could have two main causes: syn­
chrony or correlation of inputs in time [5] and independent inhibition [6]. 

In a study of the responses of axons isolated from Carcinus maenas to 
various intensities of rectangular current stimuli, Hodgkin found that some 
axons could show a continuous transition from zero frequency to arbitrar­
ily low frequencies of firing, whereas others show an abrupt onset of re­
petitive firing at a nonzero firing frequency [7]. These types of threshold 
dynamics are recently referred to as "type 1" and "type 2," respectively. 
Recently, moreover, there has been accumulating experimental evidence 
that with steady current or conductance stimulation, regular-spiking (RS) 
pyramidal neurons and fast-spiking (FS) inhibitory interneurons in mouse 
and rat somatosensory cortical slices respectively demonstrate these two 
types of the threshold behaviors and firing properties [8, 9]. 

To shed more light on differences in postsynaptic encoding by the 
two types of threshold dynamics and to understand the significance of 
threshold type during more natural fluctuating input, we used the conduc­
tance injection technique [10] to compare the input-output relationships 
and spike-timing variability of RS pyramidal cells and FS interneurons in 
layer 2/3 rat somatosensory cortical slices. For the purpose, trains of uni­
tary conductance transients, electrically mimicking simultaneous fast exci­
tatory (AMPA-type) and inhibitory (GABAA-type) inputs were injected 
[4]. This study is an attempt to elucidate how the interaction of inhibitory 
and excitatory inputs determine linear and nonlinear gain control of firing 
rate, and modulate spike-timing reliability in RS and FS cells in the corti­
cal network. We discuss the possible functional roles of the two types in 
the cortical network, in the context of concerted activity driven by fluctu­
ating transient synaptic inputs. 
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2. Materials and Methods 

We recorded from layers 2/3 pyramidal neurons and FS cells in slices of 
somatosensory cortex from Wister rats aged 15-21 days. For details of the 
preparation, solutions, and whole-cell patch-clamp recording technique, 
see Ref. [9]. For conductance injection (dynamic clamp) stimulation [10], 
the opening of a population of receptor channels at synapses is modeled by 
an excitatory (AMPA) receptor synaptic conductance and an inhibitory 
(GAB A A) receptor synaptic conductance [4]. Depending on the changing 
membrane voltage F(t), an injected current is described by 
I(t)=gE(t)[EE-V(t)]+gi(t)[Ei-V(t)], where EE and Ei are the reversal poten­
tials for the AMPA- and GABAA-type conductances, respectively. For 
each cell, Ei was set at the membrane resting potential and EE =0 mV. For 
two types of receptor conductances, the waveform of a single synaptic in­
put was specified by the linear combination of two exponentially decaying 
functions and the time constant values were the same as used in [4]. Once 
parameters of unitary synaptic input are fixed, the time series of the unitary 
input completely determine the time course of conductance stimuli. As re­
ported before [4], we used two point-process models: (i) Poisson and (ii) 
doubly stochastic process models. Poisson stimulus trains were constructed 
by summing unitary events, e.g. AMPA- or GABAA-type, at intervals de­
noted by a random variable //, with the probability density:/?(/,)=>lexp(->l/,). 
The intensity of stimulation was varied by changing the Poisson rate 2 in 
excitatory and inhibitory inputs. The ratio of A's between excitatory and 
inhibitory conductance inputs was independently changed to investigate 
the effect of their balance on spike timing. To simulate correlated or syn­
chronous firing of synaptic events, in addition, we used a doubly stochastic 
process model which mimics bursty presynaptic events. We use another 
parameter 5' as a synchrony index to indicate correlated input in time; the 
higher S, the more correlated in time. In more detail, see Ref [4]. For re­
producibility of spike times, two measures, termed "jitter" and "reliabil­
ity", were examined and they are similar to those used in [3,4]. 

3. Results 

In response to sustained current injection, RS cells showed a strong fre­
quency adaptation. Their frequency vs. current intensity (f-I) relation is 
continuous at threshold. In contrast, FS cells showed relatively little fre­
quency adaptation with a longer decay time. They were able to fire at high 
frequencies with relatively little spike frequency adaptation, which oc-



568 T. Tateno et al. 

curred mainly over the first few spikes. FS cells also showed an abrupt 
onset of repetitive firing with increasing current - there is a clear disconti­
nuity at a critical frequency ŷ  in theiry^/relationship at threshold. FS neu­
rons are unable to support maintained regular firing below the critical fre­
quency, which varied between 10 and 30 Hz for different cells. Above ̂ c, 
the instantaneous firing rate increased monotonically with current strength. 
To examine the effects of inhibitory input on the postsynaptic firing rate 
and interspike-interval variability of both RS and FS cells, inhibitory 
GABAA-type and excitatory AMPA-type Poisson conductance stimuli 
were synthesized and simultaneously injected into cells. For RS cells, av­
erage firing frequency vs. AMPA-type Poisson rate (f-R) relationships for 
three rates (e.g., 1, 2, and 3k Hz) of GABAA-type Poisson conductance 
were monotonically increasing and strongly nonlinear, and inhibitory input 
shifted f'R curves rightward. In addition, inhibitory inputs reduced the 
nonlinearity of the curves because the inputs released action-potential de­
polarization block for higher levels of excitation, further enhancing firing 
frequency. In RS cells, the average coefficient of variation (CV) of inter-
spike intervals (ISIs) at the three levels of inhibitory input and in the con­
trol condition was around 0.45 and was not easy to distinguish for the three 
levels of inhibition. Although, for FS cells, inhibitory inputs shifted f-R 
curves rightward as for RS cells,y^i? curves of FS cells were more weakly 
nonlinear than in RS cells. Moreover, unlike in RS cells, f-R curves for 
several inhibitory levels were parallel with each other and did not cross at 
higher rates excitatory Poisson input, in the range of parameters investi­
gated. 

It is well-established that values of CV of ISls (CV(ISI)) in vivo are 
typically greater than one [2, 5]. In contrast, for both RS and FS cells, 
CV(ISI) of in vitro firing during excitation by Poisson AMP-type input is 
much lower than those of in vivo firing. However, inhibitory synaptic 
events could add more variance to the input so that spike-time variability 
was increased. The increased variability can be seen more clearly in FS 
cells with higher levels of inhibition. Therefore, we investigated it in more 
detail. To address the relationship with input correlation in time (synchrony, 
iS), we used a doubly-stochastic process input, with low or high synchrony. 

In RS cells, inhibition caused a number of spikes to drop out and the 
firing rate decreased as the level of inhibition increased for both lower 
and higher synchronous modes of simultaneous excitatory and inhibitory 
inputs. The initial firing rate in the control was selected at 13-20 spikes/s in 
this experiment. Increasing the ratio of inhibition to excitation reduced fir­
ing frequency in an approximately linear fashion, at both low and high 
synchrony. Inhibition caused a decrease of CV(ISI) at high synchrony, 
whereas it does an increase of CV(ISI) at low synchrony. We also found 
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that reliability increased, and jitter decreased, as the proportion of inhibi­
tion increased, at both levels of synchrony. Furthermore, jitter decreased 
for both the lower and higher synchronous mode as the inhibition was in­
creased. The same tendency was observed in all 8 cells. These data suggest 
that shunting inhibition is unlikely to account for the high firing variability 
observed in vivo, as reported in Ref. [4]. 

In FS cells, inhibition similarly caused a number of spikes to drop out 
and the firing rate decreased as the proportion of inhibition increased, at 
high and low levels of Ŝ. In the experiment, the initial firing rate in control 
was selected at 15-30 spikes/s. Increasing the ratio of inhibition reduced 
firing frequency in an approximately linear fashion for both levels of S. 
Increased inhibition caused a decrease of CV(ISI) at high synchrony, but 
an increase of CV(ISI) at low synchrony. For FS interneurons, in contrast 
with RS cells, reliability showed a clear maximum as a function of the 
proportion of inhibition, as illustrated in both lower and higher synchrony, 
while spike timing jitter simultaneously went through a clear minimum. 
Hence, this evidence suggests that for FS neurons, there is an optimum 
level of shunting inhibition for achieving the most precise spike time en­
coding. This result was observed over a range of different degree of syn­
chrony, or correlation. 

Because firing of cortical neurons is often correlated with population 
activity in the network, we examined how clustering of conductance tran­
sients in time affects the measures of firing variability and the temporal 
fine structure of responses. In RS cells, at a specific level of inhibition (e.g., 
Aj/Af,=0.6) increasing synchrony caused decreased firing rate in an ap­
proximately linear fashion. As expected, synchrony induced increasing 
CV(ISI). Both reliability and jitter, increased with increasing the level of 
synchrony. For FS cells, in contrast, at a specific level of inhibition in­
creasing synchrony caused increasing firing rate in an approximately linear 
fashion. Similarly to RS cells, synchrony caused increasing CV(ISI). Re­
liability increased with synchrony, while spike jitter did not change drasti­
cally at the parameter range. 

The characteristic difference of responses between RS and FS cells can 
be expected to emerge when they are stimulated by inputs close to their 
spike thresholds, owing to the difference of their threshold dynamics. To 
understand the behavior of two cell types, we used a 1-s decaying synaptic 
conductance input composed of synchronous transient unitary events [4]. 
Raster plots we obtained in the experiment show that spike times become 
markedly less precise with time during the response, owing to intrinsic 
noise in the spike-generating mechanism of the neuron. Several character­
istic stages can be seen in the evolution of the spike time jitter. For mean 
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spike times below about 200 ms, jitter is very low. It then shows a rapid 
stage of increase until the end of each stimulus. However, the final stage 
was different between RS and FS cells. For the last several events, in FS 
cells, jitter declined because the number of spikes fell and action potentials 
to a weak stimulus close to the spike threshold dropped. For RS cells, in 
contrast, although jitter declined as well, it still remained above a certain 
level (e.g., jitter > 1.5 ms) in the final stage. 

4. Discussion 

Variability of spike-time responses comes from two factors: the variability 
of the presynaptic input and the unreliability of the postsynaptic neuron. 
The latter is clearly separated by measuring ensembles of responses to 
identical input. In in vitro preparations, stimuli with fast fluctuations re­
sembling synaptic activity in vivo are well-known to produce more reliable 
responses than steady input. To compare with previous work [4], we used 
several statistical measures of spike variability averaged over hundreds of 
spikes arising from different trajectories of membrane potentials in differ­
ent stimulation conditions. 

In this study, both RS and FS cells showed much less variability of 
spiking in response to steady Poisson AMPA excitation than in vivo, where 
CV(ISI) exceeds 1. Adding GABAA-type Poisson conductance in the exci­
tation caused increase of CV(ISI) slightly in both cell types, but the values 
were still below 1. In addition, it has recently become clear that a cluster of 
spikes or a burst in vivo is driven by concerted activity in multiple nearby 
cells. Near-coincident activation of multiple synaptic inputs in a network 
induces synchronous firing owing to leaky-integration behavior in neurons 
and their network. Therefore, we introduced correlation in time or syn­
chrony into excitatory and inhibitory conductance stimuli, using a nonsta-
tionary Poisson process as well as the previous study [4] to compare with 
the result. Spike-fime reliability increased in both RS and FS cells with in­
creasing synchrony. This result indicates that variability is partly controlled 
by synchrony in RS and FS cells. Thus, spike clusters or bursts are more 
reliable codes in both cell types than are single spikes. 

In cortical neurons neither independent Poisson trains of IPSCs nor 
GABA-type conductance input was able to reproduce in vivo variability, 
although CV(ISI) increased to some extent. Our results indicate that in 
both RS and FS cells increasing the level of inhibition caused opposite ef­
fects on CV(ISI), depending on the level of synchrony; increasing the ratio 
of inhibition to excitation increased CV(ISI) at low synchrony, but de-
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creased it at high synchrony. Furthermore, for FS neurons, there appears to 
be an optimum level of shunting inhibition for achieving the most precise 
spike time encoding. This was observed over a range of different degrees 
of synchrony, or correlation, in the excitatory and inhibitory input. 

Because pyramidal RS cells and FS interneurons have different intrin­
sic membrane properties and their sensitivity to external inputs, they are 
likely to play dissimilar functional roles in the cortical network. In the 
neocortex, pyramidal RS neurons appear to collect widely distributed in­
puts delivered in different layers and make excitatory synapses to other 
neurons. Owing to strong adaptation and type-1 threshold dynamics, for 
weak inputs or the late stage of transient ones coherent firing of RS cells 
will fail easily. Thus, as rate-code integrators, RS cells could encode dif­
ferent tempos in a continuous fashion and may promote high spike-time 
variability in information transmission. RS cells might thus be suitable for 
rate cording and the transmission of transient information rather than tem­
poral coding and maintaining of coherent rhythms. In contrast, inhibitory 
interneurons of the same type (e.g., FS or low-threshold spiking cells) are 
strongly interconnected by both electrical and chemical synapses, and are 
believed to promote synchronous firing as temporal-code resonators. FS 
interneurons also have type-2 threshold dynamics and little 
spike-adaptation. Furthermore, because they have subthreshold oscillations, 
the phase of rhythmic firing among FS cells can be maintained even if in­
put transiently falls below the subthreshold level. Although, because of 
discontinuous/-/relationship, FS cells have a harder onset of spike initia­
tion and are consequently less reliable than RS cells, FS cells have little 
jitter in the late stage of transient input. Thus, threshold dynamics exert 
powerful and subtle effects on spike-timing variability. 
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Chapter Overview. A natural control scheme for resolving the ill-
posedness of inverse kinematics of multi-joint reaching movements under 
redundancy of degrees-of-freedom (DOF) is proposed, which need neither 
introduce any artificial performance index to determine the inverse kine­
matics uniquely nor calculate the pseudo-inverse of the Jacobian of task 
coordinates with respect to joint coordinates. The control signal is com­
posed of a linear superposition of three terms 1) damping shaping, 2) task-
space position-error feedback with a single stiffness parameter, and 3) 
gravity compensation by means of estimation of uncertainty in the poten­
tial energy. It is shown through computer simulation and experiments that 
the signal can generate smooth reaching motions provided that a set of 
damping factors and the stiffness parameter are selected in a synergistic 
way. A physical meaning of each term of the control signal is discussed 
from the viewpoints of Newtonian mechanics and neuro-physiology. It is 
claimed that generation of such neuro-motor signals can be interpreted 
naturally by hypothesizing existence of a virtual spring and damper setup 
in parallel that would draw the arm endpoint. It can be concluded from 
those illustrative examples that human can acquire skilled motions through 
repeated trials of movements toward achieving the principle of least action 
associated with each corresponding imposed task. 

Key Words. Bernstein's problem, multi-joint reaching, redundant robots, 
inverse kinematics, ill-posedness of inverse 
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P(x. y) 

;^q^fh2(m)^2) 

Fig. 1. A handwriting robot 
with surplus DOFs. 

Fig. 2. Two dimensional (2-D) reaching by 
a whole arm model when double endpoint 
targets are specified. 

Introduction 

This paper aims at challenging Bernstein's Degrees-of-Freedom problem 
posed very early on (more than a half century ago) but not yet solved from 
the viewpoints of robotics, kinesiology, and neuro-physiology. As illus­
trated by examples as shown in Fig. 1 and Fig. 2, the problem is how to 
find control signals that are exerted at movable joints and lead to move­
ment of the endpoint of the whole arm toward a given target point speci­
fied in xy -plane. In the case of a handwriting robot of Fig. 1, the objective 

task Xd is given in the task space x =(x,y)^ and the joint coordinates 

9 = (^i?'**5?4) are of four dimension. Therefore, there arises an infinite 

number of inverses q^ that realize x(q^) = Xd ^^^ thereby the problem of 

obtaining inverse kinematics from the task description space X(= 9^^) to 

the 4-dimensional joint space 9̂ "̂  becomes ill-posed. Similarly to this 
case, a planar arm-hand robot with seven joints is also redundant in DOF if 
the objective task is to move its two endpoints P^^ and P^^ approach the 
specified points respectively and shape the hand to grasp a given object. In 
this case the number of physical variables for description of the task is four 
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which is by three less than 7 DOFs. Hence, the problem of inverse kine­

matics from Xdi ^^^ Xd2 ̂ ^ ^ ^{R\^"'^^I) ^9^^ becomes ill-posed. 
A variety of ideas for solving such ill-posedness of inverse kinematics 

for redundant systems with excess DOFs has been proposed in the vast lit­
erature [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15] not only in the area of robot­
ics but also in physiology. According to the literature in robotics 
[2,3,4,5,6,7], if an endpoint trajectory x^(0 is given by determining its 
velocity profile ^^(0 then the velocity vector of joints can be calculated 
by the form 

q,it) = J\qim,{t) + {J-J\qV(q))^ (1) 

where v should be computed so as to optimize a certain performance in­

dex related to joint position variables (for example, manipulability index 

[4], obstacle avoidance [3], etc.). In (1), J{q) stands for the Jacobian ma­

trix of X m q, that is, {bxldq^), and denotes J^{q) the pseudo-inverse 

of J{q). The original idea of use of the pseudo-inverse J^{q) is due to 

Whitney [2]. Once a desired joint velocity q^{t) is planned in such a way, 

it is claimed that the computed torque method can be applied for determin­
ing the control input that must generate the whole motion of the robot. 
This is called "inverse kinematics approach." Another idea of direct gen­
eration of a control signal that is called "inverse dynamics approach" is 
based upon a form of control input 

u^H{q)j;,{q){^,-j,{q)q} + h{q,q) + {I-J\q)J{q))v (2) 

where v is computed so as to optimize a certain performance index related 
to velocity or acceleration variables (for example, kinetic energy [7], 
torque [6], energy dissipation, etc.). In (2), H{q) denotes the inertia ma­
trix of the robot arm and h{q,q) means compensation for the remaining 
nonlinear function including centrifugal and Coriolis forces and the gravity 
effect. In the physiological literatures [8,9,10,11,12,13,14,15], main con­
cerns are focused on the question why human skilled multi-joint reaching 
movements exhibit typical characteristics that 1) endpoint trajectory be­
comes a quasi-straight line and less variable, 2) velocity profiles of the 
endpoint velocity becomes bell-shaped, though 3) joint trajectories are 
rather variable trials-by-trials [10,11]. Then, a variety of cost functions for 
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derivation of such properties of point-to-point reaching movements has 
been proposed, among which a quadratic function of endpoint jerk (rate of 
acceleration) was the first [8] and successively a cost function based on 
joint torques was introduced [9] for planning not only an endpoint trajec­
tory but also joint trajectories. However, in the physiological literature, 
there is a dearth of papers that attempted to directly deal with reaching 
movements with redundant joints, though the importance of Bernstein's 
DOF problem [1] has been widely known among physiologists. 

Differently from the traditional approaches, a simpler control method 
for multi-joint reaching movements was proposed very recently by the au­
thors [16,17,18,19] and shown to be effective even in the case of human or 
robotic arms with redundant DOFs. In those papers, only planar motions 
confined to a horizontal plane are treated and therefore the control signal is 
free from gravity with a simple form: 

u =-Cq-J^(q)kAx (3) 

Notwithstanding this simpler form than (2), once damping factors 
C = diag(Cp---,c^^) and single stiffness parameter k chosen carefully, it 

generates smooth reaching movements by realizing a quasi-straight end-
point trajectory, bell-shaped velocity profiles, and double-peaked accelera­
tion profiles typically seen in case of human skilled multi-joint movements 
[10,11]. However, all these treatments are restricted to planer motions as 
well as most of the previous literature on multi-joint reaching movements. 

This paper extends our previous approach [16,17,18,19] to the following 
three types of human-like multi-joint reaching movements under redun­
dancy in joint DOFs: 1) 2-D reaching with double endpoint targets (see 
Fig. 2), 2) 3-D Point-to-Point reaching under geometric constraint (a 
handwriting robot as an illustrative example, see Fig. 1), and 3) 3-D reach­
ing under the effect of gravity. In all cases it is shown that dexterous reach­
ing motions can be realized by using a simple control signal similar to (3) 
together with compensation for the gravity effect, provided that damping 
factors together with a single stiffness parameter k are carefully chosen so 
that viscous-like forces at joints work synergistically through exertion of 
spring-like forces evoked from the total potential energy. In conclusion, 
we claim that such a swift and smooth voluntary movement acquired 
through learning based on repeated practices is going to be compatible 
with the natural "principle of least action." Instead of the traditional EP-
hypothesis (Equilibrium-Point hypothesis [12,14] or End-Point hypothesis 
[13]), we introduce "Virtual-Spring hypothesis," which explains more di­
rectly and explicitly generation of synergistic spring-like forces. It is also 
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discussed in light of recent noteworthy research results on acto-myosin ac­
tivities in relation to muscle contraction [20,21,22] that the term 

-kJ^{q)Ax in the control signal of (3) can be generated in a feedforw^ard 
manner as observed first in action of the vestibulo-ocular reflex arc 
through the extra-ocular muscles to determine the posture and movement 
of the eyes [23,24]. It is also claimed that control signals for gravity com­
pensation based on estimates of uncertain parameters in the potential en­
ergy must be adjusted through the spinal-reflex loop regulated from the 
cerebellum. Finally, an important role of coactivation of agonistic and an­
tagonistic muscles in generation of large damping forces at a final stage of 
convergence to the target position is discussed from the Newtonian me­
chanics point of view. It is claimed that damping factors for shoulder and 
elbow joints can be reduced more considerably to the level of passive vis­
cosity of muscles if an additional virtual damper is incorporated in parallel 
with the virtual spring. This leads reasonably to the Virtual Spring-Damper 
hypothesis as a more natural metaphor that can lead to emergence of 
movements of skilled multi-joint reaching. 

Virtual-Spring Hypotliesis 

First we define the virtual-spring hypothesis for explaining a physical 
meaning of the term -kJ^(q)Ax in (3). In order to gain an in-depth in­
sight into its principal role, we treat a simple 2-D reaching movement with 
excess DOFs as shown in Fig. 3, which has been extensively analyzed in 
our previous papers [16,17]. 

End Point 
X(f=(-xb»>'o) 

Desired Point xv-Piane 

i—^X 

Fig. 3. "Reaching" by means of a surplus DOF system of hand-arm dynamics. 
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Fig. 4. Virtual-spring hypothesis. Fig. 5. S) Starting posture,F) Final 
posture, U) Unreasonable posture. 

In the case of control of a robotic arm, the term -kJ^(q)Ax in (3) is 
called a task-space feedback based on measurements of the endpoint posi­
tion x(f) by visual sensing. In the case of human reaching, however, ex­
erted torques -kJ^(q)Ax must be generated from a group of muscles 
which are endowed with a total potential energy generated by excitation of 
neuro-motor signals from the CNS (central nervous system). This fact can 
be well interpreted by hypothesizing a virtual spring as shown in Fig. 4, 
drawing the end of the whole arm to the target with the force equivalent to 
the vector k{xd''^(0) ^ which is equivalent to -^Ax . In this hypothe­
sized model, the i -th joint is exerted by the torque -kjjAx and also sub­
ject to the damping force -c.q., where 

(4) 

It should be remarked that the magnitude and signature of each spring-like 
moment of force at each joint are not directly related to the magnitude of 
Ax but to the quantity of k times the inner product of two-dimensional 
vectors J^q) ^^^ ^ • Note that the magnitude of -kjjAx is equivalent 

to that of moment of force PP^xkAx , where symbol " x " denotes the ex­

ternal product and P.P^ denotes the position vector from the / -th joint to 

the endpoint (see Fig. 4). 
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Table 1. Initial conditions and the target for short-range reaching 

Ann posture (deg) : gi{0) = 83.00, ^ (0) = 45.00, g3(0) = 40.00, g4(0) = 7400 

Endpoint position (m) : j'(O) = -0.2734, y{0) = 0.4788 

Target position (m) : xg = -0.3500, y^ = 0,3500 

Dbtance (m) : P x ( 0 ) l | = 0.1173 

Table 2. Lengths of upper arm (/i), forearm (/2), palm (I3), and index finger (/4) 
together with corresponding masses (m/i / = 1, • • • ,4 ) and inertia moments 
(Igi'. i = 1, • • • ,4). The data are taken from an average male adult 

Regions Upper arm Forearm Pidm Index finger 
( i = l ) (, = 2) (i = 3) {i = A) 

li : Length (m) 

Ig^ : Center of mass (ra) 

Ti : Cylinder radius (m) 

/it : Cuboid height (m) 

d^ : Cuboid depth (m) 

TTit : Mass (kg) 

Igi : Inertia moment 

0.2800 
0.1400 

0.04000 

N/A 
N/A 

L407 

0.2800 
0.1400 

0.03500 

N/A 
N/A 

1.078 

0.09500 
0.04750 

N/A 

0.08500 
0.03000 

0.2423 

0.09000 
0.04500 

0.009500 

N/A 
N/A 

0.02552 

(kgni') 
9.758 X 10-^ 7.370 x 10"^ 2.004 x 10"^ 1.780 x 10"^ 

Actually, when damping factors are chosen in such a way that 

q =1.89, c , = 1.21, C3 = 0.29, c, = 0.070 (Nms) (5) 

then the endpoint trajectories for various stiffness parameter k starting 

from the posture S) shown in Fig. 5 together with Table 1 become as 

shown in Fig. 6. In this computer simulation, physical parameters of a hu­

man adult shown in Table 2 are used. In Figs. 7-9 we show transient re­

sponses of x(t),y(t\q^(t) , and q^(t) together with velocity pro­

files :i:(^) and y(t). As seen from Fig. 5 the torque -kjjAx exerting to 

the shoulder joint is plus at ^ = 0 and therefore q^(t) is increasing with t 

as well as q2(t) seen in Fig. 8(a), but the torque -kJjAx exerting to the 

finger joint is minus at / = 0 and therefore q^it) is decreasing with t as 

seen in Fig. 8(b). 
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0.44 

0.34 

T ' ! • 

Starting Point 

— ^ - k = i2.0 
~ - i k=:4.0 

k-i6.0 
^ k - 8.0 

Target Point k = 10.0 
j ^ j^ j^ 

-0.34 -0.32 -0.3 -0.28 
x-component [m] 

Fig. 6. Endpoint trajectories of reaching movements when damping 
factors of (5) is used. 
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Fig. 7. Transient responses of x andy when damping factors of (5) are chosen. 
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Fig. 8. Transient responses of joint angles 2̂ and q^ when damping factors 
of (5) are chosen. 
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are chosen. 
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Basis on this virtual-spring hypothesis, we claim that a skilled reaching 
movement must emerge from synergistic generations of potential energies 
in a group of muscles involved in these four joints, whose total is equiva-

lent to(l/2)A: ||Ax(0)[|', and synergistic formation of damping factors gen­
erating viscous-like forces in each subgroup of muscles corresponding to 
each joint. Variability of joint motions is mainly due to permissible fluc­
tuations of damping effects, which are rather insensitive to the endpoint 
trajectory. In fact, it becomes a quasi-straight line as seen in Fig. 6 and less 
variable for changes of stiffness k as first observed in human multi-joint 
movements [10] and claimed in [11]. Each joint movement is fairly de­
pendent on the posture being subject to exertion of each corresponding 

torque -kjJ(q)Ax . 

2-D Reaching with Double Endpoint Targets 

This virtual-spring hypothesis can be also applied for movement of a pre-
shaping form of 2-D whole arm model depicted in Fig. 2 which consists of 
7 joints. 2 for the arm (shoulder and elbow), 1 for the wrist, and 2 and 2 for 
a pair of fingers. The task can be described by a pair of two given points 
Xdi and Xd2 so that two finger endpoints Xi = (^'pX)' ^ =1^2, approach 
and converge asymptotically the desired targets Xdt respectively. In this 
case, since there are 4 physical position variables that specify the objective 
task, 3 DOFs of the whole arm are redundant in comparison with the 
whole 7 DOFs. If we suppose two virtual springs that draw corresponding 
endpoints respectively as shown in Fig. 10, then the control signal is given 
in the form: 

u=-Cq-kJ^(q)Axi-kjJ(q)Ax2 (6) 

where J.{q) = dxf/dq and Axi= Xj-Xdi for i=l,2. Computer simula­
tion results are shown in Figs. 11-12 when the object is placed considera­
bly away from the initial position of the hand for Fig. 11 and relatively 
close to that for Fig. 12. In the former case (Fig. 11), the dotted lines show 
the final preshaping form for grasping when improved damping fac­
tors q = 0.15 and ĉ  = 0.20 for the shoulder joint (/ = 1) and elbow joint 

(/ = 2) respectively are chosen in comparison with q = 0.22 

and ĉ  =0.10 for the final posture with continuous lines. From com-
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Target: Pdoi 
y (xdo 

^ ^ \ / r 5 ^ > / / . , 'length) 

Virtual Spring 

I02 * ln2 ' 

Virtual spring 

1.̂  1^^—•! 

\ (extended (steady-state 
\ length) length) 

^ Target: 72̂02 

Endpoint: P02 t_in p* 1 

Fig. 10. Two virtual springs drawing corresponding endpoints toward targets 
PdOi 0 = 1, 2) respectively. 

parison of these figures, in the former case (see Fig. 11) the damping for 
shoulder should be smaller to generate a large motion but in the latter case 
(see Fig. 12) the damping for elbow should be smaller, relatively to the 
standard damping factors q = 0.22 and c^ = 0.10 which are determined 

to be approximately equal to ^jH^^(q) and yJH^j,{q) w ĥere H..{q) 

stands for the i -th diagonal entry of the inertia matrix H{q) of the whole 
arm. In both cases, other damping coefficients are chosen and fixed in such 
a way that c. = 0.005 for / = 3,- • •, 7 and k. is set as k^=k^ = 8.0 . 

Reaching under Geometric Constraint 

Robot dynamics such as a handwriting robot as shown in Fig. 13 can be 
described by the Lagrange equation of motion with a holonomic con­
straint: 
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0 0.1 

X [m] 
- <:5=0.22c2-0.10 
- Cj-0.28 C2=«.05 

Fig. 11. Preshaping motion for 
grasping when the target object is 
far away from the initial position. 

Fig. 12. Preshaping motion for 
grasping when the object is 
nearby from the initial position. 

H(g)q4\H(qhS{q,q)\q+giq)-i^ A =w (7) 

where g(q) stands for the gravity term such that g(q) ^ dP(q)/dq for 

the potential energy P(q) , and (p(q) is given by 

and hence 
0(?) = O (9) 

expresses the holonomic constraint such that the nib of the pen (the last 
link) is constrained on the horizontal plane z{q){= (/>(qy) = 0 (see Fig. 
13). Hence, A denotes a Lagrange multiplier corresponding to the 
holonomic constraint of (9) and therefore the term (dtp/dqY X expresses 
the torque vector composed of rotational moments at joints induced by the 
constraint force with the magnitude A and the direction normal to the xy -
plane. 
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Fig. 13. A handwriting robot with 
four joints (four degrees of freedom). 

Fig. 14. 3D-reaching under the effect 
of gravity force. 

Consider now a control scheme for this system such that, given a de­

sired position Xd = (^^ ? ̂ ^ ) ^^^ ^ desired contact force A^, the nib of the 

pen should move toward f̂  in touch with the plane and at the same time 

the contact force A converges to Â  . At first it is assumed that the gravity 

term g(q) is known or can be computed in real-time based on measure­

ment data by optical encoders of joint actuators. Under this assumption, 

the following control signal is analyzed in details in our recent paper [17]: 

(d(p\\ 
« =g(q)-Cq-J-kAx' 

[dg 
(10) 

where x = (x.yY , Ax =x -Xd ^ and / - = dx(q)/dq denotes the 2 x 4 
Jacobian matrix of x in ^ . According to computer simulation and ex­
perimental results, this control signal works well even in the case of trajec­
tory tracking when the desired target Xd is given as a time-varying signal 

XdiO' ^^^ details, however, must be omitted in this paper due to shortage 
of given pages. 

3-D Reaching under the Effect of Gravity 

The arguments developed in Sects. 2-4 can be extended to cope with 
three-dimensional reaching movements under the effect of gravity force. 
Consider the handwriting robot with a pen whose endpoint is far above the 
xy -plane (see Fig. 14). The problem is to control the robot to move the nib 
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of the pen to reach a given desired point x^ = (-̂ ^^yd^^d ~ 0) without at­

taching the xy -plane during its motion. In this case the motion equation is 

expressed as 

H(q)q + \-H(q)-^ S(q,q)[q + g(q) =u (11) 

In this case, a control signal composed of (3) with an additional estimator 
g(q) is proposed in our recent separate paper [25], which is defined as 

u=-Cq'-kJ^(q)AX'hY(q)@(t) (12) 

where the last term corresponds to g(q) and 

0 0 0 

Y(q) = g 
^2 

0 

0 

C23 

C23 

0 

^234 

C234 

C234 

(13) 

0 = {m-,S2+rn^U+mJ.^,m^s^+mJ..,m^s^y 

s(t) = q(t) + C-'kJ\qit))Axit) 

(14) 

(15) 

(16) 

where i] denotes a positive constant. Substituting (12) into (11) yields 

Hq + \-H+S\q + Cq + kJ'^x-Y^Q = 0 (17) 

where AG = 0 - 0 . 
The details on theoretical analysis of the closed-loop equation (16) to­

gether with computer simulation results will be presented in our separate 
paper [25]. In this paper we mention that there exists a non-negative defi­
nite scalar function V with positive parameters ?;, fi, y such that 

— F < - r F (18) 

where V can be defined as 
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^q^H{q)C-\kJ ^Ax - /3YAQ} (19) 

Convergence of V to zero as r -* oo implies that Ax -^ 0 and A0 -» 0 
as r -> 00 . 

Discussions from the Physiological Viewpoint 

From the physiological viewpoint, some types of human voluntary move­
ments must be controlled in a feedforward manner as first observed in ac­
tion of the vestibulo-ocular reflex arc through the extra-ocular muscles to 
determine the posture and movement of the eyes relative to the external 
world [23,24]. As already discussed in the previous paper [19], each com­
ponent of the task-space feedback term -kJ^ (q)Ax in the signal u of (3) 
can be regarded as a total of spring-like forces generated by muscle-
contractions associated with each joint, which corresponds to each total 
amount of potential energies produced by a population of acto-myosin ac­
tivities in sarcomere. A little more details of the discussions have been pre­
sented in a recent paper [19] on the basis of "Virtual-Spring" hypothesis as 
an enhancement of the well-known "Equilibrium-Point" hypothesis. An­
other important term denoted by Y(q)@ in u of (12) did not appear in the 
case of multi-joint movements in the horizontal plane. This term plays a 
crucial role in readjustment of joint torques to withstand changeable loads 

when our hand grasps a thing. Apparently this term Y{q)@ should quickly 
reflect the change of total gravity effect and therefore be constructed 
quickly through the spinal-reflex loop that may be also regulated from the 
cerebellar motor control system. As to the role of viscous-like torques 
-c.q. in synergistic convergence of the endpoint trajectory to the target 
there is a dearth of papers even in physiological journals. However, the 
magnitudes q and c^ in (5) must be too big to be compared with actual 

viscosity of contractile muscles. Therefore, we postulate that time-delayed 
coactivation of agonistic and antagonistic muscles may lead to generation 
of relatively large dampings. Nevertheless, the magnitudes q and c^ in 

(5) corresponding to passive damping factors for shoulder and elbow joints 
are too big to be compared with actual viscosity of contractile muscles 
[26,27]. 
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To reduce the damping coefficients in control signals of (3), let us con­
sider another form of control signal 

u=-^,Cq-J\q)(^y[ki+k/Sx) 

--[t,C^Z4kJ\q)J{q)]q-J\q)kt^ (20) 

where ^Q and ^ denote positive constants. Apparently, this control signal 
plays a role of a parallel pair of mechanical damper and spring that draws 
the endpoint of the whole arm to the target as shown in Fig. 15. 

X = (x, yj 
: Endpoint ;<< 

Xd = 

: Target 

Torque to generate 
Virtual damper effect r 

Torque to generate 
Virtual spring effect 

Fig. 15. Virtual spring-damper hypothesis. 
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Table 3. Initial conditions and the target for middle-range reaching 

Arm posture (deg) : gi(0) = 59.00, «2(0) = 43.00, ^3(0) =25.00, g4(0)=95.00 
Endpoint position (m) : x(0) = -0.0:^806, y{0) = 0.5295 
Target position (m) : x^ = —0.3500, y^ = 0.3500 
Dbtance (m) : ||ida;(0)|| = 0.3599 

Xrccmixiaeii [nj 
(a) Based upon the virtual 
spring hypothesis 

ĝ onycTiimt [nj 

(b) Based upon the virtual 
spring-damper hypothesis 

Fig. 16. Endpoint trajectories in the case of planar middle-range reaching 
by the multi-joint arm with 4 DOFs. 

To show how the control signal of (20) generates effectively smooth and 
natural multi-joint movements, we conducted numerical simulation of 
middle-range reaching by using the same human arm model and initial 
posture and target position as given in Tables 2 and 3. For comparison of 
the effectiveness of the control signal of (20) based upon the virtual 
spring-damper hypothesis with that of (3) based upon the virtual spring 
hypothesis, we also conducted numerical simulation based upon the vir­
tual-spring hypothesis under the same condition. When damping factors of 
(5) are set in both control signals and ^Q ^^^ C ^^ (20) are chosen as 
^Q=0.2 and ^ = 1 . 5 respectively, numerical simulation results are 
shown in Figs. 16-18. Each passive damping factor ^QC. in the case of vir­
tual-spring hypothesis can be reduced to the range of 20% of c. in the case 
of virtual spring-damper hypothesis. As seen from Fig. 16, endpoint 
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Fig. 17. Endpoint velocity profiles in the case of planar middle-range reaching. 
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Fig. 18. Transient responses of joint angle qh in the case of planar middle-
range reaching. 
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trajectories in the case of virtual-spring hypothesis are almost rectilinear 
but curve at a final convergent stage in the vicinity of the target point. This 
implies that the damping factors chosen synergistically in the case of short-
range reaching are unfit in the middle-range reaching movements. How­
ever, endpoint trajectories in the case of virtual spring-damper hypothesis 
become rectilinear almost completely from the beginning to the final stage 
even in middle-range reaching. Moreover, it is interesting to note that pro­
files of the endpoint trajectory in xy -plane are almost invariant for chang­
ing the stiffness k in both cases. On the other hand, the endpoint velocity 

v(= \Jx~ -^ y~) increases considerably according to the increase of k and 
profiles of each joint trajectory are rather variable according to change of 
k even in middle-range reaching movements (see Figs. 17-18). It can be 
seen from Figs. 17 and 18 that grades of variability of the endpoint veloc­
ity and each joint trajectory can be reduced considerably by hypothesizing 
a virtual damper in parallel with the spring. Thus, from simulation results 
of Figs. 16-18, it is shown that the control scheme based upon the virtual 
spring-damper hypothesis can lead to movements of skilled multi-joint 
reaching. A theoretical reason of the effectiveness of this virtual spring-
damper hypothesis must be explored, but it will be presented in another 
paper because the argument becomes rather mathematically elaborative 
and more pages enough for the detailed argument are needed. 
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Chapter Overview. A new algorithm based on thin-plate spline is pro­
posed for the non-rigid registration of Digital Subtraction Angiography 
(DSA) images. The presented method is novel on three aspects. Firstly, the 
rigid matching of sub-image blocks divided from mask and live images is 
achieved by a template matching method based on mutual information 
(MI). Secondly, the control points are selected from the center points and 
four valid corner points extracted in the original and transformed mask im­
ages. With the five selected control points of each sub-image blocks, the 
information of translation and rotation of the affine transformation can be 
utilized effectively. Then by using thin-plate spline as the mapping func­
tion, the global elastic registration is achieved. Thirdly, a scatter point in­
terpolation is performed by weighting inverse proportion to the distance of 
the neighbor points to obtain a smoothly matched image. Experimental re­
sults show that our method is robust and effective. 

Key Words. Digital subtraction angiography. Mutual information. Thin-
plate spline 

1. Introduction 

Digital Subtraction Angiography (DSA) is a powerful technique for the 
visualization of blood vessels. Crystal clear images of abdominal, renal, 
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cerebral and peripheral blood vessels can be obtained by the highly sophis­
ticated equipment. It represents the most common image modality applied 
in clinical practice to assist vessel diagnosis and therapy [1]. With this 
technique, a bolus of radiopaque contrast material is injected into blood 
vessels of interest through plastic catheter, a sequence of X-ray projection 
images is acquired during (live image) and prior (mask image) to the pas­
sage of the material in the blood vessels. By subtracting live image with 
mask image, background structures in the live images are largely removed. 
However, mask and live images are acquired at different time, the position 
of background tissue around the vessels often changed during the elapsed 
time due to the respiration and organ movement of the patient, if direct 
subtracting of these images, motion artifacts occur. Such artifacts may 
hamper proper interpretation of the images and even lead to misdiagnosis. 
In order to reduce artifacts, several techniques have been developed, such 
as TID (Time Interval Difference) subtraction, energy subtraction, respira­
tory-gated subtraction, hybrid subtraction and so on. But artifacts are the 
combination of several factors. More complicated techniques are needed in 
order to eliminate the artifacts completely. 

Image registration technique is a useful method in correcting artifacts. 
Correspondences between pixels in mask and live image are calculated, 
and then a certain warping method is applied to mask image. By doing this, 
artifacts can be eliminated effectively in the subtracted image. During the 
past twenty years, enormous efforts have been put on this subject, great 
progresses have been achieved. Overview of the registration techniques of 
DSA images have been made by Erik H et al. [2] in 1999. However the 
non-rigid motion of the tissue inside human body is most complicated, 
there are global and local disparities between the mean gray-levels of the 
live and mask images. Simply shift or rotation of the misregistered image 
can not eliminate those artifacts. Up to now none techniques can deal with 
all kind of artifacts, the only widely used method for motion correction on 
commercial DSA devices is manual pixel shifting [3], which is time con­
suming and tedious. 

For the technique of coronary angiography, due to the pulsate of the 
heart, there has large global and local non-rigid warping between mask and 
live images. Registration for such kind of angiography images is much 
more complicated. In this paper a new registration method is proposed for 
coronary angiography images. Firstly we suppose that the non-rigid mo­
tion in the projective image of the heart tissues can be decomposed of 
translation and rotation of many sub-image blocks. By the template match­
ing method, rigid registration of sub-image blocks can be achieved. And 
then we make up pairs from the center points and four valid corner points 
extracted in original and transformed mask image, and these point pairs are 
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selected as control points. After this, the global elastic registration can be 
achieved by using thin-plate spline. Then by the scattered data interpola­
tion method, continuous and smooth matched image can be obtained. All 
these registration procedures are fully automatic. 

This paper is organized as foUow ŝ: the rigid registration algorithm of 
sub-image blocks is presented in section 2. The global elastic registration 
method based on thin-plate spline is presented in section 3. The scattered 
data interpolation method is derived in detail in section 4. Discussion and 
conclusion are found in section 5. 

2. Rigid Registration Algorithm of Sub-image Blocks 

Generally tvv̂ o classes of registration method are involved: area-based 
methods and feature-based methods ^^\ If the salient feature in the images 
can be extracted easily and the number of common elements of the de­
tected sets of features is sufficiently high, feature-based methods is pro­
posed. But for cardiac DSA images, pixels' w^arping betw^een mask and 
live images are very high, in some cases even as large as 80 pixels. It's 
very hard for the people to detect pixel sets with the same properties. In 
this paper, area-based method is applied for the registration of sub-image 
blocks. 

Mutual information, basic concept of information theory, was first 
used in registration of medical images in 1995 by Frederik.M [4] et al... 
Efficient registration results had been obtained. It's a kind of statistical de­
pendence between two random variables, i.e., the information that one 
variable carries about the other. It has been proved that the mutual infor­
mation criterion allows for accurate, robust and completely automated reg­
istration of multi-modality medical images [5]. 

The two images that are to be registered can be taken as random vari­
ables A and B respectively, x and y donate the intensity values of a pair of 
corresponding voxels of the two images. Then marginal distributions p(x), 
p{y) and joint distributions p(x,y) can be written as follows: 

Where p{x), p{y), p{x,y) can be obtained by normalization of the joint 
and marginal images intensity histograms of both images. Then Under 
KuUback-Leibler distance [6], mutual information I(A,B)cdin be defined 
as: 

Mutual information measure the amount of information that image B 
contains about A. So if the images are geometrically aligned, mutual in-
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formation of corresponding voxel pairs of the images will reach its maxi­
mization. Then image registration techniques based on mutual information 
come down to find a best geometric transformation T^, that made mutual 

information I(T^(A),B) of image A and B reach its maximization, which 

can be summarized by the following equations: 

We assume that in our sub-image blocks there are only rigid transfor­
mation, i.e., translation (tx,ty) and rotation 6, then transformation model 
can be defined as follows: 

Therefore rigid registration of sub-image blocks can be thought as an 
optimization problem. The Powell algorithm is a kind of multi­
dimensional optimization method, which need not to calculate differential 
of parameters and is rapid for convergence [7]. So in this paper the Powell 
algorithm has been chosen to find the best transformation that make the 
mutual information of image pairs reach its maximization. 

p{x)^?r{X=^x;xGA} (1) 

p(y)^?r{V^y;yGB} (2) 

p(x,y) = ?r{X^x,Y = y;xGA,yGB} (3) 

I(A,B) = 2P^s(x,y)\og 
PA(x)Ps(y) 

T ^argmax(Ar(B)) 

(4) 

(5) 

Tp(x,y) = 

cos(6) sin(6) tx 

- sin(^) cos((9) ty 

0 0 1 
(6) 

^TPSif) • k-/K • + A m dx^ dxdy dy^ 
\dxdy 

(7) 
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f(v) = v'd-\-(f>{v)'W (8) 

E^^^(d,w)== \\X -Vd-(t^^\' + Mrace{w^^w) (^) 

Zf d^(x v) F.(x,y)=^ /AV^̂ / /=l,2,...,Anx« ,u =l,2,...,mx« (10) 

ifd:{x,y) 

3. Thin-plate Spline Algorithm 

One of the most important attribute of thin-plate spline is its ability to de­
compose a space transformation into a global affine transformation and a 
local non-affine warping component [8]. Under the restriction of corre­
sponding points, matching matrixes and mapping parameters can all be 
achieved. The using of thin-plate spline interpolation as point-based elastic 
registration method for medical images was first proposed by Bookstein [9] 
in 1989. 

Assume there are two sets of corresponding points U and V, repre­
sented as {u^,a =1,2,..jt] and {v^,a =l,2,...,n] respectively. Then energy 
function of thin-plate spline can be defined as: 

Where / is the mapping function between point sets v̂  and u^ . 

(l,v ,̂v^^) and (l,u^^,u^^.) donate the homogeneous coordinate of v̂  and u^ 
respectively. The first and the second term in above equation have differ­
ent physical meanings. The first term is the approaching probability be­
tween point sets v̂  and u^ . The second term, on the other hand, is a 
smoothness constraint. Different A means different degree of warping. 
When A is close to zero, corresponding points match exactly. 

According to this energy function, there exists a minimizing function 
f(v),v CR^ for any fixed A , which can be represented as follows: 

Where d is a 3 X 3 affine transformation matrix, >v is a n X 3 non-
affine warping coefficient matrix, (p(v) is a 1X n vector decided by thin-
plate spline kernel. For each point of v , there exists a 0^(v), which can be 
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defined as: 0 (̂v) = c||v -vjp log||v - vj | . Where c is a constant. When the so­

lution of equation (8) is substituted into equation (7), we get: 

where 0 is n X n matrix formed from the 0(v^). According to above 
equation affine matrix d and warping parameters w can be calculated. 

By the rigid registration of all the pairs of sub-image blocks, we get a 
lot of corresponding point sets between mask and live images. These pairs 
of points can be selected as control points. Then by using thin-plate spline, 
the global elastic registration can be achieved. The results of elastic regis­
tration are mostly decided by the numbers of control points and the posi­
tions of points in the image spaces. The transformation parameters (or re­
sponse) and computational time will increase if the numbers of control 
points increased. Also if control points were not selected properly, iterative 
search of parameters may get invalid results. In this paper, the center and 
four valid corner points extracted in original and transformed mask images 
are selected as control points, so when we divided mask and live images 
into mxn sub-image blocks, Sxmxn control points can be achieved. 
Using the methods above, the information of translation and rotation of af­
fine transformation can be utilized effectively. 

4. Scattered Data Interpolation 

Scattered data interpolation is a technique of constructing a continuous 
function of two, three, or more independent variables that exist in two di­
mensional plane, three dimensional or ND space [10]. The method of scat­
tered data interpolation can be classified into two kinds: global methods 
and local methods. For the global methods, interpolated value is influenced 
by all of the data, but for local methods, the interpolated value is only in­
fluenced by the values at nearby points from the scattered point sets. 

The transformation between mask and live image can be got by thin-
plate spline. In succession, the corresponding pixel coordinates of the reg­
istered new mask image can be achieved by applying the transformation to 
every pixel of the mask image. However, the coordinates of the trans­
formed pixels can not be integer exactly. If we only use the nearest point to 
form the new graphic, some of the pixels that have large scale of warping 
will disappear and some of the pixels will be utilized repeatedly. In order 
to resolve such kind of question, inverse distance weighted interpolation 
method is introduced. The basic assumption of this method is that the in­
terpolated values should be influenced more by nearby points and less by 
the more distant points, which can be defined as followed: 
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where d.^ (x,y) = ^(x-jc.J' + ( y - y , J ' donates the Euclidean distance be­

tween point (x,y)and point (jc.,,y.j. Through this interpolation method, 

continuous and smoothness images can be arrived. 
Different interpolation methods have been applied in our registered 

mask image in figure 1. Figure 1(a) is the result of nearest interpolation 
method, figure 1(b) is the result of inverse distance weighted interpolation 
method. As can be seen from the interpolation result, by inverse distance 
weighted interpolation method, some invalid points had been removed ef­
fectively and smoothness image can be achieved. 

(a) Nearest interpolation 
method. 

(b) Inverse distance weighted in­
terpolation method 

Fig. 1. Interpolation Results 
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(a) Mask image (b) Live image 

(c) Registration result 

Fig. 2. Registration result of DSA images 

5. Experiment Result and Discussion 

The algorithm as presented in the previous sections was implemented in 
the C++ programming language and all experiments were carried out on a 
relatively low cost PC with a PIV 2.4MHz processor, 512MB memory. 

We have applied our rigid registration method based on mutual infor­
mation to several images which only have rigid transformations (transfor­
mation and rotation); these images are of 320 X 240 resolution. Experiment 
results (can be seen from table 1) indicate that our method is valid for im­
age registration and can reach sub-pixel precision. 
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Table 1. Rigid registration results based on mutual information. The data sets in the left 
three columns represent true transformation between origin images and transformed images. 
The data sets in the right three columns are computational transformation of our algorithm. 

Real Transformation 

dx 
(pixel) 

2.0 
-6.0 
1.0 

dy 
(pixel) 

2.0 
-3.0 
-2.0 

d 
(degree) 

0.0 
0.0 
1.0 

Registration Result 

dx 
(pixel) 

1.603 
-5.969 
0.576 

dy 
(pixel) 
1.720 
-3.232 
-1.534 

d 
(degree) 

0.000015 
0.0002 
0.913 

Table 2. Registration results (mutual information and calculation time) decided by the size 
of sub-image blocks. Mutual information represents the criterion of registration precision. 

Block Size 
(Pixel) 
32x32 
64x64 

128x128 
256x256 

Mutual Information 
(Mask and Live Images) 

0.680939 
0.726838 
0.639620 
0.613610 

Calculation Time 
(min) 

6.3431 
2.9772 
1.3697 
0.8612 

Then the proposed approach is applied to an image of coronary an­
giography (512X512 pixels and coded in 8 bits). The mask image is 
shown in Figure 2(a), and the live image in Figure 2(b), and subtraction re­
sult after registration is given in Figure 2(c). The mutual information (MI) 
after registration is 0.726838 (sub-image block size: 64X64), but before 
registration MI is 0.6456229, It indicate that the correlation of the mask 
and live image have been greatly improved. Also registration results (mu­
tual information and calculation time) decided by the size of sub-image 
blocks are compared in table 2. The information given in the table 2 indi­
cates that the smaller the size of sub-image blocks the more calculating 
time is needed. The calculated mutual information is augmenting with the 
fine partition of the sub-image blocks, but it doesn't mean that the best 
registration result will be achieved in the smallest block size. There exist 
more than one values of the block size between 32 X 32^128 X 128 which 
can get best registration result. 

We also implemented the proposed registration algorithm to several 
DSA images with different warping scale. Experimental results showed 
that the proposed method is robust and effective. The proposed algorithm 
is highly data independent and fully automatic, which is therefore well 
suitable to process the clinical practice. Future research will focus on bet­
ter understand the influence of implementation issues, such as leaking of 
angiography substances, low luminance contrast of sub-level vessels and 
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so on. Also our performance results need to be compared to other registra­
tion methods. 
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Development of a Simulator of Cardiac Function 
Estimation for before and after Left Ventricular 
Plasty Surgery 

Tatsushi Tokuyasu\ Akito Ichiya\ Tadashi Kitamura\Genichi Sakaguchi", 
and Masashi Komeda^ 

Kyushu Institute of Technology, Fukuoka, Japan 
"Cardiovascular Surgery, Kurashiki Central Hospital, Okayama, Japan 
^Cardiovascular Surgery, Kyoto University, Kyoto, Japan 

Chapter Overview. Cardiac function is evaluated with pressure-volume 
diagram, wall thickening function, and cardiac output. These are approxi­
mately estimated by using echocardiography and cardiac catheterizations. 
In order to make a surgical plan for left ventricular plasty, surgeons palpate 
the ventricular wall i.e. cardiac muscle of a patient's heart, where the ven­
tricular thickness, elasticity, and contractile stiffness of the left heart are 
diagnosed. Cardiovascular surgeons are requested to have the skill to esti­
mate postoperative cardiac function according to the surgical plan deter­
mined in the surgery. 

We present a simulation system for cardiac function evaluation, where 
left ventricle models made of finite elements are built and estimate surgi­
cal efficiency for left ventricular plasty. It is assumed that the ventricular 
wall of the models is composed of one-layer, elastic and isotropic material. 
We employed a simple systemic circulation model, Windkessel, in order 
to compute the PV diagram of the left heart model. This paper presents a 
heart modeling method based on finite elements, simulation algorism, and 
its online use of the FEM computation results. Realistic trends of PV dia­
gram are computed in the simulation. 

Key Words. Cardiac function, finite element method, 
and heart modeling. 
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1. Introduction 

Recently, left ventricular plasty is conducted on patients' heart suffering 
from myocardial infarction and dilated cardiomyopathy. These diseases 
significantly impair a pump function of heart, because the ventricular wall 
loses its thickness according to the progression of disease. Laplace theory 
shows the stress of a ventricular wall increases depending on the radius in 
the minor axis of the ventricle in the same ventricular pressure, so that the 
surgeons remove the cardiac muscle around diseased area and sew up the 
removed area in the minor axis direction of the left ventricle. 

We consider that an accurate estimate of postoperative cardiac function 
before surgery would yield surgical efficiency and enhance safety, so that 
we have developed an evaluation simulator iFor cardiac function [2]. It is 
well known that finite element method (FEM) is one on the most effective 
method for heart analysis. Therefore, we also employed FEM to simulate 
surgical efficiency evaluated from postoperative cardiac function. Left 
ventricular models for before and after surgery are simply constructed, 
where cardiac muscular characteristics, e.g. muscular fiber direction and 
cardiac muscular layer, are ignored. Watanabe et al. showed that one-layer 
and isotropic material of a finite element heart model do not effect for PV 
diagrams. 

In this paper, we present a heart modeling based on finite elements, a 
simulation method, and results. 

2. Method 

2.1 Finite element heart model 

Geometric data of a left ventricle is measured from the CT image of a pa­
tient suffering from a slight dilated cardiomyopathy. The coauthor of car­
diac surgeon judged that image does not impair to make a normal left heart 
model. Firstly, we measured 800 three dimensional coordinates of the in­
ner and outer wall of the left ventricle, and arranged them as the nodes of a 
finite element heart model. Finally, 400 hexahedral elements compose a 
normal left heart model as shown in Fig. 1. The material property of the 
model is isotropic, elastic, and incompressible, and the Young's modulus 
of the elements provides contractile stiffness [1] of heart. A homogenous 
Poisson's ratio of 0.4 is assigned on all elements. We used a pre-post proc-
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essor MENTAT (MSC, Inc.)[3] to process mesh generation of the left 
heart model, and give it material characteristics. 

Fig. 1. Left ventricular model based on finite elements 

2.2 Pre-Post operative model 

Refer to the medical literature [1] and surgeon's experience, a preoperative 
model for myocardial infarction was built as shown in Fig. 2(a). The wall 
thickness around infarcted area decreases, because cardiac muscle does not 
have any regenerative power, so that the ventricular wall of infarcted area 
is thinner than the other normal part. The infarcted cardiac muscle loses its 
expansive and contractile properties. In addition, most myocardial infarc­
tion patients have a tendency to suffer from high blood pressure and arte­
rial sclerosis. 

(a) Preoperative model (b) Post operative model 
Fig. 2. Finite element models before and after left ventricular plasty for myocardial infarction 

In Fig. 2(a), the colored part indicates the thinned and stiff area due to 
myocardial infarction, where the wall thickness is 30 % thinner than the 
other normal wall and the constant Young's modulus of 150000 Pa is 
given through one cardiac cycle. 
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The postoperative model is shown in Fig. 2(b). It is built from the preop­
erative model, where the infarcted part is removed firstly and all nodes 
around the opened area are connected forcedly with the opposite nodes for 
closing the cut edge in the minor axis direction. 

2.3 Cardiac function evaluation 

Generally, a pressure-volume (PV) diagram, Emax, and stroke volume 
(SV) of left heart are used for evaluating cardiac contractile function. This 
simulator also applies them to evaluate the cardiac function of the finite 
element models. Fig. 3 shows a PV diagram, where the Emax shows the 
maximum contractile force of a heart and is derived by the gradient of the 
line which passes Vo and the end-systole point. 

a-b : Isovolumic contractile phase 
b-c : Ejection phase • 
c-d : Isovolumic relaxation phase 
d-a : Filling phase 

90 KM 110 120 130 140 

Fig. 3. Pressure and volume diagram for one cardiac cycle and its explanation 

2.4 Young's modulus 

We assumed that cardiac muscular property tends to nonlinear, so that up­
dated Lagrange method is employed to analyze the heart models. 

In this study, the Young's modulus of the model shows contractile force 
of cardiac muscle. As mentioned above, a patient suffering from myocar­
dial infarction tends to high blood pressure and arterial sclerosis, conse­
quently we built a preoperative model as shown in Fig. 2. The preoperative 
model is composed of not only normal wall but also infarcted wall. In or­
der to identify the Young's modulus of the normal muscle for one cardiac 
muscle, a simple systemic circulation model, Windkessel, computed a PV 
diagram, as shown in Fig. 4, corresponding with a patient affected with 
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high blood pressure and arterial sclerosis, and Fig. 5 shows a thin wall 
model whose ventricular thickness is the same as the normal part of the 
preoperative model. By using both of Fig. 4 and Fig. 5, we determined the 
Young's modulus of the normal muscle for one cardiac cycle, where a rela­
tionship between the ventricular pressure and volume of the thin wall 
model traces the PV diagram of Fig. 4. The determined Young's modulus 
is shown in Fig. 6. 

dt 
M) an 

Fig. 4. PV diagram of a patient affected with high blood pressure and arteriosclerosis 

Fig. 5. Thin wall model of left ventricle 
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Fig. 6. Young's modules for cardiac cycle 
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2.5 Simulation l\/lethod 

In our simulator, MSC.Marc (MSC, INC.)[4] computes a behavior of the 
heart models, and a Windkessel model as shown in Fig. 7 is linked to FEM 
in order to simulate the ventricular pressure and volume for one cardiac 
cycle of the heart models. Fig. 7 shov/s an electrical circuit of Windkessel 
linked to the left heart model, where the differential equations for pressure, 
blood flow volume, and ventricular volume are derived and processed with 
Eular method. The normal values of the cardiovascular parameters of 
Windkessel for a human weighing 60[kg] are shown in Table 1. 

A simulation starts from the iso-volumic phase as shown in Fig. 8. 

Table 1. Cardiovascular valve resistance and aorta compliance 

Rli : 
Rio : 
Rs : 
Rco : 
Rb : 
Csa : 
Rla : 
Rra : 

0.001[mmHg/ml/sec] 
0.01[mmHg/ml/sec] 

1.0[mmHg/ml/sec] 
35.2 [mmHg/ml/sec] 
15.0[mmHg/ml/sec] 
2.0[ml/mmHg] 
6.3[mmHg] 
3.0[mmHg] 

Parameters for Systemic Circulation System 
Vlv -.Volume of left ventricle [ml] 
Csa .'Compliance of systemic artery [mllmmHg] 
Qb .'Quantity to bronchial blood vessel [ml/secj 
Qco .'Quantity to coronary blood vessel [ml/secJ 
Qlv .'Quantity to left ventricle [ml/secj 
Qao .'Quantity to aorta [ml/secJ O-
Rli .'Resistance of left ventricular inflow valve [mmHg/ml/sec] 
Rio .'Resistance of left ventricular outflow valve [mmHg/ml/sec] 
Rb .'Resistance of bronchial blood vessel [mmHg/ml/sec] 
Rco .'Resistance of coronary blood vessel [mmHg/ml/sec] 
Rs : Resistance of systemic artery [mmHg/ml/sec] 
Pla .'Pressure of left atrium [mmHg] Q 
Plv '.Pressure of left ventricle [mmHg] 
Pao :Pressure of aorta [mmHg] Atmospheric pressure 

Fig. 7. Electrical circuit of Windkessel model 
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Pressure [mmHg] 

The dilatation phase d-a is 
interpolated by the equation (9). 

M 
E..2 

Eui 

V„ Volume [ml] 

Fig. 8. Simulation algorism for one cardiac cycle 

2.5.1 Isovolumic systole 

Isovolumic systole starts at point a shown in Fig. 8, where Etai shows the 
Young's modulus, Ptai is the left ventricular pressure, and VED is the end-
diastolic volume. At the next time increment, ta2='tai-\-dt(=0.Ol[stc]), 
Young modulus is increased to Eta2 in accordance with the cardiac cycle as 
shown in Fig. 6, the pressure Ptai brings the difference of volume AVtai. 
Pressure Pta2 which zeros the difference of volume AVtai is obtained and 
inputted to the Windkessel model in order to calculate Paotai- This process 
is repeated until Plv exceeds Pao, 

2.5.2 Ejection phase 

The difference of the volume AVtti is calculated by the Windkessel model. 
As Young modulus increases from Etbi to Etti, the pressure Ptti which cor­
responds to JK between the two volumes from Windkessel and the FEM 
model analysis is identified and inputted to Windkessel for simulating 
Paotbi' These processes are repeated until Pao exceeds Plv, 

2.5.3 Isovolumic relaxation and diastole filling phase 

The same analysis as the one for isovolumic systole is applied to iso­
volumic relaxation phase until Plv lowers than Pla, Equation (1) interpo­
lates diastole filling phase of the PV diagram, where Vsvm and Px are 
needed to pass the two points d {Ptdi and VES) and a {Ptai and VED) in Fig.2. 
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PLy(t) (2) 
Elastance[mmHg/ml] = 

VLv(t)-Vo 

Since we focused on the contractile function evaluation of the left ventricle, 
the dilatation phase is interpolated with equation (1) [5], where VSVM is a 
parameter depending on the patient weight and Px is estimated by the ven­
tricular shape and disease progress. We assumed VSVM=150 and Px=12.9 
for the normal heart. 

3 Results 

Fig. 9 shows the preoperative model at the end-systole, where the left ven­
tricle is expanded partially due to the blood pressure, because the infarcted 
part does not contractile function. This phenomenon is also found in clini­
cal cases. 

The results of the postoperative model shown in Table 2 show that both 
Emax and SV were improved. The end diastole volume of the postopera­
tive model approximately equals 103 [ml]. These results meet the typical 
effects of ventricular plasty for myocardial infarction. 

Table 2. Simulation results for cardiac functional indices 

Cardiac function 

Thin wall 

Pre operative 

Post operative 

Vo[ml] 

68.1 

80.9 

55.2 

SV[ml] 

27.0 

15.5 

21.1 

Emax[mmHg/ml] 

4.81 

3.51 

5.79 

In order to compute one PV diagram by using the presented method, we 
needed about 20 hours including the time to build a finite element model 
and output the postoperative PV diagram. It is necessary for training use of 
this simulator to shorten the computation time for the cardiac function of 
the postoperative models, so that we present a method for online output of 
the postoperative PV diagrams in the next chapter. 
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Fig. 9. Simulation result of postoperative ventricle at end systole period 
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Fig. 10. Simulation result for PV diagram before and after surgery 

la : Length of long axis 

ma: Length of minor axis 

Ip : Longitudinal position of the center of a surgical area 

Fig. 11. Definition of a surgical region for online use of the simulator 
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Fig. 12. Interpolation method for postoperative elastance curve based on a multi-dimensional interpo­

lation technique 

correlation coefficient: 0.997 

7 
rq: -FEMrcsttW 

• Online oulpiil 

f 
0 0.1 0.2 0.3 0.4 OJ 0.6 0.7 0.8 

Timelsec] 

Fig. 13. Simulation results for interpolating post operative elastance curve 

4. Online Use 

For a quick output of the postoperative cardiac function, we employed a 
multi-dimensional spline function. Firstly, a surgical area is defined by an 
ellipse which is derived with 2 variables (lengths of long axis and minor 
axis) as shown in Fig. 11. The parameter Ip shown in Fig. 11 shows a cen­
ter position of the ellipse on the left ventricle. 

A PV diagram and equation (2) derive an elastance curve for one cardiac 
cycle. We defined a function, interp_elv{la, ma, Ip}, based on the three 
dimensional interpolation function, where the elastance values ELv(t) at 
every 0.04sec are interpolated and outputted. Finally, one dimensional in­
terpolation makes their elastance data into an elastance curve for one car­
diac cycle as shown in Fig. 12. In this simulation, the calculation for inter­
polation function is computed by MATLAB Spline Tool Box. 
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Previous to the interpolation for the elastance curve, 24 kinds of the 
postoperative models where the combinations of the range of la\ 0~35mm, 
ma: 0~47mm, and Ip: 0~35mm were spesified were simulated to make the 
tensile product for the interp_elv{la, ma, Ip}. 

This online output method enabled us to compute the postoperative car­
diac function within about 3 sec. Fig. 13 shows the online output result for 
elastance curve, where the surgical region was specified with la: 22mm, 
ma: 35mm, and Ip: 10mm. The coefficient of correlation was 0.997. 

5. Discussion & Conclusion 

This study simplified the characteristics of the cardiac wall, so that twist 
behavior for heart contraction, fibrous direction, and excitation conducting 
system of left heart were ignored. However, the simulation results could 
get good evaluation from the cardiac surgeon coauthors. In Fig. 7, the pre­
operative model shows typical cardiac function for myocardial infarction, 
where both the muscular contraction and the stroke volume decreased. 

For building a preoperative model, we simplified the area of myocardial 
infarction into a set of one-layer elements with the constant Young's 
modulus. However, in order to simulate a more realistic shape of the in-
farcted area with smooth change of thickness along the circumference, the 
diseased area of the preoperative model needs to be meshed in more de­
tailed. 

In order to save the calculation time of the simulator, we adopted 3 di­
mensional interpolation method, where a surgical area was determined 
with 3 variables. This method enabled us to compute the postoperative 
cardiac function within about 3 seconds. We have to install a parameter 
that consider the models' dissymmetry, for example, a position of surgical 
area in the minor axis direction of the heart model, though we need huge 
computation time to make the four dimensional interpolation tensile. 

The cardiovascular surgeons desire to research curative effects of the 
left ventricular plasty for dilated cardiomyopathy, because the pathogene­
sis of dilated cardiomyopathy is still unknown. We will build a dilated car­
diomyopathy model based on a patient's MRI data, and evaluate not only 
contractile function but also dilated function of left heart. 
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