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PREFACE

Neuroscience is one of the most rapidly advancing areas of science and in consequence spawns a liter-
ature which is growing dramatically. Moreover, it is multidisciplinary, having contributions from bio-
chemistry and molecular biology, anatomy, physiology, pharmacology, psychology and clinical
medicine, to name the most obvious. For these reasons textbooks of neuroscience tend to be large and
complex and it can be hard for students to discriminate the conceptual heart of the subject from exem-
plars and enrichment material. This second edition of Instant Notes in Neuroscience is intended as a sup-
plement to lectures which gives rapid and easy access to the core of the subject in an affordable and
manageable-sized text.

When coming to a new subject, it is my experience that students commonly express two concerns;
firstly how to sort out the important ideas and facts from the wealth of detail and secondly how to get
to grips with the unfamiliar terminology. In addition, the best understanding of neuroscience comes by
integrating knowledge across the subject. The Instant Notes format addresses each of these issues. Each
topic is supported by a ‘Key Notes” panel, which gives a concise summary of the crucial points.
Whenever a term appears for the first time it is in bold and immediately followed by a definition or
explanation. Extensive cross references are provided between topics so that students can forge the links
that are important for integration.

Instant Notes in Neuroscience is a much slimmer volume than most neuroscience texts. A number of
features contribute to this. Firstly, I have tried to minimize the amount of detail without compromising
the need for students to have a database for subsequent autonomous learning. Secondly, while many
of the methods used by neuroscientists are included, individual experiments or items of evidence are
included only where I thought it essential to illustrate a point or on matters that would need some jus-
tification to be convincing. Thirdly, I have restricted examples almost exclusively to mammals, includ-
ing — particularly for anatomy — humans, even though there is a great deal of remarkable work, for
example, on invertebrates. I have always qualified the species, since species differences matter. If not,
then rats and cats would behave as humans do, which clearly they do not!

Instant Notes in Neuroscience has 16 sections containing 96 topics. Section A sets the scene by intro-
ducing the cells of the nervous system, and looks at how the nervous system is organized by taking a
broad view of neuroanatomy and brain-imaging techniques. The next three sections are essentially cel-
lular neuroscience. Section B is concerned mostly with action potentials, section C examines the general
properties of synapses, while section D gives an account of the principal neurotransmitters and their
receptors. These sections provide an introduction to the electrophysiological techniques used to study
nerve cells, and say something about the molecular biology of the ion channels and receptors that gov-
ern their behavior. How information is encoded by the firing and connectivity of neurons is considered
in section E. All the material thus far might reasonably be found in first year courses. The next seven
sections (F-L) form the core of systems neuroscience. Section F reviews the body senses, touch, pain
and balance. Sections G and H deal with vision and hearing respectively, while section I looks at the
chemical senses, smell and taste. The properties of motor units and the role of the spinal cord and brain-
stem in movement are the subject of section J, while proprioception and the functions of the cerebral
cortex, cerebellum, and the basal ganglia in voluntary movement are covered in section K. Section L
tackles neuroendocrinology, how the brain controls metabolism, growth and reproduction by harness-
ing the power of hormones, and both peripheral and central aspects of the autonomic nervous system.
The perspective of the last four sections is rather broader than what has come before. The neuroscience
which helps us to understand behavior, such as emotion, motivation and sleep is introduced in section
M. Section N is an overview of how the embryonic nervous system develops, ranging from how the
basic plan is genetically specified, though the myriad ways in which that plan unfolds. Section O
addresses how the nervous system continues to rewire itself on the basis of experience (learning and



xii

memory) and introduces cognitive neuroscience with an account of attention and language. Finally,
although quite a number of nervous system disorders are considered at appropriate places throughout
the book, section P takes the six most common brain disorders (schizophrenia, depression, stroke,
epilepsy, Parkinson’s disease and Alzheimer’s dementia) and looks in some detail at what has gone
amiss and what current and future treatments may do. At the end is a reading list for those who wish
to take their studies further.

As a student, how should you use this book? Restrict your reading only to the sections and topics
covered by your current course. That said, sections A-E are likely to appear in, or be required knowl-
edge for, just about any neuroscience program; you will probably need to work through these first.
Later sections can be dipped into in any order. Read the main sections thoroughly first, making sure
that you understand the ideas, and use the ‘Related topics’ to make links. This is the stage to incorpo-
rate additional material from lectures, and other textbooks, in the gaps at the end of topics. For areas
that particularly interest you, turn to the Further Reading at the end of the book. Studying Instant Notes
‘little but often’ is a good strategy. The information density in the text is high, so many short, concen-
trated, bursts is much more effective than a few eight-hour stints. The more times you work through a
topic, the better your understanding will be, and the more likely you will remember it clearly. When it
comes to revision, use the ‘Key Notes” as a prompt. In addition, you should aim to be able to write,
from memory, a few sentences about each of the terms that appear in bold in the main text. Being able
to reproduce the simpler diagrams is also an effective way of getting your point across in an exam.

At one level neuroscience attempts to provide a mechanistic account of the most complex ‘device” in
the known universe, the human brain. It is an extraordinary endeavor because it aims to reveal what,
in essence, it is to be human; how we behave, think and feel as we do. At the moment we are a long
way from being able to give a coherent account of any of these faculties; that there is so much still to
be done is one reason that this science is so exciting. This book is an account of the remarkable progress
made so far, I hope you find that it serves your needs well and, like me, you enjoy discovering neuro-
science.
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Section A - Organization of the nervous system

A1 NEURON STRUCTURE

Key Notes

[ Tl e

] The neuron cell body contains all the subcellular organelles found in a

typical animal cell but it is specialized to maintain high rates of protein
synthesis.

l Neurites

] Neurites are long projections from the cell body. There are two types of

Axon or dendrite?

Related topics

neurite: dendrites and axons. Dendrites are large extensions of the cell
body and receive most of the synaptic inputs impinging onto the cell.
Neurons may have one or many dendrites. Neurons have a single axon
arising from the axon hillock. Axons form the presynaptic components of
synapses.

The two neurites can be distinguished on structural grounds. Dendrites
contain many organelles and are capable of protein synthesis. By contrast
axons cannot synthesize protein, so axonal proteins are derived from the
cell body. Axons and dendrites both have mitochondria.

Neuron diversity (A2)
Morphology of chemical synapses (C1)

Cell body

Neurites

The cell body (soma, perikaryon) of a neuron (see Fig. 1) contains the nucleus,
Golgi apparatus, ribosomes and other subcellular organelles, and is responsible
for most of its routine metabolic ‘housekeeping’ functions. The neuron cell body
resembles other cells, although it is specialized to maintain high levels of biosyn-
thetic activity. The rough endoplasmic reticulum, for example, is so densely
packed as to produce distinct structures called Nissl bodies, which are
extremely rich in ribosomes. This reflects the high rates of protein synthesis of
which neurons are capable.

Neurons come in a great variety of shapes and sizes. The smallest cell bodies
are 5-8 um in diameter, the largest 120 pm across.

Neurons are distinguished from other cells by neurites. These are long cylin-
drical processes that come in two varieties: dendrites and axons. Dendrites are
highly branched extensions of the cell body, may be up to 1 mm in length and
can be 90% of the surface area of a neuron. Dendrites on some neurons are
covered with hundreds of tiny projections termed dendritic spines on which
synapses are made. Nerve cells with spines are called spiny neurons, those
lacking them aspiny neurons. A neuron may have one or many dendrites,
arranged in a pattern which is cell typical and collectively referred to as the
dendritic tree. The majority of synaptic inputs from other neurons are made on
dendrites.

Nerve cells generally have only one axon. It usually arises from the cell body
but may emerge from a dendrite just where it leaves the cell body. In either case
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Fig. 1. Key features of a neuron. A drawing of a pyramidal cell showing the distribution of
neurites (dendrites and axon,).

the site of origin is termed the axon hillock. Axons have diameters 0.2-20 um in
humans (though axons of invertebrates can reach 1 mm) and vary in length
from a few pm to over a meter. They may be encapsulated in a myelin sheath.
Axons usually have branches, referred to as axon collaterals. The ends of an
axon are swollen terminals (boutons) and usually contain mitochondria and
vesicles. Some axons have swellings along their length called varicosities. Axon
terminals and varicosities are the presynaptic components of chemical synapses.

Axons can be distinguished from dendrites on structural grounds. Axons tend
to be long, untapered, less highly branched, are never spiny and may have a
myelin sheath, whereas dendrites are shorter, tapered, highly branched and may
bear spines. Dendrites are extensions of the cell body in that they contain Golgi
apparatus, rough endoplasmic reticulum and ribosomes (organelles not seen in
axons). Since axons do not possess protein synthetic machinery, proteins in
axons must be made in the cell body and moved along the axon by axoplasmic
transport. Both axons and dendrites have mitochondria. Axon terminals are rich
in mitochondria, indicating their high requirement for metabolic energy.



Section A - Organization of the nervous system

A2 NEURON DIVERSITY

Key Notes

Neuron classification

Neurons may be classified by their morphology, function or by the

neurotransmitters they secrete. Cells with one, two or three or more
neurites are classed as unipolar, bipolar or multipolar, respectively. The
shape of the dendritic tree, whether the dendrites have dendritic spines
or not, and the length of the axon, have all proved useful in categorizing
neurons. Functional classification distinguishes afferent neurons that
provide input and efferent neurons that provide output to a region of the
nervous system. Neuron shape is often a good guide to the
neurotransmitters it secretes, and so to its function

Neuron numbers

The human nervous system may contain 300-500 billion neurons. Neuron

Related topics

density is quite constant across the cerebral cortex and between cerebral
cortices of different mammals. Smaller brains have fewer neurons.

Organization of the peripheral nervous system (A4)
Organization of the central nervous system (A5)

Neuron
classification

There is no such thing as a ‘typical’ neuron. Nerve cells come in diverse
shapes and sizes, each with their own distinctive patterns of synaptic contacts
and chemical transmitters. This allows neurons to be classified according to
their morphology, neurotransmitters and function.

Structural ways to classify a nerve cell include the size of its cell body, the
number of neurites it has, the pattern of its dendritic tree, axon length and the
nature of the connections it makes. A neuron with a single neurite is unipolar,
one with two neurites is bipolar, while a neuron with three or more is said to be
multipolar (Fig. 7). The majority of neurons in the vertebrate nervous system are
multipolar but there are important exceptions. For example, bipolar neurons in
the retina synapse with photoreceptors, and sensory neurons in the dorsal root
ganglion are described as pseudounipolar; so called because they start life as
bipolar cells, having two processes, which subsequently fuse. Invertebrate
nervous systems are dominated by unipolar neurons.

Dendrites are used to classify neurons on the basis of whether or not they
have dendritic spines and the overall pattern of their dendritic tree. The shape
of any dendritic tree helps determine the efficacy of its synaptic connections and
so the functioning of the cell. Pyramidal cells, so called because of the shape of
their cell bodies, comprise some 60% of neurons in the cerebral cortex and have
dendrites which extend to fill a pyramidal space. A second population of
cortical cells is termed stellate cells because of the star-like appearance of their
dendritic trees. Purkinje cells of the cerebellar cortex have the unique feature
that their extensive network of dendrites forms a two-dimensional array.

Neurons can also be classified on the basis of the lengths of their axons.
Projection (principal, relay or Golgi type I) neurons have long axons, which



Neuron numbers

Purkinje cell

Dendrite (cerebellar cortex)

Axon

Axon
20 um
Interneuron
(striatum)
Granule cell
L
Il
100 um (cerebellar cortex)

Fig. 1. The morphologies of three common types of neuron. The full length of the axons is not
shown. The bifurcating axon of the granule cell extends for several millimeters in each direction.
Note how the axon of the interneuron branches extensively.

extend way beyond the region of the nervous system in which their cell body
resides. Pyramidal and Purkinje cells fall into this category. In contrast,
interneurons (intrinsic or Golgi type II neurons) have short axons. These local
circuit neurons, such as stellate cells, produce direct effects only in their im-
mediate neighborhood.

By examining the connections that a neuron makes it is possible to classify
neurons by function. Any given region of the nervous system receives inputs
from afferent neurons and projects by efferent neurons to other regions of the
nervous system or an effector organ (such as a muscle or gland). Afferent
neurons that synapse with sensory receptors or which are themselves capable of
responding directly to physiological stimuli are sensory neurons. Efferent
neurons which synapse with skeletal muscles are termed motor neurons.
Sometimes the term motor neuron is applied to projection neurons in motor
pathways even if they do not directly synapse with a muscle.

Finally, neurons can be classed according to the neurotransmitters which they
secrete. Moreover, there is often a clear correlation between neuron morphology
and neurotransmitter. In other words, the shape of a neuron allows an intelli-
gent guess to be made about which transmitter it secretes. For example, py-
ramidal cells release glutamate, whereas stellate and Purkinje cells secrete
y-aminobutyrate. This, in turn, provides very strong circumstantial evidence as
to function, because usually glutamate excites, while y-aminobutyrate inhibits,
other neurons.

Estimates of the number of neurons in the nervous system can be made by
statistical analysis of cell counts in thin-tissue sections viewed under light
microscope. This shows that the number of neurons per unit area of the cerebral
cortex is remarkably constant from one area of the cortex to another in humans,



and across mammalian species, at around 80 000 mm™. The exception is the
primary visual cortex where the neuron density rises to 200 000 mm™. Assuming
a total surface area for the human cerebral cortex of 2000 mm?, these figures
suggest that there are some 1.6 x 10" neurons in the cerebral cortex alone. The
most populous cells in the mammalian nervous system are small granule cells of
the cerebellum; in humans they may number 10". Hence the human nervous
system contains at least 2.5 x 10" neurons; the total is likely to be between 300
and 500 billion! Smaller mammals have smaller brains because they have fewer
neurons, not because their neurons are smaller.



Section A - Organization of the nervous system

A3 GLIAL CELLS AND
MYELINATION

Key Notes

l Classes of glial cells

Glial cells perform a number of functions that support neurons. There are

many more glial cells than neurons. Glial cells can be assigned to one of
three major populations: astrocytes, oligodendrocytes (including
peripheral Schwann cells) and microglia.

l Astrocytes

] Astrocytes are large, numerous, star-shaped glia which have elongated

processes tipped with endfeet. They cover synapses, form contacts with
capillary endothelial cells and with the pia mater where they form a
limiting glial membrane. The functions of astrocytes include homeostatic
regulation of the extracellular K* concentration, the synthesis of
transmitter glutamate and y-aminobutyrate, removal of neurotransmitters
from the synaptic cleft, storing glycogen, and supplying lactate to
neurons.

Oligodendrocytes
and Schwann cells

Oligodendrocytes in the central nervous system (CNS) and Schwann cells
in the peripheral nervous system are responsible for forming the

insulating myelin sheath that surrounds many axons. The sheath is
produced by part of the glial cell spiraling around the axon a number of
times. The sheath is interrupted at regular intervals by nodes of Ranvier,
tiny gaps where the axon membrane is naked.

Microglia

Microglia are small immune cells derived from monocytes. In their

Related topics

macrophage guise they are key players in the inflammatory processes
that accompany repair of nervous system injury.

Blood-brain barrier (A8) Action potential conduction (B5)
Neurotransmitter inactivation (C7) Cell determination (N2)

Classes of glial
cells

Astrocytes

As well as neurons, the nervous system contains glial cells. These are thought
not to be directly involved in information processing but instead perform a
variety of supporting functions without which neurons could not operate.
Estimates suggest that glial cells outnumber neurons perhaps by as much as ten-
fold. It is hardly surprising then that the total cell density in nervous tissue is
extremely high and the brain has the lowest extracellular space of any organ in
the body. Glial cells are divided into macroglia and microglia. Several distinct
populations of macroglia are recognized: astrocytes, oligodendrocytes and
Schwann cells.

Astrocytes are the largest and most numerous of glial cells. They are irregularly
shaped cells and many have long processes, which superficially resemble the



Oligodendrocytes
and Schwann
cells

dendrites of neurons. Astrocytes can readily be distinguished from neurons
however; they do not have Nissl bodies and can be stained using immunocyto-
chemistry for a specific astrocyte marker, glial fibrillary acidic protein.
Astrocytes fill most of the space between neurons leaving gaps only about 20
nm across. Astrocyte processes surround synapses and some form endfeet
which butt onto capillaries or onto the pia mater (the innermost layer of
meninges) to produce a layer covering the surface of peripheral nerves and CNS
called the glial membrane.
Astrocytes have a wide variety of functions:

1. Removing K* that accumulates in the extracellular space as a result of neural
activity and dumping it, via their endfeet, into capillaries. This maintains
appropriate potassium concentrations in the vicinity of neurons.

2. Uptake or synthesis of the precursors for the two major neurotransmitters,
glutamate and y-aminobutyrate.

3. Terminating the actions of small transmitter molecules by removing them
from the synaptic cleft by way of specific transporters in their plasma
membranes.

4. Providing energy substrates to neurons. Astrocytes take up glucose from
blood and either store it as glycogen or convert it to lactate which is exported
to neurons. This may be particularly important for highly active neurons that
require more energy than can be supplied by glucose crossing the
blood-brain barrier.

5. Ammonia detoxification via the ornithine-arginine cycle, and detoxification
of free radicals.

6. As radial glial cells they guide neurons to their proper destinations in the
developing brain.

7. Regulation of synapse formation in the developing brain and the production
of new neurons in the adult brain.

8. Ensuring the integrity of the blood-brain barrier by influencing endothelial
cells to form tight junctions.

Oligodendrocytes in the CNS and Schwann cells in the peripheral nervous
system have the common function of providing the myelin sheath, an electri-
cally insulating covering around many axons. Those axons with a myelin sheath
are said to be myelinated, those without are termed unmyelinated. The myelin
sheath is formed in the peripheral nervous system in the following way.
Schwann cells line up along the axon surrounding the axon with a
pseudopodium-like structure, the mesaxon. For unmyelinated axons the process
stops at this point. For myelinated axons the mesaxon spirals around the axon
some 8-12 times. During this ensheathing most of the cytoplasm gets left behind
(except in the innermost turn) so the majority of layers simply consists of a
double thickness of plasma membrane (see Fig. 1). Each Schwann cell myelinates
between 0.15 and 1.5 mm of axon. The thicker the axon the longer the region
myelinated by a single glial cell. Between adjacent ensheathed regions is a tiny
(0.5 um) gap of naked axon called the node of Ranvier. Here the axon
membrane is directly exposed to the extracellular space. Since a peripheral nerve
may be quite long a few hundred Schwann cells might be required to generate
the sheath. Myelinated axons vary in total nerve fiber diameter between 3-15
um but across this range the proportion of the diameter contributed by the
myelin sheath is roughly constant.
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Fig. 1. Myelination of a peripheral axon. The myelin sheath is generated by the growth of the mesaxon which wraps itself
around the axon. Redrawn from Gray’s Anatomy, 37th edn, 1989, with permission from Harcourt Publishers Ltd.

Microglia

Myelination proceeds in a similar way in the CNS except that each oligoden-
drocyte extends several processes so that it can contribute to the myelination of
several adjacent axons. This ensures that fewer glial cells are needed for CNS
myelination, which saves space.

Multiple sclerosis is a progressive disorder in which multiple plaques (2-10
mm in size) of demyelination occur in the central nervous system, resulting in
defects in the propagation of action potentials. The optic nerves, brainstem and
cervical spinal cord are particularly vulnerable. It is thought to be an autoim-
mune disease in which the immune system mounts an attack on one or more of
the proteins of which myelin is made. Immigrants from low- to high-prevalence
zones (e.g. tropics to northern Europe) come to have the same risk of developing
the disease as the high-prevalence zone natives if they arrive before the age of
10 years. The remissions seen in the disease presumably reflect attempts at
repair and re-myelination.

The smallest of the glial cells are the microglia. These are cells of the immune
system. Derived from bone marrow monocytes, they migrate into the nervous
system during development where they secrete growth factors, guide axons,
and stimulate the differentiation of glial cells and the formation of blood vessels.
Acting as macrophages they phagocytose debris generated by the programmed
cell death that is normal during development. In the adult nervous system they
cease being motile and may have some homeostatic function. Microglia are
important in repair of nervous system damage. They proliferate and revert to
their macrophage lifestyle, releasing cytokines, in a wide variety of conditions
that produce inflammation of the nervous system such as infections, trauma and
tumors. Cytokine release by activated microglia also contributes to pathological
pain that can occur in a number of diseases, such as cancer. Scar tissue formation
in the CNS as a result of the activities of microglia is called gliosis.



Section A - Organization of the nervous system

A4 ORGANIZATION OF THE
PERIPHERAL NERVOUS SYSTEM

Key Notes

Principal divisions of
the nervous system

Somatic nervous
system

l Peripheral nerves l

Autonomic nervous
system (ANS)

Enteric nervous
system (ENS)

Related topics

The brain and spinal cord comprise the central nervous system, while the
peripheral nervous system, divided into somatic, autonomic and enteric
parts, is everything else.

Thirty-one pairs of spinal nerves originating from the spinal cord and 12
pairs of cranial nerves arising from the brain make up the somatic
nervous system. Almost all spinal nerves are mixed nerves, containing
both sensory and motor fibers. Of the cranial nerves only four are mixed;
some are purely sensory and others purely motor. Every spinal segment
gives rise to a pair of spinal nerves, each with a dorsal root containing
sensory fibers and a ventral root with motor fibers. The cell bodies of the
sensory fibers lie outside the spinal cord in the dorsal root ganglia.

Peripheral nerves consist of nerve fibers (axons surrounded by their
associated Schwann cells) organized into bundles (fasciculi) and invested
with connective tissue. Peripheral nerve fibers are classified by their
diameters and conduction velocities.

This visceral motor system originates with cell bodies in the brainstem
and spinal cord that give rise to preganglionic myelinated axons which
secrete acetylcholine. They synapse with postganglionic unmyelinated
fibers in autonomic ganglia. The ANS has two divisions, sympathetic and
parasympathetic. The sympathetic system arises from thoracic and
lumbar spinal segments, has its autonomic ganglia close to the cord in the
paravertebral chains or subsidary ganglia, and its long postganglionic
fibers usually secrete noradrenaline (norepinephrine). The adrenal
medulla secretes adrenaline (epinephrine) into the bloodstream under the
influence of preganglionic sympathetic innervation. The parasympathetic
system originates from the brainstem and sacral spinal cord. Its
autonomic ganglia are located on or near the innervated organ. The short
postganglionic fibers secrete acetylcholine.

The nervous system of the gut is organized into two highly
interconnected cylindrical sheets of neurons embedded in the gut wall
called the submucosal and myenteric plexuses. The enteric nervous
system regulates gut function semi-autonomously although its activity is
modified by the ANS.

Nerve-muscle synapse (J1)
Autonomic nervous system function (L5)
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Principal
divisions of the
nervous system

Somatic nervous
system

The nervous system is comprised of the central nervous system (CNS) and
peripheral nervous system (PNS). These divisions are contiguous both anatom-
ically and functionally. The CNS includes the brain and spinal cord. The periph-
eral nervous system is everything else; namely nerve trunks going between the
CNS and the periphery, and the networks of nerve cells with supporting glia in
organs throughout the body. The PNS has three subdivisions, the somatic, auto-
nomic and enteric nervous system.

The somatic nervous system structure reflects both the bilateral symmetry and
segmented nature of the vertebrate body plan. In humans it consists of 31 pairs
of spinal nerves, each pair arising from a single segment of the spinal cord, and
12 pairs of cranial nerves, which have their origin in specific regions in the
brain. Axons in spinal and cranial nerves that enter the CNS are called afferent
(centripetal) fibers, while axons leaving the CNS are efferent (centrifugal)
fibers. Afferent fibers carry sensory information from skin, muscles, joints and
viscera. The majority of these afferents are wired to mechanoreceptors which
inform about mechanical forces impinging on the surface or produced within
the body. Some act as nociceptors which respond to factors associated with
tissue damage, and some (restricted to skin) are connected to thermoreceptors
which are temperature sensitive. Efferent fibers are the axons of motor neurons
supplying skeletal muscles. The synapse between a motor neuron and a skeletal
muscle fiber is called a neuromuscular junction.

All spinal nerves (except C1 which is motor and Cx 1 which is sensory) are
mixed, that is, they contain both sensory and motor fibers. Of the cranial nerves
only four are mixed (see Table 1). The olfactory, optic and vestibulocochlear are
essentially pure sensory nerves, while the oculomotor, trochlear, abducens,
accessory and hypoglossal are purely motor. The optic nerves, unique among
the cranial nerves, develop as direct outgrowths of the brain so it is argued that
they and the retinae are part of the CNS. All other peripheral nervous system
components arise from the neural crest.

Each spinal nerve is formed from a dorsal root housing sensory fibers and a
ventral root carrying motor fibers. The cell bodies of the primary afferent
neurons lie within the dorsal root ganglia (DRG) just outside the spinal cord.
There are a pair of DRG for each spinal segment. Efferent neuron cell bodies lie
within the spinal cord (Fig. 1).

Dorsal horn of

spinal gray matter Dorsal root Dorsal root ganglion

Primary afferent

S L
N

Dorsal ramus

Ventral

Mixed ramus
Ventral spinal
root nerve

Motor
Ventral horn neuron
of spinal gray
matter

Fig. 1. Origin of a spinal nerve from a spinal cord segment.
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Table 1. Peripheral nerves

Nerve

Type Region of origin or Function
destination in CNS

Cranial nerves
I Olfactory
I Optic

Il Oculomotor

IV Trochlear
V  Trigeminal
VI Abducens
VIl Facial

VIII Vestibulocochlear

IX Glossopharyngeal

X Vagus

Xl Accessory
Xl Hypoglossal

Spinal nerves
C1-8
T1-12
L1-5
S$1-5
Cx 1

Sensory  Olfactory bulb Smell
Sensory  Forebrain LGN (thalamus) Vision
Midbrain superior colliculus Visual reflexes
tectum
Motor* Midbrain Motor to extrinsic eye muscles except

superior oblique and lateral rectus,
autonomic to intrinsic eye muscles

Motor Midbrain Motor to superior oblique extrinsic eye
muscles

Mixed Midbrain and hindbrain Sensory from head and face, motor to
jaw muscles

Motor Hindbrain Motor to lateral rectus extrinsic eye
muscles

Mixed* Ventral lateral thalamus (sensory) Sensory from tongue (taste) and palate

Hindbrain (motor) Motor to face, parasympathetic

secretomotor to submandibular,
submaxillary salivary glands and
lachrymal glands

Sensory  MGN (auditory division) Sensory from inner ear (hearing and
Hindbrain (vestibular division) balance)
Mixed* Hindbrain Sensory from tongue (taste)

Motor to pharyngeal muscles
Parasympathetic secretomotor to
parotid salivary glands

Mixed® Hindbrain Sensory from viscera
Somatic motor to pharyngeal and
laryngeal muscles
Parasympathetic to viscera

Motor Medulla, spinal cord C1-C5 Motor to palate and some neck muscles
Motor Medulla Motor to tongue
Mixed

Mixed (including sympathetic autonomic T1-12)
Mixed (including sympathetic autonomic L1, 2)
Mixed (including parasympathetic autonomic S2, 3)
Mixed

2Including autonomic.

°Large autonomic component.
LGN, lateral geniculate nucleus; MGN, medial geniculate nucleus.

Peripheral nerves

All peripheral nerves have a common basic structure. A nerve fiber consists of
an axon together with accompanying Schwann cells. Several unmyelinated
axons are invested by a single glial cell, which comprises the neurolemma. In
myelinated axons this term is reserved for the outer, nucleated, cytoplasm-rich
portion of the Schwann cell. Nerve fibers are collected into bundles, fasciculi,
surrounded by a connective tissue sheath, the perineurium. Within the
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Autonomic
nervous system
(ANS)

fasciculus individual fibers are supported by a connective tissue network, the
endoneurium, which is continuous with the perineurium. A nerve may be one
or several fasciculi, all encapsulated by a connective tissue epineurium.

Two systems for the classification of PNS nerve fibers are in common use. They
are based on fiber diameter and conduction velocity and are summarized in Table
2. The Erlanger and Gasser system is used to classify both afferents and efferents.
The Lloyd and Hunt scheme is used exclusively to define afferent fibers.

Table 2. Classification of peripheral nerve fibers

Fiber Mean diameter Mean 6 Functions (example)
(type/group) (um) (ms™)
Erlanger/Gasser classification (type)

Aa 15 100 Motor neurons

AB 8 50 Skin touch afferents

Ay 5 20 Motor to muscle spindles

Ad 4 15 Skin temperature afferents

B 3 7 Unmyelinated pain afferents

C 1 1 Autonomic postganglionic neurons
Lloyd/Hunt classification (group)

| 13 75 Primary muscle spindle afferents

Il 9 55 Skin touch afferents

I} 3 11 Muscle pressure afferents

v 1 1 Unmyelinated pain afferents

The ANS is the visceral motor nervous system. By definition it includes no
sensory components. However, the activities of the ANS are modified by
sensory input that travels by way of the somatic nervous system, and by the
CNS. The target tissues of the ANS are smooth muscle, cardiac muscle,
endocrine and exocrine glands, liver, the juxtaglomerular apparatus of the
kidney and adipose tissue. The synapses of autonomic neurons with their target
cells are called neuroeffector junctions.

The preganglionic neurons of the ANS have their cell bodies in motor nuclei of
cranial nerves in the midbrain or medulla, or the intermediolateral horn of the
thoracic and upper lumbar spinal cord. Their axons are myelinated B fibers, which
secrete acetylcholine. The preganglionic axons synapse with postganglionic
neurons in autonomic ganglia. The axons of the postganglionic neurons are
unmyelinated C fibers. The ANS has two divisions, the sympathetic and parasym-
pathetic, the main distinguishing features of which are summarized in Table 3.

Table 3. Divisions of the autonomic nervous system

Anatomy Physiology Postganglionic cell neurotransmitters
Craniosacral Parasympathetic Acetylcholine
Preganglionic axons in cranial nerves Vasoactive intestinal peptide
I, V11, 1X, X and spinal nerves S2, S3
Thoracolumbar Sympathetic Norepinephrine (but acetylcholine at selected
Preganglionic axons in spinal nerves neuroeffective junctions)
T1-T12, L1, L2 Neuropeptide Y

Adenosine 5’-triphosphate
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In general the preganglionic axons of the sympathetic division are short and
the postganglionic axons are long because the sympathetic ganglia lie close to
the spinal cord in one of two locations:

® in paired paravertebral chains that lie just lateral of the vertebral column,
running parallel to it in the neck and down the posterior wall of the thorax
and abdomen;

® in subsidiary ganglia of autonomic plexuses situated in the midline adjacent
to major blood vessels.
The pathway taken by sympathetic axons is illustrated in Fig. 2.

Dorsal root Paravertebral chain
ganglion

Gray ramus

-

Preganglionic
axons

Intermediolateral Postganglionic

horn of spinal Symp_athetic Post
gray matter ganglion
White ramus

To another

paravertebral

ganglion or

subsidiary

ganglion

Fig. 2. Sympathetic pathway from the spinal cord.

Preganglionic axons may synapse in the nearest ganglion, traverse the
paravertebral chain to synapse in subsidiary ganglia, or ascend or descend the
chain to synapse in a ganglion at a different level. Preganglionic sympathetic
axons can modify the actions of up to 100 postganglionic cells. This is an
example of divergence, a phenomenon seen throughout the nervous system,
which serves to disseminate neural activity. Most, but not all, postganglionic
sympathetic axons secrete noradrenaline (norepinephrine). The adrenal
medulla is endocrine tissue that secretes adrenaline (epinephrine) directly into
the circulation in response to activity in the preganglionic sympathetic fibers
which supply it. The adrenal medulla is therefore regarded as part of the
sympathetic system.

Parasympathetic autonomic ganglia are all subsidiary ganglia located close to
the target organ. For this reason, in the parasympathetic division the pregan-
glionic fibers are long, and the postganglionic ones are short. All postganglionic
parasympathetic fibers secrete acetylcholine. Although all the major organs,
except the liver, have a parasympathetic supply, this division is far less
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Enteric nervous
system (ENS)

extensive than the sympathetic. This is partly because only a few specialized
blood vessels have a parasympathetic innervation, whereas all blood vessel
smooth muscle receives a sympathetic supply.

An interconnected network of about 10° neurons makes up the nervous system
of the gut. It is organized into two thin cylindrical sheets that run along the
length of the gut. The myenteric (Auerbach’s) plexus lies between the longitu-
dinal and circular smooth muscle layers and extends the whole length of the
gut. The submucosal (Meissner’s) plexus lies in the submucosa and extends
from the pylorus of the stomach to the anus. There are extensive interconnec-
tions between these two plexuses. A number of amines, peptides and nitric
oxide (NO) are employed as transmitters by this system. The ENS can act
autonomously to coordinate gut motility and secretion. Its activity is modified
by input from both divisions of the ANS.
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A5 ORGANIZATION OF THE
CENTRAL NERVOUS SYSTEM

Key Notes

Spinal cord

The brain

Related topics

The human spinal cord contains about one hundred million neurons.
Peripheral white matter and central gray matter can be seen by the naked
eye. The gray matter of the spinal cord contains neuron cell bodies.
Sensory neuron fibers enter the dorsal horn of the gray matter in an
ordered fashion, larger diameter fibers entering more medially and
extending deeper than smaller ones. Motor neuron cell bodies lie in the
ventral horn of the gray matter. The spinal gray is divided on
morphological grounds into ten columns which, on transverse section,
are called Rexed laminae. Each lamina has a distinctive set of inputs and
outputs. The white matter contains tracts of axons ascending or
descending the cord. Neural tracts or pathways are named for their
origin and destination.

The brain has three structural components. White matter consists of fiber
tracts or pathways. Embedded in this are nuclei which are clusters of
neuron cell bodies. Two large brain structures, the cerebrum and
cerebellum are covered by cortex, a thin rind of gray matter densely
packed with neurons. Anatomically the brain has three principal
divisions: hindbrain, midbrain and forebrain. The center of the brain is
taken up with the cerebrospinal fluid (CSF)-filled ventricular system. The
hindbrain consists of medulla, pons and cerebellum, while the midbrain
is divided into a ventral tegmentum and a dorsal tectum. Together
hindbrain and midbrain are the brainstem from which emerge most of
the cranial nerves. With the exception of the cerebellum, which organizes
high-level motor functions, the brainstem is mostly concerned with vital
functions and functions requiring orchestrated activity of large parts of
the brain (e.g. wakefulness). The forebrain consists of diencephalon and
cerebrum. The diencephalon contains a dorsal thalamus, serving sensory
functions among others, and a ventral hypothalamus, implicated in
temperature and endocrine regulation, and appetitive behaviors. The
cerebrum has two cerebral hemispheres heavily interconnected across the
midline. Its surface is covered by cortex, which has been subdivided on
the basis of structural differences into Brodmann areas. The cerebral
cortex has motor, perceptual and cognitive functions. The core of the
cerebrum is occupied by nuclei, which form two neural systems. The
basal ganglia form the extrapyramidal motor system and the limbic
system (which includes cortical areas) is concerned with emotion and
learning.

Early patterning of the nervous system (N1)
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Spinal cord

The human spinal cord has about 10° neurons. It has 31 segments, each of which
gives rise to a pair of spinal nerves. It ends at the level of the first lumbar
vertebra. The lumbosacral nerve roots pass down the vertebral canal as the
cauda equina so that they emerge from the vertebral column at their appro-
priate levels.

A transverse section through the spinal cord shows a butterfly-shaped central
gray matter which contains neuron cell bodies, neuropil (dendrites and short
lengths of axon) and glia. The white matter surrounding the gray is largely
axons in ascending and descending tracts and gets its color from the high
content of myelin. In the middle is the central canal, which contains cere-
brospinal fluid (CSF), though in adult humans it is often closed.

Sensory fibers enter the spinal cord via the dorsal roots to synapse largely
with cells in the dorsal horns of the spinal gray matter. Larger-diameter fibers
enter more medially and extend more deeply into the dorsal horn than smaller
ones. Motor neuron cell bodies lie in the ventral horns of the spinal gray and
their axons exit via the ventral roots. The distribution of afferents to dorsal roots
and efferents from ventral roots is referred to as the Bell-Magendie law. Some
visceral afferents however enter the spinal cord via the ventral roots.

Ten distinct regions can be distinguished in the spinal gray matter on the
basis of cell size. Each region occupies a long column that extends through the
cord. On transverse section these columns appear as Rexed laminae (Fig. 1).

Each lamina has distinctive input—output relations, which reflect a measure of
functional specialization. Small-diameter afferents carrying pain and tempera-
ture information terminate on dorsal horn cells (DHCs) in lamina II. Cutaneous
mechanoreceptor afferents terminate in deeper layers of the dorsal horn.
Lamina VI is present only in spinal segments associated with limbs and receives
sensory input from joints and muscles that provides information about the posi-
tion and movement of the limb in space. Lamina VII includes the cell bodies of
the preganglionic autonomic axons. Lamina IX houses both o and y motor
neurons which go to skeletal muscles.

The white matter is organized into columns or tracts each specified by its
origin and destination. For example, the tract which runs down the cord from
the cerebral cortex is termed the corticospinal tract whereas the ascending
pathway which terminates in the thalamus is the spinothalamic tract. Fig. 2
shows the locations of the major tracts.

Substantia
gelatinosa

Intermediolateral
column

Intermediomedial
column

Fig. 1. Rexed laminae. Lamina VI is only present in spinal segments supplying the limbs.
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Fig. 2. Pathways in the spinal cord white matter.

The brain

There are three main structural components to the brain:

® Tracts or pathways enter the neuraxis at various levels, ascend or descend,
and these, together with internal tracts which go from one part of the brain to
another, constitute the white matter.

® Nuclei embedded in the white matter are clusters of neuron cell bodies and
associated neuropil. Some neural structures are composed of groups of
nuclei. The thalamus, for example, consists of some 30 nuclei. Interconnected
nuclei in turn constitute neural systems.

® Two brain structures, the cerebrum and the cerebellum, are covered by
cortex, a thin rind with a very high density of neuron cell bodies. In wiring
terms cortex appears to be a simple circuit between just a few neuron types,
repeated millions of times.

Together, the nuclei and cortex are the gray matter of the brain. Neural
systems are comprised of interconnected nuclei and cortical regions, which
have a common function. The visual system, for example, consists of the retinas,
the lateral geniculate nuclei of the thalamus, the visual cortex and the pathways
between them.

In the human embryo at the end of the 4th week the CNS is a hollow tube, the
neural tube, the caudal (back) end of which becomes the spinal cord (Fig. 3). At
its rostral (front) end are three swellings, primary vesicles, which are the most
fundamental anatomical divisions of the brain. These are the hindbrain,
midbrain and forebrain. As development unfolds the forebrain differentiates
into a caudal diencephalon and a rostral telencephalon which in turn acquires
two lateral swellings, the cerebral hemispheres. Down the center of the neural
tube is the CSF-filled ventricular system.
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Fig. 3.  The human embryo neural tube, at 28 days gestation.

Much of the neural tube is divided into a dorsal alar plate along the midline
of which runs the roofplate, and a ventral baseplate, which has along its
midline the floorplate. In the spinal cord and hindbrain these dorsal and ventral
plates organize sensory and motor functions respectively. Such a clear distinc-
tion is not so obvious in the midbrain or forebrain.

The hindbrain subsequently develops into a caudal medulla and a rostral
pons and (from about 12 weeks) a dorsal outgrowth, the cerebellum. The
midbrain, which in the adult is the smallest part, acquires a ventral tegmentum,
in which are found cell bodies of dopamine-using neurons that are part of a
motivation system, and a dorsal tectum, which organizes visual and auditory
reflexes. The hindbrain (minus the cerebellum) and midbrain together are often
referred to as the brainstem. Much of the brainstem is occupied with vital (life-
support) functions; for example, autonomic regulation of the cardiovascular
system, and generation of the rhythmic neural output required for breathing. In
addition, the brainstem contains the nuclei of most cranial nerves. A core of
highly interconnected nuclei extending through the brainstem constitutes the
reticular system. Many of its neurons (e.g. the midbrain dopamine cells
mentioned above) use amine transmitters. The reticular system is involved in
orchestrating global brain functions such as motivation, arousal, sleep and
wakefulness and connects widely with the forebrain.

The diencephalon in the adult is differentiated into a dorsal thalamus and a
ventral hypothalamus. The thalamus is a collection of over 30 distinct nuclei
organized into five groups. All sensory input enters the cerebral cortex by way
of the thalamus (ventral or posterior groups) with the exception of smell.
Although clearly involved in sensory processes other nuclear groups are
massively interconnected with cortical regions concerned with emotion (ante-
rior group) and memory (medial group).

The hypothalamus is concerned with thermoregulation, triggering sleep,
regulating endocrine systems, and goal-directed behaviors (eating, drinking and
sexual behavior).

The smallest part of the diencephalon, the pineal gland, gets visual input and
regulates circadian rhythms on the basis of the hours of light and dark.

The dominant part of the telencephalon is the cerebrum, two cerebral hemi-
spheres linked across the midline by about 10° axons that constitute the corpus
callosum. The cerebrum is massively developed in humans. Each hemisphere is
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Fig. 4. Lateral surface of the human right cerebral hemisphere.

divided into four lobes named after the bones which overlie them (Fig. 4). The
surface is covered by cortex and is highly convoluted giving it a high surface
area in relation to its volume. The folds are called gyri (sing., gyrus), and the
creases between them sulci (sing., sulcus). Most of the cerebral cortex is
neocortex (new cortex), which has six layers. Cortical regions are mapped into
Brodmann areas on the basis of differences in cytoarchitecture, that is, their
cellular composition and relative thickness of the layers. The significance of this
is that the Brodmann map corresponds quite well to how functions are localized
in the cortex, though nowadays its main use is as a numerical guide.

The layers of the cerebral cortex are numbered from I, nearest to the pial
surface through to VI which is the deepest (Fig. 5). The layers contain different
proportions of two types of neurons, pyramidal cells which are output cells, and
stellate cells that are interneurons. Layer I consists mostly of axons that run
parallel to the cortical surface. Layers II and III have small pyramidal cells that
project to other cortical areas. Layer IV is rich in interneurons and the site for
the termination of most inputs to the cortex from the thalamus. Layer V has the
largest pyramidal cells, which project to subcortical nuclei, brainstem and spinal
cord. Layer VI pyramidal cells send their axons back to the same thalamic
nucleus that supplied the inputs. The relative size of the layers differs with the
function of the cortical region. For example, the sensory cortex has a thick layer
IV because of its large number of thalamic inputs, whereas in motor cortex it is
layer V which is particularly extensive because these neurons project to the
brainstem and spinal cord to mediate motor activity.

The cerebral cortex is implicated in most brain activities, but is most often
associated with the planning and execution of intentional movement, sensory
perception and cognitive (problem-solving) functions. Those regions, which are
not specifically devoted to sensory or motor activities, are called association
cortex.
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Fig. 5. Representative section through the neocortex (parietal lobe).

Within the core of each hemisphere lie clusters of nuclei that form major
components of two neural systems, the basal ganglia and the limbic system (Fig.
6). The basal ganglia, responsible for organizing stereotyped patterns of move-
ment, consists of the striatum, which lies in the forebrain, and two midbrain
nuclei, the subthalamus and the substantia nigra. The striatum is subdivided
into the neostriatum, itself composed of two nuclei, the caudate and putamen,
and paleostriatum or globus pallidus. Anatomically the putamen and globus
pallidus together form the lentiform nucleus.

Corpus callosum

Cerebral

cortex Lateral ventricle

Caudate Internal
nucleus capsule
Striatum Putamen
Insula
Lentiform
nucleus
Thalamus
Globus
pallidus
Subthalamic
nucleus
S‘”bztam'a Mammillary Amygdala
nigr bodies of
hypothalamus Il ventricle

Fig. 6. Coronal section through the human cerebrum at the level of the posterior hypothalamus.
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The limbic system is made from several heavily interconnected nuclei and
several regions of cerebral cortex, which form a ring around the diencephalon
(Fig. 7). The cortical regions are the cingulate gyrus, which lies above the corpus
callosum and has contributions from medial, parietal and frontal lobes, and the
parahippocampal gyrus and uncus which are part of the medial surface of the
temporal lobe.

The medial and underside of the temporal lobe is occupied by the
hippocampal formation, most of which is the hippocampus and subiculum.
The hippocampus is archaecortex (ancient cortex) and has only three layers.
Limbic system nuclei include the amygdala, septal nucleus, and the mammil-
lary bodies (which are part of the hypothalamus). The hippocampus and amyg-
dala are concerned with certain types of learning, and the limbic system in
general is implicated in emotion.

Corpus callosum Cingulate gyrus

Fornix

Uncus

Parahippocampal gyrus

Fig. 7. Medial surface of the human left cerebral hemisphere.
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A6 BRAIN IMAGING

Key Notes

Computer assisted
tomography (CAT)

A CAT scan produces a series of X-ray images, each one a slice, of living
brain. The technique can distinguish tissues that differ in their ability to

transmit X-rays by as little as 1% and has a spatial resolution of 0.5 mm.
Its main use is in the diagnosis of neurological disorders that can be
revealed anatomically.

Positron emission
tomography (PET)

PET scanning, by revealing the distribution in the brain of a positron-
emitting isotope (with a spatial resolution between 4 and 8 mm) can

provide functional as well as anatomical information about the living
brain. Using uptake of a positron-emitting glucose analog as a marker for
neuron activity it can show which regions of the brain are involved in a
variety of activities both in health and disease. Positron-emitting
neurotransmitters and receptor ligands are used to study
neurotransmitter pathways in the living brain.

Magnetic resonance
imaging (MRI)

Magnetic resonance imaging takes advantage of the fact that atomic
nuclei with odd mass numbers aligned in a strong magnetic field

Related topics

resonate in response to a pulse of radio waves. When the radio pulses are
switched off the nuclei relax in a way that depends on their chemical
environment. fMRI has a spatial resolution < 1 mm. It can be used to
measure changes in brain activity with a time resolution of a few
seconds.

Parallel processing in the visual Language (O5)
system (G7) Strokes and excitotoxicity (P3)
Cortical control of voluntary Parkinson’s disease (P5)

movement (K1)

Computer
assisted
tomography
(CAT)

The first imaging technique developed to allow visualization of the living brain,
the CAT scan, interposes the head between a source which emits a narrow beam
of X-rays and an X-ray detector (Fig. 1). A series of measurements is made of X-
ray transmission. The source and detector are rotated as a pair through a small
angle and a further series of measurements taken. This is repeated until the
source and detector have rotated through 180°. The radiodensity of each region
of the head is computed from the transmission data for all of the beams that
have traversed that region, and the results visually displayed. This provides a
view through a single slice of brain lying at a known orientation. The key
element here is the algorithm — and the computer software to implement it —
that calculates the radiodensity for each point in the brain slice; this is comput-
erized tomography. By moving the head at right angles to the orientation plane
for a short distance another section can be imaged. This is repeated until the
whole brain has been scanned.
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Fig. 1. Computer assisted tomography (CAT). Arrows depict the rotation of the scanner.

The method can distinguish tissues which differ in X-ray opacity by 1% (the
lower the density the darker the image) with a spatial resolution of about 0.5
mm. Blood vessels can be seen by injection of radio-opaque dyes. This allows
cerebrovascular disease or tumors and abscesses with abnormal vascularities to
be revealed.

A remarkable feature of PET is that it provides insights into the function of the
living brain as well as its anatomy. It uses the principles of computerized
tomography in which a y-ray detector is rotated around the head, but the source
is a positron-emitting compound, either injected or inhaled, which enters the
brain (Fig. 2). Compounds used include neurotransmitters, receptor ligands, and
glucose analogs which are used for studying brain activity. Typically they are
radiolabeled with ",C, *,N, 0 or ,F (which substitutes for hydrogen). These
isotopes have short half-lives, decaying to the element with atomic number one
less; a proton (p) within the nucleus decays to a neutron (n) emitting a positron
(€*) in the process:

13 13,
N — bC+et
pr—on+e’

The positron travels a short distance before colliding with an electron (e”). The
two particles annihilate with the production of two y-ray photons that shoot off
in exactly opposite directions. These are detected simultaneously by a pair of
detectors 180° apart. This coincidence detection permits localization of the site
of the y-ray emission, which is between 2 and 8 mm from the positron source,
depending on the isotope used.

The spatial resolution of PET is about 4-8 mm, not as good as CAT, but it can
be used to follow brain events over time.

The importance of PET in functional studies is illustrated by the use of the non-
metabolizable analog of glucose, 2-deoxyglucose (2-DG). This molecule crosses
the blood-brain barrier, is transported into neurons and phosphorylated to 2-DG-
6-phosphate, so it remains in the cell. However, it cannot be metabolized further.
This means it acts as a marker for local glucose uptake and therefore of neuron
activity. Imaging the distribution of [*%,F]2-DG while subjects engage in sensory,
motor or cognitive tasks reveals how these functions are localized in the brain.
Related studies show that during transient increases in neuronal activity, the rise
in local cerebral oxygen consumption (as measured by *;O PET) does not match
the increase in glucose utilization (as estimated from 2-DG PET). This implies that
brief periods of brain activity can be supported by glycolysis.
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Fig. 2. Positron emission tomography (PET).
Magnetic Like PET, magnetic resonance imaging provides information about brain func-
resonance tion as well as anatomy. It combines computerized tomography with nuclear
imaging (MRI) magnetic resonance (NMR). Nuclei with odd mass number, for example, 'H,

generate a magnetic field along their spin axis. In the powerful magnetic field of
an MRI scanner, hydrogen nuclei can adopt one of two orientations; with their
magnetic fields either parallel or antiparallel to the external field. The parallel
state has a slightly lower energy and normally a small excess of nuclei will be in
this state (Fig. 3). This gives rise to a net longitudinal magnetic field parallel to
the scanner field.

Parallel Magnet

Nucleus

Flip caused
by radio
pulse

Fig. 3. The principle of nuclear magnetic resonance (NMR). A radiofrequency pulse will excite
atomic nuclei, flipping them from the parallel state into the higher energy antiparallel state.
Relaxation of the nuclei back into the low energy state generates the magnetic resonance
imaging (MRI) signal.
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A cylindrical coil placed around the head broadcasts a radio frequency (RF)
pulse to a slice of head at right angles to the main scanner field. The RF pulse
makes the nuclei wobble around their magnetic axis — rather like a spinning top
as it slows down — with the rate of wobbling in resonance with the pulse
frequency. The wobble generates an electric field that is received by the coil,
producing a transverse magnetic field at right angles to the scanner field. When
the RF pulse is turned off the nuclei return to their original state, and the longi-
tudinal and transverse fields decay with relaxation times that are characteristic
for the nucleus and its chemical environment (e.g. lipid or aqueous). Generating
an MRI image actually requires a further three coils that produce magnetic field
gradients in the x, y and z directions.

MRI has numerous clinical uses, for example: mapping cerebral blood
vessels; showing changes in extracellular space that accompany trauma or
inflammation; diagnosis and following the progress of a variety of diseases
(such as multiple sclerosis); and the precise localization of regions of stroke
damage or tumors. It has a better resolution (< 1 mm) than PET.

An MRI method that records changes related to brain function in successive
images is termed functional MRI (fMRI). The most important type of fMRI is
blood oxygen level detection (BOLD) which provides a more sensitive measure
of cerebral cortical activity than PET, following changes in activity with a time
resolution of a few seconds. It depends on the ratio of oxygenated to deoxy-
genated hemoglobin and this varies with blood flow, metabolism, and other
variables in ways that are not yet completely understood.
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A7 MENINGES AND
CEREBROSPINAL FLUID

Key Notes

Meninges

The brain and spinal cord are invested by three connective tissue layers,

the meninges. Directly covering the brain is the pia mater, above which is
the arachnoid mater. Between these layers lies the subarachnoid space,
which is filled with cerebrospinal fluid (CSF) and through which run
blood vessels, branches of which enter the brain. Passive exchange of
water and solutes across the pia mater keeps brain extracellular fluid and
CSF in equilibrium. The tough outer layer is the dura mater, which
contains venous sinuses. Projections of the arachnoid mater herniate into
the venous sinuses. Here, tiny one-way valves allow the bulk flow of CSF
from subarachnoid space into the venous circulation. The potential space
between the arachnoid mater and the dura mater is the subdural space.
Traumatic rupture of the veins passing through this space from brain to
venous sinuses causes subdural hemorrhage. Between the dura and the
cranial bones is the extradural space through which run major arteries.
Traumatic rupture of these results in extradural hemorrhage.

Cerebrospinal fluid
circulation

CSF is actively secreted by the choroid plexuses located in the ventricles.
The direction of CSF flow is from lateral to 3rd to 4th ventricles, from

where it enters the subarachnoid space. Finally it drains into the venous
sinuses. Obstruction to the flow of CSF causes hydrocephalus.

Cerebrospinal fluid
secretion

About 500 cm’ of CSF is secreted per day into a volume of 100-150 cm”’.
Choroid plexus epithelium contains a variety of active transport

mechanisms. This results in secretion into the CSF of sodium, chloride,
and bicarbonate but resorption of potassium, glucose, urea, and a
number of neurotransmitter metabolites. The protein concentration of
CSF is very much lower than that of blood plasma.

CSF and meningeal
functions

The CSF acts as a sink for metabolites that eventually are dumped into
the blood via arachnoid villi or choroid plexuses. Mechanical functions of

Related topic

CSF and meninges are to reduce the weight of the brain in the skull, to
resist changes in intracranial pressure due to altered brain blood flow and
to cushion the brain during violent movements of the head.

Organization of the central nervous system (A5)

Meninges

The brain and spinal cord are surrounded by three connective tissue
membranes, the meninges (Fig. 1).

The pia mater and arachnoid mater are together called the leptomeninges. In
the subarachnoid space that lies between them run superficial cerebral blood
vessels. These are invested by a leptomeningeal coat and suspended in the space
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Fig. 1. The meninges.

by trabeculae. The subarachnoid space is filled with cerebrospinal fluid.
Branches of the subarachnoid vessels penetrate the brain, becoming surrounded
by a cuff of pia mater that extends as far as the capillaries. The perivascular
(Virchow-Robin) space between the vessel wall and the pia mater is continuous
with the subarachnoid space. Here passive exchange of water and solutes across
the pia mater keeps the CSF in equilibrium with brain extracellular fluid. At the
cerebral capillaries the pia mater is lost and the single layer of capillary endothe-
lial cells, with their basement membrane, are covered by glial cells. Expanded
regions of the subarachnoid space are cisterns. The lumbar cistern is the target
for sampling CSF (lumbar puncture) since there is no risk of damage to the cord.

The dura mater is a thick, tough, outer layer with venous sinuses running
through it. Small herniations of the arachnoid mater called arachnoid villi
(arachnoid granulations) protrude through the dura into the venous sinuses.
Here bulk flow of CSF into blood occurs via mesothelial tubes in the arachnoid
villi that act as valves, closing when the pressure in the venous sinus exceeds
that of subarachnoid space to prevent reflux of blood into the CSF.

The subdural space is a potential space between the dura mater and the
arachnoid mater. It is traversed by cerebral veins entering the venous sinuses in
the dura. Traumatic rupture of these vessels as they pass through the space
causes subdural hemorrhage, which may present clinical problems at any time
from the moment of injury to months later. Trauma which shears major vessels
going from the dura mater into the cranial bone causes bleeding in the
extradural space that opens up between meninges and skull. Extradural hemor-
rhage is a life-threatening surgical emergency because it causes brain compres-
sion. In the vertebral canal the dura mater forms a loose sheath leaving an
epidural space between it and the canal wall. Injection of local anesthetics into
this space produces epidural nerve block.

CSF is actively secreted by choroid plexuses situated in the lateral, third and
fourth ventricles (Fig. 2). Flow of CSF is from the lateral ventricles through the
foramen of Munro into the third ventricle, and then through the aqueduct of
Sylvius into the fourth ventricle. From here it drains via three orifices, a medial
foramen of Magendie and two lateral foramina of Lushka, to enter the
subarachnoid space. Here it equilibrates with extracellular fluid in the perivas-
cular spaces. Finally it is dumped into the venous sinuses via the arachnoid villi.
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Fig. 2. Cerebrospinal fluid circulation (arrow shows the direction of bulk flow).

Obstruction to the flow of CSF causes hydrocephalus, an accumulation of
fluid in the cranium. This may increase CSF pressure, distending the ventricles
and inflicting damage to the surrounding neural tissue. An obstruction of the
ventricular system is non-communicating hydrocephalus. It is the result of
congenital malformation, scarring or tumors. In communicating hydrocephalus
there is a failure of CSF flow from the arachnoid villi. This may happen if the
concentration of protein in the CSF gets abnormally high, as with some spinal
cord tumors, subarachnoid hemorrhage, or meningitis.

Each choroid plexus consists of a cuboidal epithelium derived from the
ependyma (the lining of the ventricles and spinal cord central canal), covering a
core of highly vascular pia mater. In adult humans CSF is secreted at about 500
cm’® day™ into a steady state volume of 100-150 cm’. Of this, about 30 cm’ is in
the ventricles and the rest in the subarachnoid space. Cerebrospinal fluid is
turned over about every 5-7 hours.

The choroid plexus secretes some substances and absorbs others specifically,
most by active transport mechanisms. In this way it acts as a selective interface
between blood and CSF, the blood-CSF barrier. The result is that by compar-
ison with blood plasma CSF has somewhat higher Na*, CI', and HCO;" concen-
trations but lower K, urea, glucose and amino acid concentrations. Although
the protein concentration of CSF is about 1000-fold lower than blood plasma, its
higher ionic concentration gives the two fluids the same osmolality.

Some of the mechanisms involved in ion transport across the blood—CSF
barrier are shown in Fig. 3. Na*, K*-ATPase on the apical border of the epithelial
cell pumps sodium into the CSF. This generates a sodium gradient that drives
two secondary active transport mechanisms bringing Na* across the basolateral
border; Na™-H"* exchange and a Na*—Cl” symport. The CI” influx in turn drives a
CI-HCO;™ antiport. Bicarbonate brought into the cell in this way is added to that



29

Basolateral
border

\ﬁ

Apical
border \é
Na*-K*ATPase

CO, + H,O
3Na* 2 \
i i / + - H*
Primary active 2K l/’ Na* ( } Secondary
transport H,CO, a active
B Na* transport
K* HCOs + H -7 cr :ZZ
Facilitated or ,’, cr
diffusion - mmme=Z . HCO; Z
HCO3 /
Facilitated
diffusion
CSF Choroid plexus
epithelial cell Blood

Fig. 3. Aspects of ion transport across the choroid plexus.

formed intracellularly by hydration of CO,, a reaction greatly accelerated by the
high levels of carbonic anhydrase present in the choroid plexus. The bicar-
bonate diffuses via an apical anion transporter into the CSF.

The ability of the choroid plexus to absorb materials from the CSF means that
it acts as an excretory organ for the brain. It scavenges choline, dopamine and
serotonin metabolites, urea, creatinine and K*, dumping them into the blood.

CSF and The functions of the CSF are metabolic and mechanical. By equilibrating with
meningeal brain extracellular fluid unwanted metabolites are removed to the blood, either
functions via arachnoid villi or choroid plexuses. There are three mechanical effects:

1. Because the subarachnoid space is a fluid-filled compartment in which the
brain floats, the effective weight of the brain is reduced from about 1350 g to
about 50 g.

2. Adjustments to CSF and meninges prevent changes in intracranial pressure
due to alterations in cerebral blood flow. When blood flow increases, CSF is
squeezed from ventricles into the subarachnoid space around the spinal cord.
Here the dura mater is more elastic and stretches to accommodate the rise in
volume. Longer-term increases in intracranial pressure can be offset by a rise
in CSF flow into the venous sinuses through the arachnoid villi.

3. The meninges support the brain and the CSF reduces the force with which
the brain impacts the inside of the cranium when the head moves.
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A8 BLOOD-BRAIN BARRIER

Key Notes

Structure of the
blood-brain barrier

The blood-brain barrier is formed by capillary endothelial cells, which
are coupled by tight junctions. A few regions of the brain, the

circumventricular organs, are on the blood side of the blood-brain barrier
and are able to secrete substances directly into the blood, or monitor the
concentrations of materials in the blood. These regions are isolated from
the rest of the brain by specialized ependymal cells, which are coupled
together by tight junctions.

Functions of the
blood-brain barrier

The blood-brain barrier is a highly selective permeability barrier, which
allows the passage of water, some gases, and lipid-soluble molecules by

Related topics

passive diffusion, and contains specific carrier-mediated transporters for
the selective transport of molecules crucial to neural function (such as
glucose and amino acids). It prevents the entry of circulating neuroactive
compounds and is able to exclude lipophilic, potential neurotoxins via P-
glycoprotein. Cerebral edema is the accumulation of excess water in the
extracellular space of the brain, and results when hypoxia causes the
blood-brain barrier to open.

Glial cells and myelination (A3)
Organization of the central nervous system (A5)
Posterior pituitary function (L2)

Structure of the
blood-brain
barrier

The blood-brain barrier governs what is allowed to cross into the brain extracel-
lular fluid from the blood. The physical barrier is provided by brain capillary
endothelial cells which are coupled to each other by tight junctions one
hundred-fold tighter than is typical for other capillaries. This means that even
small ions will not permeate between endothelial cells in brain capillaries.
Furthermore brain capillary endothelial cells have a relative lack of two major
transport mechanisms possessed by other endothelial cells: pinocytotic vesicles,
which normally allow the bulk transfer of fluid across the cell; and receptor-
mediated endocytosis, by which a variety of substrates, for example lipopro-
teins, are specifically transported. Brain capillaries are entirely covered by the
endfeet of astrocytes, which secrete as yet undefined factors which promote the
formation of the tight junctions between the endothelial cells (Fig.1).

A few regions of the brain, the circumventricular organs (CVOs), lie on the
blood side of the blood-brain barrier. They are sealed off from the rest of the
brain by specialized ependymal cells (epithelial cells lining the ventricles) that
are coupled together by tight junctions. CVOs, which include the posterior pitu-
itary and choroid plexus, are situated around the ventricles of the brain (see Fig.
1 of Topic L2). The lack of a blood-brain barrier at the posterior pituitary
permits oxytocin and vasopressin to be secreted directly into the systemic circu-
lation. Other CVOs allow the brain to monitor the concentrations of water, ions
and selected molecules for homeostatic functions.
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Fig. 1. Structural features of the blood—brain barrier. The barrier is made by the tight junctions
between the endothelial cells.

The plasma membranes of endothelial cells, like those of any cell, consist of
phospholipid bilayers into which are inserted numerous protein species. The
lipid component will exclude ions or charged molecules and all but the smallest
of polar molecules. Only water, gases which are water- or lipid-soluble (e.g. O,
or volatile general anesthetics, respectively) and lipophilic molecules (e.g.
steroids) will be permeant to any extent. The transport of ions, charged or polar
molecules must be by carrier-mediated mechanisms. Many of the proteins in the
endothelial cell plasma membrane are transporters or ion channels serving this
function.

By means of its selective permeability the blood-brain barrier ensures that
crucial molecules, glucose and amino acids, for example, are taken across into
the brain. It protects neurons from the actions of neuroactive molecules in the
blood, such as circulating catecholamines or glutamate. The blood-brain barrier
is also able to actively exclude a wide range of lipophilic compounds that are
potentially neurotoxic, many of which are ingested as part of a natural diet. This
is achieved by a transport protein, P-glycoprotein, expressed in high levels in
the plasma membrane of endothelial cells. Lipophilic toxins, which diffuse into
the endothelial cell, are rapidly pumped back out into the blood, by P-glycopro-
tein. Unfortunately, many brain tumors also express P-glycoprotein and so are
able to exclude a variety of chemically unrelated chemotherapeutic agents; a
phenomenon known as multi-drug resistance. It explains why chemotherapy is
not very successful in treating brain tumors.

The blood-brain barrier opens in cerebral ischemia causing cytotoxic cerebral
edema, which is a medical emergency. The lack of oxygen causes a decline in
endothelial cell ATP, which compromises the function of the cation pump (see
Instant Notes in Biochemistry). Consequently, Na* accumulates inside the cell,
water then enters osmotically and the cell swells. This opens tight junctions,
allowing the influx of ions and water into the brain extracellular space.
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B1 RESTING POTENTIALS

Key Notes

l Excitable properties ] Excitable cells are able to produce action potentials, brief reversals of the

electrical potential across their plasma membrane. Excitable cells include
neurons and muscle cells.

Intracellular
recording

This is a technique for measuring transmembrane potentials. It uses a
fine, electrolyte-filled glass microelectrode to impale the cell. The

microelectrode output goes to an amplifier and then to a computer for
display, storage and analysis.

The resting potential is the voltage across the plasma membrane of an

l Resting potentials

unstimulated excitable cell. All transmembrane potentials are expressed

Related topic

as inside relative to outside. Resting potentials are inside negative, and
range from about -60 mV to -90 mV in neurons. The resting potential is
caused largely by the tendency for potassium ions to leak out of the cell,
down their concentration gradient, so unmasking a tiny excess of
negative charge on the inside of the cell membrane. Other ions (e.g.
sodium) make a small contribution to the resting potential. The
electrochemical force tending to drive an ion across a membrane is the
difference between the resting potential and the equilibrium potential for
the ion, at which there is no net flow of ions. Equilibrium potentials can
be calculated for individual ions using the Nernst equation.

Action potentials (B2)

Excitable
properties

Intracellular
recording

A modest difference in electrical potential exists across the plasma membrane
that surrounds all cells. Cells are said to be excitable if, when sufficiently stimu-
lated, they generate action potentials. These are rapid, brief, reversals in
membrane potential that are actively propagated over the cell surface. Excitable
cells include neurons, skeletal, cardiac and smooth muscle cells, and some
endocrine cells (for example, the insulin-secreting B cells). The transmembrane
potential that exists across an excitable cell when in an unstimulated state is
called the resting potential.

Being able to measure membrane potentials directly is crucial to understanding
how excitable cells function. A standard technique for doing this in individual
cells is intracellular recording.

To record the potential difference across a membrane it is necessary to have
two electrodes, one inside the cell, the other outside, both connected to a volt-
meter of some description (Fig. 1). Because neurons are small the tip of the intra-
cellular electrode impaling the cell needs to be very fine. To achieve this, glass
micropipettes are manufactured to have a tip diameter of less than 1 um. The
micropipette is filled with an electrolyte (commonly KCl at a concentration
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between 0.15-3 M) to carry the current, so forming the microelectrode.
Typically transmembrane potentials are less than 0.1 V and so must be ampli-
fied with an operational amplifier. This has inputs from both the intracellular
microelectrode that impales the cell and the reference (bath or indifferent) elec-
trode, which is placed in the solution bathing the cell. If no potential difference
exists between the microelectrode and the reference electrode the amplifier
output will be zero. If a potential difference exists between the electrodes,
however, the amplifier generates a signal, the magnitude of which is propor-
tional to the potential. The output of the amplifier goes to a suitable recording
device, traditionally a cathode ray oscilloscope, but nowadays it is likely be the
analog-to-digital port of a computer running software which emulates an oscil-
loscope and which allows display, storage and analysis of data.

Resting potentials (V,,) arise because there is a difference in the concentrations
of ions between the inside and outside of the cell and because the cell membrane
has different permeabilities for these ions. Table 1 gives values for concentra-
tions and relative permeabilities for the ions that are most important in relation
to the resting potential. The extracellular fluid that bathes cells is essentially a
dilute solution of sodium chloride. The intracellular solution, in contrast, has
quite a high concentration of potassium ions that are balanced by a variety of
anions to which the cell membrane is completely impermeable (although not
listed individually in Table 1 these include organic acids, sulfates, phosphates,
some amino acids and some proteins). The cell membrane is permeable to K*
and because there is a concentration gradient for K* across the membrane there
is a diffusional force acting to drive the K* from the inside to the outside of the
cell (Fig. 2). However, the cell membrane is completely impermeable to the
much larger anions, which therefore remain inside the cell. As the potassium
diffuses out a potential difference forms across the membrane because some of
the intracellular anions are no longer neutralized by K*. The potential difference
now means that an attractive coulombic (electrostatic) force is generated which
acts to prevent potassium ions diffusing out. At some point the diffusional force

Table 1. lonic concentrations across mammalian membranes (mmol |7)

lon Extracellular fluid Axoplasm
K* 2.5 115
Na* 145 14

Cr 90 6
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Fig. 2. lllustration of how a potassium equilibrium potential is formed. A small potential exists
across the membrane when the diffusional force equals the electrostatic force. Small filled
circles represent K* ions, large open circles represent anions.

driving K* out is exactly balanced by the electrostatic force preventing K*
leaving.

At this equilibrium a small potential difference exists which is termed an
equilibrium potential. It is called an equilibrium potential because at this
potential there is no net flow of K* ions across the membrane. In the case where
the potential arises as a result of the distribution of diffusible K* it is called a
potassium equilibrium potential (Ey). Typically nerve cells have potassium equi-
librium potentials around 90 mV. Three important points should be noted.

® Transmembrane potentials are always quoted as inside relative to the
outside, which is taken to be zero. So, Ex = 90 mV means that the inside of
the cell is negative with respect to the outside.

® The number of ions which migrate across the membrane to establish an equi-
librium potential is extremely small.

® The potential difference exists only at the plasma membrane, which by
storing charge acts as a capacitor.

Equilibrium potentials can be calculated using the Nernst equation:
E=(RT/zF)InC,./C,

where R is the universal gas constant, T is absolute temperature, z is the oxida-
tion state of the ion, F is Faraday’s constant and C,, C,; are extracellular and intra-
cellular concentrations, respectively, of the ion.

The potassium equilibrium potential is close to the resting potential (V,,) for
excitable cells. This suggests that V,, arises largely as a result of the distribution
of potassium ions across the cell membrane. Neuron resting potentials range
between -60 mV and -90 mV. The discrepancy between E, and V,, arises
because ions other than potassium also make a contribution by virtue of their
equilibrium potentials. The most important is sodium (Ey, = +55 mV) but since
the permeability of Na* is low compared to K*it exerts only a modest influence.
The effect of sodium is to drag the resting potential away from E, towards E,,
by an amount that reflects the relative permeabilities of the two ions. The differ-
ence between the resting potential and the equilibrium potential for any ion, V-
E.., is termed the ionic driving force and is a measure of the electrochemical
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force tending to move the ion across the cell membrane. At rest the driving force
for K* is quite small but that for Na* is high.

In most excitable cells the ionic driving force for chloride ions is close to zero
(that is E, = V). This is because Cl ions are passively distributed across the
membrane according to the resting potential set up by the combined effects of
Ex and E,,. The reason for chloride being passively distributed whilst K* and
Na* directly determine the resting potential is because the resting concentration
gradients for potassium and sodium are actively maintained by the actions of
Na'/K'-ATPase (cation pump), whereas there are no active transport mecha-
nisms to maintain a fixed chloride concentration gradient.



Section B - Neuron excitation

B2 ACTION POTENTIALS

Key Notes

Stimulating neurons

Neurons can be stimulated using a stimulator which delivers a current to

the cell via a microelectrode. The current usually has a square waveform,
the frequency, amplitude and pulse width of which can be varied
independently. Inward currents cause neurons to depolarize (i.e. the
membrane potential becomes smaller) whereas outward currents cause
neurons to hyperpolarize.

l Action potentials

] An action potential or nerve impulse is a short-lived reversal of the

membrane potential. In neurons the spike lasts less than 1 ms and peaks
at about +30 mV. The after-hyperpolarization that follows lasts a few
milliseconds.

Action potential
properties

Action potentials are triggered at the axon hillock and propagated along
the axon. They obey the all-or-none rule; a stimulus must be sufficiently

Related topics

large to depolarize a neuron beyond a threshold voltage before it will fire
and all action potentials in a given cell are the same size. There is a short
delay, the latent period, between the onset of the stimulus and the
beginning of the action potential. Neurons become completely inexcitable
to further stimulation during the spike and harder to excite during the
after-hyperpolarization. These constitute the absolute and relative
refractory periods respectively. Refractory periods limit the maximum
rate at which neurons can fire, and ensure that action potentials are
propagated in only one direction along the axon.

Resting potentials (B1) Channel molecular biology (B4)
Voltage-dependent ion channels Action potential conduction (B5)
(B3)

Stimulating
neurons

In vivo, neurons are excited either by the cascade of synaptic inputs onto their
dendrites and cell body from other neurons or by receptor potentials generated
by sensory organs. Neurophysiologists often stimulate a neuron directly by
injecting an electrical current into it via a stimulating microelectrode. The stimu-
lator normally delivers a square wave current pulse. Three variables can be
altered at will on most stimulators; the duration of the pulse, the amplitude of
the injected current, and the frequency of the pulses. The direction of the
current (which is defined as the flow of positive charge) determines the
response of the neuron. If a small inward current is injected into a cell it will
become a little more inside positive. This is a decrease in the membrane poten-
tial because V,, gets closer to zero and is called a depolarization. If, on the other
hand, an outward current is injected (that is, if current is withdrawn from the
cell) then the membrane potential increases; this is called hyperpolarization.
The sizes and timecourses of depolarizing and hyperpolarizing potentials seen
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Action potentials

Action potential
properties

in nerve cell injected with small currents are determined solely by the passive
electrical properties of the neuron.

If a sufficiently large inward current is injected into a neuron its membrane
potential will depolarize enough to generate an action potential (nerve impulse).
This is a brief reversal of the transmembrane potential which is propagated over
the surface of the cell. Intracellular recording of a neuronal action potential
shows (see Fig. 1) that the membrane potential rapidly depolarizes to zero, over-
shoots to about +30 mV then repolarizes back towards V,, all in less than 1 ms.
This constitutes the spike of the action potential. Inmediately after the spike the
neuron membrane hyperpolarizes. This after-hyperpolarization decays over a
few milliseconds, so the potential returns to its resting value.

+30

t(ms)

Fig. 1. Anintracellular recording of a neuron action potential. The resting membrane potential
is =70 mV.

Action potentials have a number of important properties:

1. Under physiological conditions action potentials are triggered at the axon
hillock (initial segment) and are propagated along the axon toward its termi-
nals.

2. They are threshold phenomena. A minimum-size stimulus current is
required to produce an action potential. This is the threshold stimulus, and
is defined as the current that will cause a neuron to fire on 50% of the occa-
sions it is used. Stimuli smaller than this are called subthreshold, those
which are larger are termed suprathreshold. A threshold stimulus causes a
neuron to fire an action potential by depolarizing it to a critical threshold
voltage. The size of the threshold stimulus depends on the size of the neuron.
In most neurons the threshold voltage is some 15 mV less than V. Action
potentials are triggered at the axon hillock because this region of the neuron
has the lowest threshold.

3. All action potentials are about the same size (in a given cell) regardless of the
amplitude of the stimulus. Fractional action potentials, or superimposing two
or more action potentials, are not allowed! The spike of the action potential
contains no clue as to the size of the stimulus that produced it. The combined
effects of this and property 2 are often paraphrased as the all-or-none rule; a
neuron either fires completely or not at all.
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4. There is a short delay between the onset of the stimulus and the start of the
action potential. This is called the latency (or latent period). The latency gets
shorter as the strength of the stimulus increases.

5. During the spike a neuron becomes completely inexcitable. This is the
absolute refractory period, during which time a nerve cell will not fire again,
no matter how large the stimulus. After the spike, while the neuron remains
hyperpolarized, the neuron can be excited only by suprathreshold stimuli.
This period is the relative refractory period and is explained by the fact that
when the cell is hyperpolarized bigger stimuli are needed to drive the
membrane potential to the threshold voltage. That neurons are temporarily
refractory to stimuli during an action potential has three important conse-
quences for nerve cell function. Firstly, it imposes a limit on the maximum
rate that a neuron can fire. Secondly, because the region of neuron membrane
that has just fired an action potential is inexcitable, the action potential will
not reinvade it and so must be propagated forwards. This explains why
action potentials are normally propagated in only one direction along an
axon (property 1).

All of the above properties can be explained by the behavior of the ion channels
responsible for the action potential.



Section B - Neuron excitation

B3 VOLTAGE-DEPENDENT ION
CHANNELS

Key Notes

Voltage-dependent
ion channels

Voltage-dependent ion channels are transmembrane proteins that are ion
selective and voltage sensitive. They are named for the ion species to

which they are most permeable. They can exist in at least two
interchangeable states, open or closed, depending on the membrane
potential across them.

Voltage-dependent
sodium channels
(VDSCs)

Sodium channels are transmembrane glycoproteins found in most
excitable cells. Normally closed, they are opened by depolarization of the
membrane potential beyond threshold allowing sodium ions to permeate

into the cell. This causes the depolarization phase of the action potential.
After about 0.5-1 ms the channels flip into an inactivated state rendering
them impermeable to sodium. This, together with the low ionic driving
force for sodium at positive membrane potentials, curtails the spike
amplitude. Sodium channel inactivation accounts for the absolute
refractory period.

Voltage-dependent
potassium channels
(VDKCs)

The delayed outward rectifying potassium channel is responsible for the
downstroke of the action potential spike and the subsequent after-
hyperpolarization. These transmembrane channels are activated by

depolarization permitting potassium ions to flow out of the cell, carrying
the membrane potential to increasingly negative values. The after-
hyperpolarization is responsible for the relative refractory period.

Voltage clamping

Voltage clamping is a technique that allows the current that flows across

Related topics

nerve cell membranes to be measured. It does this by holding the
membrane potential constant. It provided the crucial evidence that action
potentials are caused by an early inward current due to sodium and a
late outward current due to potassium. These currents can be blocked
independently by tetrodotoxin and tetraethylammonium respectively.

Resting potentials (B1) Channel molecular biology (B4)
Action potentials (B2)

Voltage-
dependent ion
channels

Neurons are excitable because they have in their plasma membrane a class of
transmembrane proteins called voltage-dependent ion channels. They are so
called because they have two properties, ion selectivity and voltage sensitivity.
Ion channels will allow only certain small ions to flow through them. Voltage-
dependent channels are classified according to the ion (Na*, K* or Ca*) to which
they are preferentially permeable. A large number of different voltage-
dependent ion channels have been identified to date. For example, nine distinct
voltage-dependent sodium channels have been discovered.



41

Voltage-
dependent
sodium channels
(VDSCs)

Voltage-dependent ion channels can exist in at least two interchangeable
states: open (activated), when they allow ions to flow through them; or closed,
when they do not. Whether they are open or closed depends on the voltage
across them.

Voltage-dependent sodium channels (VDSCs) are large glycoproteins that span
the full thickness of the plasma membrane of most excitable cells. At the resting
potential they are closed. If a region of membrane is depolarized by only a
modest amount (e.g. 10 mV) they remain closed (Fig. 1a). However, if the
membrane is depolarized to the threshold voltage or beyond VDSCs change
shape so that the channels open, permitting Na* ions to flow through. Channel
opening, activation (Fig. 1b), is an extremely fast event. The transition from the
closed to the open state takes only about 10 pus. During an action potential in a
neuron a given sodium channel will remain open for about 0.5-1 ms. In this
time about 6000 Na* ions will flow through the channel. The combined effect of
sodium influx through a few hundred VDSCs will produce the upstroke of the
spike that is the depolarizing phase of the action potential. Only a few voltage-
dependent sodium channels need be driven beyond threshold initially to
trigger an action potential since the localized influx of Na* causes a depolariza-
tion which drives other channels to open and so on. It is this self-regeneration
property of the action potential that causes the explosive rise in Na* perme-
ability.

At the top of the spike the increase in sodium permeability is halted for three
reasons:

® All of the available VDSCs in the active region of membrane have opened.

® The ionic driving force of sodium gets less as the membrane depolarizes
towards the sodium equilibrium potential.

® The voltage-dependent sodium channels flip into an inactivated state.
During this state the channel does not permit the flow of any ions, but this is
not the same as the closed state because while in the inactivated state a
sodium channel cannot be made to open. In addition to curtailing the spike, it
is this inactivation of VDSCs that is responsible for the absolute refractory
period. The inactivation wears off after a couple of milliseconds or so and the
sodium channel goes into the closed state from which it can be reactivated by
subsequent depolarization.

(a) @ (b) @ Plan view

Na*
Cell membrane Channel
Out Out
| [ | [ Cross section
In In

Fig. 1. Behavior of a voltage-dependent sodium channel (a) at rest when it is in the closed
state and (b) during the spike of an action potential, when it is activated.
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Voltage-
dependent
potassium
channels
(VDKCs)

Voltage clamping

Excitable cells have a great variety of distinct types of potassium channel each
with their own particular properties. One type, the delayed outward rectifier is
involved in the repolarization phase of the action potential. These channels are
transmembrane glycoproteins with a molecular structure related to that of
voltage-dependent sodium channels. Like them, they are opened by depolariza-
tion. This allows potassium ions to flow down their concentration gradient out
of the cell. The inside of the neuron becomes less positive, that is, it repolarizes.
This accounts for the downstroke of the spike of the action potential. At the
bottom of the downstroke most of the VDSCs are inactivated so there is no flow
of sodium into the cell. Delayed outward rectifying VDKCs either do not inacti-
vate or inactivate much more slowly than VDSCs (depending on species) so
immediately after the spike the neuron remains highly permeable to K* whilst
being impermeable to Na*. The consequence is that for a few milliseconds after
the spike, potassium ions continue to leave the cell carrying the membrane
potential more negative than V. This is the after-hyperpolarization phase of
the action potential. It accounts for the relative refractory period, because during
this time, for a stimulus to excite the cell to threshold it must make the neuron
depolarize from a more inside-negative state. Finally the membrane potential
returns to the resting potential as the potassium channels flip into their closed or
inactivated state in a time-dependent fashion. The changes in ion conductance
during the action potential are summarized in Fig. 2.
A couple of points follow from the above:

® The extent of the hyperpolarization is determined by the potassium equilib-
rium potential. When the efflux of K* is sufficient to bring the membrane
potential to Ey the ionic driving force on the potassium ions will be zero. No
more K* will leave.

® Since depolarization of the neuron to threshold causes the opening of VDSCs
(allowing Na*in) and opening of VDKCs (allowing K* out) how does an
action potential arise? The reason is that the sodium channels respond to the
depolarization earlier than the potassium channels so the increase in sodium
permeability precedes the increase in potassium permeability.

50
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Fig. 2. Changes in ion conductance during the action potential.

The ion fluxes that underlie neuron action potentials were discovered in the
early 1950s using a technique called voltage clamping which remains a key
technique in neurophysiology. It measures the currents that flow across an
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excitable cell membrane at a fixed potential. Measuring currents is important
because it provides information on which ions might be responsible for changes
in membrane potential. Current (I) cannot directly be found from potential (V);
it requires, in addition, the membrane resistance (R). Only if both V and R are
known can I be calculated from Ohm’s law, V = IR. Voltage clamping circum-
vents this problem by measuring the transmembrane potential and having a
feedback amplifier in the circuit which injects into the cell the current which is
needed to keep the membrane potential constant; i.e. the voltage is clamped.
The current that must be injected by the circuit to keep the voltage fixed has to
be the same size as the current flowing through the ion channels which would
normally cause the potential to change. The voltage at which the membrane is
clamped is called the command voltage. By examining the currents that flow
across a membrane over a range of command voltages it is possible to determine
which ions carry the currents.

The use of voltage clamping is illustrated in Fig. 3, which shows an experi-
ment in which the giant axon of a squid is initially clamped at its resting poten-
tial of 60 mV and the command voltage is then switched to zero. This first
gives rise to a capacitance current as the change in voltage alters the amount of
charge stored on the nerve cell membrane.

After the capacitance current comes an early inward current followed by a
late outward current. These are the currents that normally flow during an action
potential. When the squid axon is bathed in a solution that contains no sodium
the early inward current is abolished. This shows that the early inward current
is carried by Na'. The same result is seen if an axon immersed in normal
seawater is poisoned with the neurotoxin tetrodotoxin (TTX). By binding to the
external mouth of the VDSC, TTX prevents Na* from permeating through the
channel. TTX added to any nerve preparation abolishes action potentials.
Similarly, tetraethylammonium (TEA), which blocks VDKCs, when added to
the bathing medium abolishes the late outward current, showing that it is
carried by K.

Axon treated
Command voltage ———— with [Na*],=0
-60 (mV) or TTX

Capacitance  —— Total current
current

Fig. 3. A voltage clamping experiment to show the currents that flow during an action poten-
tial. Outward currents are upward deflections, inward currents downward deflections. Initially
the neuron is clamped at —60 mV, and the step to O mV generates first a capacitance current,
then the ionic currents. The experiment is done with the axon under three different conditions.
See text for details. TTX, Tetrodotoxin; TEA, tetraethylammonium.

Axon treated
with TEA



Section B - Neuron excitation

B4 CHANNEL MOLECULAR
BIOLOGY

Key Notes

Patch clamping

Patch clamping measures the currents that flow through single-ion

channels. It depends upon electrically isolating the tiny patch of
membrane that lies under the tip of a microelectrode. In the cell-attached
mode the patch remains on the cell and single channel currents are
recorded. Rupturing the patch gives the whole cell mode, which allows
recording of the macroscopic currents that flow through the plasma
membrane of the cell. Alternatively the patch can be completely removed
to give two other single-channel configurations. In outside-out mode the
effects of channel ligands applied to the bath can be studied. In inside-out
mode agents can be added to the bath to investigate the role of second
messengers in modulating channels.

Protein chemistry

Cloning and sequencing the DNA coding for a protein gives its amino

acid sequence, from which much about its secondary structure can be
inferred. Hydropathicity plots and the location of consensus sequences
for glycosylation and phosphorylation sites provide insights into how a
protein is oriented in the membrane. Site-directed mutagenesis can reveal
the functional importance of specific amino acids. Provided a protein can
be crystallized, X-ray crystallography will give its 3-D structure. All these
techniques have been used to fathom ion channel function.

Structure of
voltage-dependent
channels

Ton channels consist of four subunits, each with six o-helical
transmembrane segments (51-56) arranged around a central pore.
Segments S5 and S6 and the H5 loop form the pore. The positively

Related topics

charged S4 segments lie on the outside of the channel and act as voltage
sensors. On depolarization they swing towards the extracellular side of
the membrane, opening the intracellular mouth of the channel by pulling
on S5. Three distinct mechanisms can close potassium channels. In N-
inactivation a peptide blocks the internal mouth of the channel.

Voltage-dependent ion channels (B3)
Calcium channels (C6)

Patch clamping

Patch clamping is an in vitro technique that makes it possible to study the elec-
trophysiology of single-ion channels. It works by forming a very high electrical
resistance seal between a glass micropipette and the surface of a cell. Only
currents flowing through the patch under the electrode will be recorded. This
permits the extremely small currents that flow through single-ion channels
(about 1 pA) to be measured. The electronics allows the voltage of the patch to

be clamped so voltage-clamping experiments can be performed (Fig.1a).
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Patch clamping. (a) The circuitry, V. is used to clamp the potential of the neuron membrane, the method relies
types of experiment (Fig. 1b).

on forming a high resistance seal, R,, between the pipette tip and the cell membrane. (b) Patch clamp configurations.

There are several configurations of patch clamping, each useful for particular
neurotransmitters.

1. Cell attached. This is used for measuring single-channel currents in intact
cells. Second messenger-induced modifications of the patched channels can

be investigated in response to bathing the cell with specific agents, e.g.
Whole cell. In this configuration the patch under the microelectrode is
ruptured. The current flowing through the electrode represents the sum of all
the currents flowing through individual ion channels on the cell surface.
Hence whole cell patching measures macroscopic currents.

Outside-out. This is one of two patch clamp modes used to study single-
channel currents in which the patch is removed from the cell but remains

gating dose-response relationships.

sealed to the pipette tip. This configuration is used to study the effects of
channels. These ligands are added to the bath because bath solutions can be

ligands such as neurotransmitters, hormones or externally acting drugs on

changed much more easily and rapidly than the pipette solution. This has
obvious advantages for performing complicated experiments such as investi-
Inside-out. This is the second of the patch-only configurations, usually used

for the detailed examination of second messengers since these can be applied
directly to the inside face of the membrane via the bath solution.
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Protein chemistry

Structure of
voltage-
dependent
channels

A representative patch clamp recording is shown in Fig. Ic. Each of the square
wave events is the opening of a single channel. The height of the wave is the
unitary channel current, its length the time for which it is open. Statistical
analysis of large numbers of opening events provides estimates for parameters
such as mean channel open time, and allows models of channel kinetics to be
tested. Such studies are very useful in fathoming out how neuroactive drugs act
at the molecular level.

By cloning and sequencing the DNA that codes for a protein it is possible to
deduce its primary amino acid sequence. This provides clues as to the
secondary structure of the protein such as the presence of a-helical or B-pleated
sheet regions. Hydropathicity plots, which represent how hydrophobic or
hydrophilic particular amino acid stretches are, indicate which regions of the
protein might be located in the plasma membrane. Recognizing consensus
sequences for glycosylation suggest which parts of a molecule might be extracel-
lular, similarly consensus sequences for phosphorylation imply an intracellular
location. Information of this nature provides evidence for how a given protein is
orientated in the membrane.

Site-directed mutagenesis, in which the DNA coding for a protein is altered
in precise ways using genetic engineering techniques, and the mutated protein
subsequently expressed in some convenient way, can be used to investigate the
functions of particular amino acids in a channel.

The three-dimensional structure of ion channels in both closed and open
states can be deduced by X-ray crystallography from which details of the
voltage sensor and exactly how the channel opens can be worked out. A major
difficulty in this work is being able to crystallize the proteins. However this has
been successfully done with potassium channels from heat-loving bacteria.

There are numerous types of voltage-dependent ion channel, structures for
many of which have been deduced using the technologies outlined above.
Sodium channels and several potassium channels, including the delayed
outward rectifier responsible for the downstroke of the action potential, share a
common structure. The basic subunit has six highly hydrophobic segments
(S1-S6), each about 20 amino acids long, that are thought to be o-helices span-
ning the membrane (Fig. 2). In the case of potassium channels each subunit is a
separate molecule and a functioning channel is a tetrameric homo-oligomer; i.e.
it consists of four similar subunits arranged around a central pore. In sodium
channels the four subunits are linked by cytoplasmic loops to form a single huge
molecule, but its tertiary structure is thought to resemble a potassium channel.

Segments 5 and 6 and the H5 loop between them contribute to the pore. This
H5 loop is thought to line the channel pore because it contains amino acids that
are crucial for conferring ion selectivity. The extracellular throat is lined with
oxygen atoms that are crucial for ion permeation.

One of the most striking features of voltage-dependent ion channels is the 54
segment (Fig. 3). It is highly conserved between channels, suggesting it has
hardly altered during evolution and so serves a critical function. Although
mostly hydrophobic, its N-terminal end has several positively charged lysine or
arginine residues. Site-directed mutagenesis shows that 54 is required for activa-
tion of the channel, so it is part of the voltage sensor of the channel. X-ray crys-
tallography shows the S4 segment lies like a “paddle” at the periphery of the
channel, i.e. at the protein-lipid interface. It is attached to the rest of the channel
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Fig. 2. A cartoon depicting the secondary structure of a VDSC. Segments S1-S6 are labeled only in domain |.
P, consensus sequences for phosphorylation.

at each end by flexible regions, an S3 loop and an S4-S5 linker. In response to
depolarization the S4 paddle swings about 2 nm through the membrane —
towards the extracellular side — as its positive charges are repelled. Acidic
amino acids on the adjacent S2 help to stabilize these positive charges as they
move. The large displacement of the paddle pulls the S4-S5 linker, opening the
intracellular throat of the pore.

Three mechanisms to close potassium channels have been proposed. One, N-
inactivation occurs by the so called ball and chain mechanism. This involves a
cluster of amino acids (the ‘ball’) swinging up to block the internal mouth of the
channel by interacting with an amino acid at the internal tip of the H5 loop. In
Drosophila channels this peptide is the N-terminus of the standard (o) subunit.
In mammals the ball is the N-terminus of a separate B-subunit.

Extracellular
TEA block
H5 loop /

Membrane S6

Intracellular
TEA block

-/ COO~
‘Chain’
Required for
‘Ball inactivati
NH§ inactivation
Fig. 3. A cartoon depicting the secondary structure of an outward rectifying potassium
channel subunit. Four subunits assemble to form a functioning channel.



Section B - Neuron excitation

B5 ACTION POTENTIAL
CONDUCTION

Key Notes

Propagation of action
potentials

Action potentials are generated at the axon hillock (spike initiation zone)
and propagate actively, at constant velocity, and without loss of

amplitude, down the axon. Because the active zone, the region of the
axon at which the action potential sits at a given instant, bears different
charges to the axon at rest ahead of it, local circuit currents flow which
depolarize the adjacent upstream membrane and so the action potential
advances. Local circuit currents also spread backwards but do not allow
the action potential to propagate in this direction because the membrane
there is refractory.

Conduction velocity
in non-myelinated
axons

In non-myelinated axons the speed of conduction is between 0.5 and
2 m s™. The velocity is proportional to the square root of the axon
diameter.

Conduction velocity
in myelinated axons

Myelination produces dramatic increases in conduction speed for only
modest increases in the overall diameter of axons. Myelinated axons

Related topics

conduct faster because local circuit currents flow around the electrically
insulating myelin sheath so that only the axon membrane at the node of
Ranvier needs to be depolarized to generate an action potential. The
action potential appears to jump from one node to the next. The
conduction velocity is proportional to axon diameter and varies from
7t0100 m s™.

Glial cells and myelination (A3) Action potentials (B2)

Propagation of
action potentials

In a neuron, action potentials are initiated at the axon hillock because this region
has the greatest density of VDSCs and so the lowest threshold for excitation. For
this reason the axon hillock is sometimes referred to as the spike initiation
zone. Once generated action potentials are actively propagated (conducted)
with constant velocity down the axon without loss of amplitude. Thus, action
potentials are undiminished in size even when conducted along peripheral
axons that in humans may be up to one meter long. This is one of the features
that makes action potentials reliable signals for information transmission. The
details of conduction are a little different depending on whether the neuron is
myelinated or not.

In non-myelinated neurons conduction works as follows (see Fig. 1). The
region of an axon invaded by an action potential at a given time is called the
active zone. It is a few centimeters long. The part of the active zone occupied by
the overshoot of the spike will be inside positive. Far away from the active zone,
ahead of the oncoming action potential or behind it, the membrane potential
will be inside negative. The consequence of this is that a potential difference
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Fig. 1. Local circuit currents involved in the conduction of an action potential. For clarity
currents inside the axon are omitted. The action potential is depicted as travelling from left to
right along the axon, and the leading edge of the spike (active zone) is 2 cm from the origin
(lower scale) after 1 ms (upper scale). t, time; d, distance.

exists between different regions of the external surface of the axon; the outside
of the active zone is more negative than its surroundings. A similar situation
exists on the inside surface of the membrane except that here the active zone is
more positive than its surroundings. These differences in potential cause
currents to flow passively over the axon membrane. By convention, current
flows in the positive to negative direction and this is depicted by the arrows in
Fig. 1.

Current flow across the external surface of the axon is from the regions ahead
and behind the action potential into the active zone. These currents are called
local circuit currents. Just ahead of the axon potential the local circuit currents
drain positive charge from the external surface of the axon and simultaneously
dump positive charge on the inside of the axon membrane. The net effect is to
depolarize the axon immediately in front of the action potential. When this
depolarization becomes suprathreshold, VDSCs in this region activate and the
action potential advances. Of course local circuit currents flow in the same way
along the axon behind the action potential but this region is refractory (VDSCs
are inactivated and the membrane is hyperpolarized) and so the currents do not
excite here. This explains why action potentials propagate physiologically only
in one direction.

The conduction velocity, 6, the speed with which nerve impulses are propa-
gated, is quite slow in non-myelinated axons. It varies between 0.5 and 2 m s™
depending on the diameter of the axon. Small axons offer a higher resistance to
the flow of currents through their cores than large ones, just as thin wires have a
higher electrical resistance than thick ones. So, local circuit currents in the
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axoplasm of small axons spread less well than in larger axons and this is the
reason for the slower speed. Very roughly the relationship is:

0 = ka*

where a is the axon diameter, k is a constant which depends on the internal
resistance of the axon and its membrane capacitance.

A large number of neurons in the vertebrate nervous system, certainly the
majority of those in the peripheral nervous system, have myelinated axons. The
function of the myelin sheath is to increase the conduction velocity substantially
with relatively little increase in total axon diameter. The evolution of myelina-
tion has enabled vertebrates to have a large number of rapidly conducting axons
without taking up too much cable space.

Because the myelin sheath consists of plasma membrane it has a high content
of phospholipid with a high electrical resistance. Local circuit currents are
forced to take paths of lesser resistance through the electrolyte solution around
the sheath. The effect is that local circuits are established, not between adjacent
regions of membrane as they are in non-myelinated axons, but between adjacent
nodes of Ranvier, which are relatively far apart. Local circuit currents ahead of
an action potential arriving at the next downstream node cause it to depolarize
beyond the threshold and trigger an action potential. In this manner action
potentials appear to jump from node to node, a mechanism called saltatory
conduction. The density of VDSCs is about 100-fold greater at nodes than in
non-myelinated axon membrane and the node threshold is consequently much
lower. This greatly reduces the risk of nodes not firing in response to local
circuit currents weakened by the long distances they must spread.

Conduction velocity (8) is faster in myelinated than non-myelinated axons for
two reasons:

1. The presence of a myelin sheath is functionally equivalent to increasing the
thickness of the axonal membrane about 100-fold. This greatly reduces the
amount of charge stored across the membrane, which means that much less
time is taken to depolarize it. More technically put, myelination reduces the
membrane capacitance (c,), because the capacitance of a parallel plate
conductor is inversely proportional to the thickness of the insulator, and
since O o« 1/ c,, the lower the capacitance the greater the speed of action
potential propagation.

2. The time taken up for VDSCs to respond to depolarization is less, because
only channels at nodes have to be activated. In a non-myelinated axon each
little region of membrane has to be depolarized and respond in succession.
For a myelinated axon however, only the node membrane needs to be
excited.

Conduction velocities of myelinated axons vary from about 7 to 100 m s™. As
with non-myelinated axons, velocity depends on diameter, a, but the relation-
ship is even simpler:

0=ka



Section C - Synapses

C1 MORPHOLOGY OF CHEMICAL
SYNAPSES

Key Notes

Synapse location

Synapses may be electrical or chemical. Chemical synapses can be

classified according to where they are located on the receiving neuron.
Axodendritic synapses are made on dendrites, axosomatic on the cell
body and axoaxonal on the axon. The majority of synapses are
axodendritic.

Synapse structure

An axodendritic synapse is formed between an axon terminal

Synapse diversity

Related topic

presynaptically and a dendrite postsynaptically. The synaptic cleft
between these elements is 30 nm wide. The axon terminal contains
mitochondria, spherical synaptic vesicles and dense projections on the
presynaptic membrane. The cleft contains proteins which link pre- and
postsynaptic membranes. The postsynaptic membrane is thickened to
form the postsynaptic density.

The majority of cortical synapses fall into just two types. Type I are the
axodendritic synapses described above and are usually excitatory. Type II
synapses have less-well-developed dense projections, cleft material and
postsynaptic density. They have ovoidal vesicles, an axosomatic location
and are usually inhibitory. Synapses that secrete catecholamines or
peptides have large dense-core vesicles; some of these have little
discernible pre- or postsynaptic specialization and a wide cleft. Many
synapses contain both small clear vesicles and large dense-core vesicles,
evidence that many neurons secrete more than one transmitter.

Overview of synaptic function (C2)

Synapse location

Signaling between nerve cells occurs via synapses. There are two types of
synapse, electrical and chemical. Chemical synapses far outnumber electrical
ones. A chemical synapse is formed from the close approximation of an axon
terminal, which is the presynaptic component, with the postsynaptic cell. The
gap between the presynaptic terminal and postsynaptic cell, the synaptic cleft,
varies between 20 nm and 500 nm depending on the type of synapse. Synapses
can be classified on the basis of where on the postsynaptic cell they are located.
The majority are on dendrites and so are called axodendritic synapses. On spiny
dendrites each spine is the target of an axon terminal. Particularly powerful
synapses are made between axons and the cell body of a postsynaptic cell. These
are called axosomatic synapses, named for the alternative term for the nerve cell
body, the soma. Synapses between axon terminals and axons of postsynaptic
neurons are said to be axoaxonal.
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Synapse structure Electron microscopy must be used to resolve synapses because of their small

Synapse diversity

size. This has revealed numerous morphologically distinct types of synapse, but
all share common features. Fig. 1 shows a typical axodendritic synapse. The
small clear synaptic vesicles (S5Vs) which store neurotransmitter, are spherical
with a diameter of about 50 nm, and are scattered throughout the terminal
apparently in close association with microtubules which might be involved in
transporting them to the presynaptic membrane. The presynaptic membrane is
thickened and may show inwardly directed dense projections which are
involved in the docking of synaptic vesicles at the active zone, the region from
which transmitter release occurs.

The synaptic cleft of axodendritic synapses is 30 nm wide and contains
protein filaments that stretch transversely from the pre- to the postsynaptic side
that may serve to keep the two membranes in close apposition.

The cell membrane of the dendrite in the region of the synapse appears thick-
ened to form the postsynaptic density. This is formed by the accumulation of
proteins, receptors, enzymes and the like, involved in the postsynaptic cells’
response to transmitter.

Mitochondrion

Synaptic vesicle

Synaptic cleft

Glial cell process Dendrite Postsynaptic density

Fig. 1. The structure of a chemical (axodendritic) synapse.

Studies of cerebral cortex and cerebellar cortex have revealed that the majority
of synapses fall into one of two types. Type I are those described above. Type II
synapses have little or no postsynaptic dense projections, poorly defined ma-
terial in a cleft only 20 nm across and a thin postsynaptic density. These
synapses are frequently axosomatic. Type II synapses contain ovoidal-shaped
vesicles. Physiological studies of these two types of synapse show that type I are
generally excitatory whereas type II are usually inhibitory.

Although most synapses contain small clear synaptic vesicles, some have
spherical vesicles with electron-dense centres called large dense-core vesicles
(LDCVs) (see Fig. 2) which fall into two populations according to size; 40-60 nm
vesicles are found in neurons that release catecholamine transmitters, whereas
120-200 nm vesicles are associated with neurosecretory neurons that liberate
peptide hormones in the posterior pituitary. Some synapses lack obvious
specialized contact zones on both pre- and postsynaptic sides and have
extremely wide synaptic clefts; 100-500 nm. These often secrete one or other of
the catecholamines, have dense-core vesicles and can be found both in the CNS
and in the peripheral nervous system.
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Fig. 2. A type | synapse containing both small clear vesicles and large dense-core vesicles.
From Revest, P.A. and Longstaff, A. (1998) Molecular Neuroscience © BIOS Scientific
Publishers Ltd, Oxford.

Many synapses contain more than one population of vesicles. Commonly,
SSVs are found together with LDCVs. This is clear structural evidence that
many neurons secrete more than one transmitter.

Synaptic diversity is greater than implied above. In some specialized regions
of the nervous system synapses can be found which are quite distinct from the
typical, for example, the triad ribbon synapse in the retina. These exceptions will
be described later where appropriate.



Section C - Synapses

C2 OVERVIEW OF SYNAPTIC
FUNCTION

Key Notes

Electrical
transmission

Electrical synapses are formed by arrays of ion channels, connexons, at
gap junctions. Here small ions flow between cells so that they are

electrically coupled. Via gap junctions action potentials can spread
rapidly between cells without distortion.

Chemical
transmission

Neurotransmitter release from the nerve terminal following the arrival of
an action potential is triggered by the influx of calcium through voltage-

Related topics

dependent calcium channels. After crossing the cleft, transmitter binds to
postsynaptic receptors. These are either ligand-gated ion channels or
metabotropic receptors coupled to second messenger systems. Receptor
activation either increases or decreases the chance that the postsynaptic
cell will fire, responses described as excitatory or inhibitory respectively.
Transmission mediated by ionotropic receptors is fast, whereas that
mediated by metabotropic receptors is slow. Synapses may secrete more
than one transmitter.

Morphology of chemical synapses = Neurotransmitter release (C5)
(1) Calcium channels (C6)
Postsynaptic events (C3)

Electrical
transmission

Chemical
transmission

Electrical transmission is mediated by electrical synapses, which are gap junc-
tions between adjacent neurons. Gap junctions are arrays of paired hexameric
ion channels called connexons (Fig. 1a). The channel pores are 2-3 nm in diam-
eter, allowing ions and small molecules to permeate between neighboring
neurons. By electrically coupling neurons, gap junctions allow any potentials,
e.g. action potentials, to spread between cells. Key features of electrical trans-
mission are that it is extremely rapid, it is high fidelity (signals are transmitted
with no distortion), and it works in both directions. Gap junctions between cells
may close. Each connexon is made up of six subunits called connexins. In
response to specific chemical signals, such as a rise in intracellular Ca* concen-
tration, the connexins rotate — rather like the iris diaphragm of a camera — to
close the central pore (Fig. 1b). Electrical synapses form only a small proportion
of all synapses in adults, but are more numerous during development.

The vast majority of synapses are chemical. At most central synapses chemical
neurotransmission happens in the following way. The arrival of an action poten-
tial at the axon terminal may result in the release of neurotransmitter from a
single presynaptic vesicle. Neurotransmitter release requires a rise in intracel-
lular Ca* brought about by calcium entry into the axon terminal via voltage-
dependent calcium channels. The transmitter diffuses across the synaptic cleft
and binds to specific receptors on the postsynaptic membrane. Binding of the
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Fig. 1. (a) Gap junction. (b) Change in configuration of the connexons to close a gap junction.

transmitter causes a change in the conformation of the receptor. What happens
next depends on the receptor, but the overall result is to change the postsynaptic
membrane permeability to specific ions.

Neurotransmitter receptors come in two superfamilies. The ligand-gated ion
channel receptors, or ionotropic receptors, have ion-selective channels as part
of the receptor. Binding of the transmitter to the receptor opens the channel,
directly increasing its permeability. The second superfamily is the G-protein-
linked receptors, also referred to as metabotropic receptors. Binding of trans-
mitter to these receptors activates their associated G-proteins that are capable of
diverse and remote effects on membrane permeability, excitability and metabo-
lism. G-proteins can influence permeability either by binding ion channels
directly or by modifying the activity of second messenger system enzymes,
which phosphorylate ion channels, thereby altering their permeability.

The changes in membrane properties brought about by a transmitter can have
essentially one of two effects. It may increase the probability that the post-
synaptic neuron fires action potentials, in which case the response is excitatory.
If the effect is to decrease the probability that the postsynaptic cell might fire,
the response is inhibitory. Although neuroscientists often describe particular
transmitters as excitatory or inhibitory, these actions should more properly be
attributed to a combination of transmitter and receptor. It is commonly the case
that a transmitter is excitatory at one of its receptors, but inhibitory at another.
Any given synapse can be described as excitatory or inhibitory.

Some 30 molecules have been unambiguously identified as neurotransmitters
and many more are candidates. In general they fall into two groups. The classical
transmitters are amino acids or amines. Quantitatively by far the most important
are glutamate, which is almost invariably excitatory, and y-aminobutyrate
(GABA), which is usually inhibitory. This group also includes acetylcholine, the



Table 1. Key central nervous system neurotransmitters

Classical Amino acids Glutamate
Aspartate
y-aminobutyrate
Glycine
(Mono)amines Acetylcholine
Dopamine
Norepinephrine catecholamines
Epinephrine
Serotonin (5-hydroxytryptamine) indolamine
Peptides Opioids Dynorphins
Endorphins
Enkephalins
Tachykinins Substance P
Hormones Cholecystokinin
Somatostatin

catecholamines such as dopamine and noradrenaline (norepinephrine), and the
indoleamine, serotonin. The second, larger, group is an eclectic group of peptides
which includes the opioids (such as endorphins) and the tachykinins (e.g.
substance P). See Table 1 for a more comprehensive (but far from exhaustive) list.

In general, neurotransmission is thought of as falling into two broad cate-
gories based on its time course. Fast transmission occurs whenever a neuro-
transmitter acts via ionotropic receptors, whereas slow transmission occurs by
transmitters acting through metabotropic receptors. Glutamate, GABA and
acetylcholine (ACh) are together responsible for most of the fast transmission.
However, each of these molecules also mediates slow transmission by activating
their corresponding metabotropic receptors. It is quite common for each of these
transmitters to mediate both fast and slow transmission at the same synapse by
activating multiple receptor populations. For example, ACh released from
preganglionic cells acts on both nicotinic and muscarinic receptors on post-
ganglionic cells in autonomic ganglia, mediating fast and slow effects of ACh
respectively. Catecholamine and peptide transmission are invariably slow. It is
extremely common for a given synapse to release more than one transmitter.
This is termed cotransmission and usually involves the release of a classical
transmitter, coupled with the co-release of one or more peptides at high stim-
ulus frequencies.

Transmitters are rapidly cleared from the synaptic cleft after release by one of
three methods, passive diffusion away from the cleft, reuptake into surrounding
neurons or glia, or enzyme degradation.



Section C - Synapses

C3 POSTSYNAPTIC EVENTS

Key Notes

Fast transmission

Opening of ligand-gated ion channels is responsible for fast transmission.

The flow of ions through the open channels causes postsynaptic
potentials to be generated on the postsynaptic membrane. These decay
with time and distance as they spread passively over the neuron surface.
Postsynaptic potentials are either excitatory or inhibitory.

Excitatory

postsynaptic
potentials

Activation of ionotropic receptors permeable to Na*, K* and Ca* results
in depolarizing excitatory postsynaptic potentials (epsps). When recorded
from the cell body they are caused by the activation of several synapses.

Inhibitory
postsynaptic
potentials

Slow transmission

Related topics

They are graded in size from about 0.5 to 8 mV depending on the number
of afferent inputs stimulated, and decay exponentially after 10-20 ms.
Most fast excitatory transmission is mediated by glutamate and
acetylcholine.

Fast inhibitory postsynaptic potentials (ipsps) are caused by activating
ionotropic receptors permeable to chloride ions. This is shown by the
equality between the reversal potential of the ipsp current and the
chloride equilibrium potential, =70 mV. Inhibitory postsynaptic potentials
have similar properties to epsps except for their inhibitory nature. An
increase in ClI” permeability will always be inhibitory since it will tend to
stabilize the membrane potential at the E,. This is true even if the resting
potential is greater than E and the ipsp is depolarizing. Most fast
inhibitory transmission is mediated by GABA and glycine.

Metabotropic receptor actions are intrinsically slower and longer lasting
than those of ionotropic receptors. Slow transmitters are often referred to
as neuromodulators because, apart from producing slow epsps and ipsps,
they have other diverse effects on cell behavior, because of the capacity of
metabotropic receptor second messenger systems to open or close a large
variety of ion channels throughout a neuron. Slow transmitters modulate
transmitter release, the action of fast transmitters, neuronal excitability
and gene expression.

Resting potentials (B1) Ionotropic receptors (D1)
Overview of synaptic function (C2) Metabotropic receptors (D2)
Neural integration (C4)

Fast transmission

The action of neurotransmitters on ligand-gated ion channels is rapid. Changes
in membrane potential occur within a millisecond or so and return to resting
potential in tens of milliseconds. This is fast neurotransmission. The binding of
transmitter to ligand-gated ion channels increases the permeability of the post-
synaptic membrane to whatever ions the channel conducts. This alters the
potential of the postsynaptic membrane, generating a postsynaptic potential.
These potentials are typically just a few millivolts in amplitude. They spread



58

Excitatory
postsynaptic
potentials

Inhibitory
postsynaptic
potentials

passively over the plasma membrane of the nerve cell, diminishing in size as
they move away from the postsynaptic membrane, and with time since their
generation. Postsynaptic potentials come in two flavors, excitatory and
inhibitory.

Activation of ionotropic receptors that are non-selective cation conductances
(i.e. those permeable to Na" plus K* and possibly Ca* also) depolarizes the
synaptic membrane. This is because the reversal potential for the current
through these receptors is close to zero. Since this brings the membrane poten-
tial of the neuron closer to the threshold voltage at which action potentials are
triggered, it increases the probability that the cell might fire. Hence depolarizing
synaptic potentials are termed excitatory postsynaptic potentials (epsps) and
the transmitter-receptor combination is described as excitatory. It is important
to note that an individual epsp has no chance of making a central neuron fire, it is
far too small to have a significant effect on the postsynaptic cell. Only when
many epsps are generated on a neuron within tens of milliseconds of each other
is there any prospect of driving the neuron across threshold. The major fast exci-
tatory transmitters are glutamate and acetylcholine. Glutamate transmission
was first studied in the spinal cord where sensory nerve axons from muscles
synapse directly with motor neurons (see Fig. 1). The synapses are axodendritic,
located on dendrites within about 600 mm of the cell body. Intracellular
recording from the motor neuron shows that the effect of electrically stimulating
the sensory nerve axons is to produce an epsp.

There are several important points to note about excitatory postsynaptic
potentials generally:

® [t is technically hard to record individual epsps at vertebrate synapses, so
generally the epsp resulting from the activation of several synapses is
recorded at the cell body.

® They are small and graded in size, ranging from fractions of a millivolt to
about 8 mV, depending on the number of afferent fibers being stimulated.
The reason for this is that if more afferent fibers are stimulated, then more
synapses are activated.

® There is a short delay of 0.5 to 1 ms between stimulating the afferents and the
generation of an epsp. This is called the synaptic delay.

® They typically last for about 10-20 ms before decaying exponentially.

Stimulus

I
05mv

5ms

Fig. 1. Excitatory postsynaptic potentials in spinal motor neurons in response to stimulating
a single sensory axon.

Activation of ionotropic receptors that conduct chloride ions channels reduces
the probability of neuron firing. The most important fast inhibitory transmitters
are y-aminobutyrate (GABA) and glycine. The effect of GABA can be seen in the
experiment illustrated in Fig. 2. Pyramidal cells in the cerebral cortex have many
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Fig. 2. Inhibitory postsynaptic potential in a pyramidal cell produced by GABA release from
an inhibitory (basket) neuron: (a) presynaptic action potential in basket cell, vertical scale bar
25 mV; (b) postsynaptic potential in pyramidal cell, vertical scale bar 0.5 mV.

GABAergic synapses impinging on them from interneurons. Most of these
synapses are axosomatic. By intracellular recording from the pyramidal cell it is
possible to see that the effect of activating the interneuron is to produce a
modest hyperpolarization. This is an inhibitory postsynaptic potential (ipsp)
because it carries the membrane potential away from the threshold for firing
action potentials. Inhibitory postsynaptic potentials have very similar properties
to epsps.

Voltage clamping of neurons shows the reversal potential of the current
responsible for fast GABA-evoked ipsps to be about —70 mV (Fig. 3). This is the
equilibrium potential for CI". Hence in response to the release of GABA the
permeability of the pyramidal cell to chloride ions increases. When the
membrane potential of the neuron is more positive than the reversal potential
CI enters the cell, making it more negative inside, i.e. the cell hyperpolarizes.

Fig. 3 shows that when the membrane potential of the neuron is initially more
negative than the reversal potential for chloride, ClI” leaves the cell, the cell
becomes less negative inside, i.e., the cell depolarizes. It is important to note that
this is usually still inhibitory. In both cases the effect of increasing Cl” perme-
ability is to force the membrane potential to remain at the chloride equilibrium
potential (E.) since whenever the membrane potential is not the same as E,
there will be an ionic driving force causing chloride ions either to leave or enter
the cell. The increased Cl” permeability therefore resists any tendency acting to
make the membrane potential move away from —70 mV, and so prevents it from

Command potential (mV)

V 0

ST 0

J\ 130
0.1 nA

10ms

Fig. 3. Reversal potential of fast GABA ipsps, found by voltage clamping. The reversal
potential is =70 mV.
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Slow transmission

being driven towards threshold. Because this inhibition effectively short circuits
epsps it is often referred to as shunting inhibition.

Metabotropic receptors affect ion channels only indirectly by way of a cascade
of events which take time to switch on and off. Consequently their effects are
slower in onset (tens of milliseconds to seconds) and longer lasting (seconds to
minutes) than ionotropic receptor action.

Metabotropic receptors can produce slow epsps and ipsps but are also able to
produce much more diverse effects on nerve cell behavior than ionotropic
receptors. For this reason slow transmitters are sometimes described as neuro-
modulators. The variety of their effects can be attributed to a number of factors.

1. Second messengers are freely diffusible so they spread through dendrites to
the cell body and even into the axon, bringing them into contact with chan-
nels throughout a nerve cell. Thus metabotropic receptor action is not
confined to synapses but determines the global behavior of a neuron.

2. Second messenger systems target a great variety of ion channels including;:
several types of voltage-dependent K* channels responsible for setting the
overall excitability of the cell membrane; voltage-dependent channels that
generate action potentials; Ca® channels required for transmitter release; and
ligand-gated ion channels. Metabotropic receptor activation can result in
channels closing as well as opening.

Key neuromodulatory effects of metabotropic receptors include:

® increases or decreases in transmitter release by acting at presynaptic
metabotropic receptors that open or close ion (usually Ca* or K*) channels in
the presynaptic membrane;

® altering the efficacy of fast transmitters by opening or closing ligand-gated
ion channels;

® modifying the excitability of cells by opening or closing voltage-dependent
ion channels.

An example of the latter is modulation of the M-type (muscarinic) K* channel
by acetylcholine acting on muscarinic receptors (Fig. 4). The M-channel is a

(a)

MI muscarinic ACh

cholinergic receptor C{ K*
il j[]é

|
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K, channel

Activated
Gs protein

(b)
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20 mV
10s

A

Fig. 4. Modulation of M-type (muscaninic) potassium (K,) channels. (@) ACh binding to Ml
muscaninic receptors closes K, channels. (b) Response of autonomic postganglionic neuron
to firing of the preganglionic cell. The slow epsp is due to K,, channel closure by ACh. (The fast
epsp is due to activation of nicotinic cholinergic receptors.)
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slow-activating, voltage-dependent potassium channel. It is closed by
muscarinic receptors. With fewer K* ions leaving the cell, it depolarizes
producing a slow epsp. Activating the M-channel makes the neuron more sensi-
tive to any excitatory input because, by Ohm’s law (AV = AIR), closing ion chan-
nels — equivalent to increasing membrane resistance (R) — means that less
current (Al) is needed to depolarize (AV) a cell to threshold. M-channels are
found in hippocampal pyramidal cells where, controlled by cholinergic inputs
from the septum (part of the limbic system), they modify the cell’s response to
excitatory glutamatergic inputs.

Metabotropic receptors can also have very long-lasting effects on nerve cells,
unrelated to their transient influence on cell permeability and electrical
excitability, because second messenger systems can act at the nucleus to alter
gene transcription. This can alter neuron geometry and bring about functional
and structural changes in connectivity between cells. Such mechanisms underlie
long-term memory.



Section C - Synapses

C4 NEURAL INTEGRATION

Key Notes

Neurons as
decision-making
devices

Small potentials (e.g. synaptic potentials) decay with time and distance.
This behavior underlies how individual nerve cells treat their inputs and
hence all information processing in the nervous system. Postsynaptic

potentials (psps) generated on a neuron, both excitatory and inhibitory,
add together (summate). If the result of this summation is that the axon
hillock membrane potential is driven beyond threshold, the neuron will
fire. So, whether or not a neuron will fire at any moment depends on how
many excitatory and inhibitory synapses are active, and where they are
located. It is by integrating synaptic inputs in this way that neurons act as
computational devices.

Summation

The summation of psps generated at slightly different times is temporal

Related topic

summation. The summation of potentials arriving on different parts of
the neuron is spatial summation. The geometry of a neuron determines
the size and time course of synaptic potentials as they spread, and hence
the extent of summation that occurs. If summation results in a sufficiently
large depolarization of the axon trigger zone a nerve cell will fire.

Postsynaptic events (C3)

Neurons as
decision-making
devices

Individual synaptic potentials are too small to activate voltage-dependent
sodium channels so they do not trigger action potentials. Instead they are
passively conducted over the nerve cell membrane, getting smaller with both
time and distance as they spread. This decay of small potentials is determined
solely by the physics of the neuron. Generally, the smaller the diameter of a
neuron, axon or dendrite along which a potential is spreading, the shorter the
distance over which it will decay, the faster this will happen, and the slower the
potential is conducted. This is crucial in determining how neurons integrate
their inputs and hence how information is processed in the nervous system. In
addition it accounts for why action potentials, which do not decay in time and
distance, are needed for long-distance transmission. Synaptic potentials decay to
zero within a few millimeters in most neurites, so cannot carry information any
great distances. However, some short interneurons (e.g. those in the retina) do
not fire nerve impulses, but rely on synaptic potentials for transmission along
neurites.

Many thousands of synapses are formed on a neuron, both excitatory and
inhibitory. At any given time a subset of these will be activated to generate
epsps and ipsps. A special property of these graded potentials is that they
summate, or add together. If a sufficient number of epsps are produced, in
summing they will drive the axon hillock membrane potential across the
threshold for triggering action potentials and the neuron will fire. The axon
hillock is crucial because, being the region of a neuron with the highest density
of voltage-dependent sodium channels, it has the lowest threshold. If at any
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Summation

instant insufficient excitatory synapses are activated, or a high level of excitatory
synaptic input is more than offset by the generation of ipsps from inhibitory
input, then the axon hillock will not be driven across the threshold and the cell
will not fire. So, neurons are decision-making devices. The decision — to fire or
not — is actually taken by the axon hillock on the basis of whether the sum total
of epsps and ipsps causes its membrane potential to go more positive than the
firing threshold. It is this operation that constitutes information processing by
individual neurons. In engineering terms, a synapse converts digital signals
(action potentials) into analog ones (postsynaptic potentials). The neuron then
integrates all its analog signals over a short time and compares the result of that
integration with a given threshold to decide whether to fire. When it does fire
the output is digital.

Experiments on pyramidal cells show that about 100 excitatory synapses, on
average, must be activated at the same time to trigger an action potential.
However, the efficacy with which a synapse can influence firing depends on its
position. Because postsynaptic potentials decay as they spread passively
towards the axon hillock, a synapse far out on a distal dendrite will have less
effect than one closer to the cell body. In this context it is noteworthy that on
pyramidal cells there are only about 250 inhibitory synapses on the cell body
but 10 000 or so excitatory axodendritic synapses. The relative strength of a
synapse in contributing to a neuron’s output is its weighting. This need not be a
fixed property but may change with time.

If an afferent neuron fires a series of action potentials in quick succession (a
volley), then the earliest psps generated in the postsynaptic cell will not have
time to decay before the next psps arrive. Hence successive psps summate over
time. This is referred to as temporal summation. If sufficient, temporal summa-
tion will cause the postsynaptic cell to reach firing threshold.

The summing of postsynaptic potentials generated at separate points on the
neuron surface is called spatial summation (Fig. 1). If a sufficient number of
excitatory synapses are activated in relation to inhibitory ones the cell will fire.

Although temporal and spatial summation are described as separate
processes, both occur together as a neuron is stimulated and it is their combined
effect which dictates whether it will fire. The precise details of how summation
works depend on a neuron’s geometry because this determines exactly how all
the synaptic potentials set up on the cell decay as they spread towards the axon
hillock. The frequency with which a cell fires, and how long it fires, is deter-
mined by the amplitude and duration of the depolarization of the axon hillock
membrane.

(a) (b)
j}_& A zm |

10 ms

Fig. 1. Spatial summation. In each case the upper trace is the summed response of the two
lower epsps generated at synapses: (a) a long way apart, (b) close together.



Section C - Synapses

C5 NEUROTRANSMITTER RELEASE

Key Notes
Vesicular release Neurotransmitter release occurs most commonly by calcium-dependent
exocytosis from vesicles, in response to excitation of the axon terminal by
action potentials. Non-vesicular calcium-independent release of
glutamate and GABA via transporters can occur under some
circumstances.
Release is quantal Transmitter is released in discrete packets, quanta, that correspond to

exocytosis from a single vesicle. The spontaneous, random release of a
single quantum causes miniature endplate potentials (at the
neuromuscular junction) or miniature postsynaptic potentials (at CNS
synapses). Postsynaptic potentials arise from the release of several quanta
simultaneously. At central synapses action potentials trigger
neurotransmitter release in only a proportion of occasions.

The role of calcium Calcium imaging shows how Ca* moves in space and real time through
cells. This reveals that following excitation of the nerve terminal calcium
influx is restricted to a small region, but the local concentration reaches
200 mM, sufficient to trigger the exocytosis mechanism for small synaptic
vesicles very rapidly.

Exocytosis from large
dense-core vesicles

Amines and peptides are released by high-frequency stimulation, only
after an appreciable delay, because large dense-core vesicles are situated
some distance from the active zone.

exocytosis vesicles from a reserve pool into a releasable pool. Binding of vesicle-
associated proteins and plasma membrane proteins permits the vesicles
to be docked at the active zone in close proximity to voltage-dependent
calcium channels. Partial fusion of the vesicle is achieved by priming,
mediated by the assembly of a macromolecular complex, and involving
the hydrolysis of ATP. The final rapid stage of exocytosis occurs when
excitation triggers Ca* influx. Binding of calcium to synaptotagmin
permits fusion to go to completion.

‘ Biochemistry of Several linked steps are involved in exocytosis. Recruitment shifts

l Endocytosis ‘ In the Heuser—Reese cycle vesicles are recycled. Vesicle membrane is
coated with clathrin so that it invaginates. Fission of coated vesicle is then
triggered by hydrolysis of GTP bound to dynamin. Once in the
cytoplasm the vesicle loses its clathrin coat.

l Kiss-and-run cycle

In central synapses, in addition to the Heuser—Reese cycle, a much faster
kiss-and-run cycle, with much simpler endocytosis, allows high levels of
release to be maintained by a small pool of vesicles.
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Refilling

Classical transmitters are imported into vesicles driven by the efflux of H*

Autoreceptors

Related topics

via specific transporters. The proton gradient is generated by a vesicular
proton ATPase. Peptides are packaged in the Golgi apparatus from which
vesicles bud to be transported to the axon terminal, itself incapable of
protein synthesis.

Autoreceptors respond to the transmitter released by the neuron in which
they are located. They occur at the presynaptic terminal, the soma and
dendrites. They regulate neurotransmitter release, synthesis, and neuron
firing rate, usually homeostatically.

Overview of synaptic function (C2) Nerve-muscle synapse (J1)
Calcium channels (C6)

Vesicular release

Release is quantal

Most neurotransmitter release occurs by transmitter-loaded synaptic vesicles
fusing with the presynaptic membrane so that the contents of the vesicle are
discharged into the synaptic cleft. This is an example of exocytosis. It is trig-
gered by the arrival at the nerve terminal of an action potential which causes a
transient and highly localized influx of Ca*. After release the vesicle membrane
is recycled from the presynaptic membrane to form new vesicles by endocy-
tosis. The vesicles are subsequently loaded with transmitter via active trans-
porters localized in the vesicle membrane.

Under some circumstances non-vesicular, Ca*-independent release of trans-
mitters, particularly GABA and glutamate, can be seen. This is thought to occur
by the reversal of transport mechanisms that normally serve to reuptake trans-
mitter from the synaptic cleft back into the nerve terminal.

In vesicular release, neurotransmitter is secreted in discrete packets or quanta.
Each quantum represents the release of the contents of a single vesicle, about
4000 molecules of transmitter. At the neuromuscular junction (nmj), ACh
released from a single vesicle diffuses across the cleft in about 2 ps, reaching a
peak concentration of around 1 mM, activating 1000-2000 nAChR, to give a
depolarization of the muscle fiber membrane locally of approximately 0.5 mV.
Such events occur randomly and spontaneously under resting conditions and
are called miniature endplate potentials (mepps). The endplate potential
produced by a single action potential arriving at the motor neuron terminal
results from the summation of about 300 quanta being liberated simultaneously
from around 1000 active zones, presynaptic membrane regions specialized for
transmitter release.

At CNS synapses miniature postsynaptic potentials (mpsps) are seen. They
are the equivalent of mepps at the nmj. Miniature endplate potentials are excita-
tory or inhibitory, depending on the transmitter, and are due to the release of
transmitter from a single vesicle acting on only 30-100 receptors that lie under
the active zone of central synapses. Excitatory and inhibitory postsynaptic
potentials represent the summation of multiple mpsps, generated by an action
potential invading several active zones simultaneously. This happens either
because axons branch to form several discrete terminals or because some termi-
nals have more than one active zone.

The active zone of many CNS synapses appears to have only one release site.
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The role of
calcium

Exocytosis from
large dense-core
vesicles

Biochemistry of
exocytosis

This is known as the one vesicle or one quantum hypothesis. However trans-
mitter release does not happen every time an action potential arrives at the
presynaptic terminal. Individual active zones behave in an all-or-none fashion
because an action potential will either trigger the release of the single quantum
or not. The proportion of successes will reflect the probability of release. At
central synapses the probability of release varies between different sites and at
least at some synapses it also depends on the recent history of the synapse.

The arrival of an action potential at a nerve terminal causes an influx of Ca*
through voltage-dependent calcium channels. Direct evidence for the role of
calcium is provided by calcium imaging, a technique which makes visible how
Ca™ signals spread in time and space through cells. Fluorescent dyes are used
which on binding Ca* absorb UV light at a different wavelength than they do in
the unbound state. Neurons are preloaded with the dye and the emission of UV
from the dye is observed in response to its excitation by the two distinct absorp-
tion wavelengths. This gives a quantitative measure of how the concentration of
Ca* changes in the neuron in real time.

This technique shows that it takes about 300 ps for calcium channels at the
active zone to open in response to an action potential. The driving force for
calcium entry is extremely high because of the large concentration gradient. The
free Ca* concentration at rest in a terminal is 100 nM whilst the external concen-
tration is about 1 mM. Despite this huge concentration gradient, the presence of
diffusion barriers and calcium buffers in the terminal restrict the rise in calcium
concentration to within 50 nm of the channel mouth. This region is called a
calcium microdomain. The [Ca*] within 10 nm of the channel mouth rises to
100-200 uM, which matches the half-maximal concentration of Ca* for gluta-
mate release. Several overlapping microdomains cooperate to trigger the release
of a vesicle in close proximity.

In contrast to small clear synaptic vesicles (SSVs), the mechanism for release
from large dense-core vesicles (LDCVs) vesicles takes longer and has a higher
affinity for calcium (half-maximal release occurs at about 0.4 pM), because only
a small amount of Ca* manages to diffuse to the LDCVs, which are some
distance from the active zone. Hence exocytosis of amines and peptides occurs
with a delay of about 50 ms and only in response to high-frequency stimulation
of the neuron which causes high levels of calcium influx.

Exocytosis from SSVs involves several linked steps, most of which need
calcium. Nerve terminals contain two pools of SSVs. The releasable pool is
located at the active zone and can take part in repeated cycles of exocytosis and
endocytosis at low neuron firing frequencies. The reserve pool consists of vesi-
cles tethered to cytoskeletal proteins, and can be mobilized by repetitive stimu-
lation to join the releasable pool. This is called recruitment. Liberation of a
vesicle from the cytoskeleton requires Ca**-dependent phosphorylation of
synapsin I, a protein which anchors vesicles to actin filaments in the terminal.
Vesicles are aligned at specific sites in the active zone by a process termed
docking, which involves SNARE proteins (Fig. 1). A vesicle-associated protein,
synaptobrevin (v-SNARE, VAMP) binds with high affinity to a presynaptic
membrane protein, syntaxin (t-SNARE). Syntaxin is closely associated with
voltage-dependent calcium channels ensuring that the release machinery is opti-
mally placed to receive the Ca® signal. Synaptobrevin and syntaxin, together
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Synaptotagmin

Synaptobrevin membrane
é\ Ca2* binding domain
SNAP-25

—_Presynaptic
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Syntaxin  Ca?+*  VDCaC

Fig. 1. Proteins involved in the docking of neurotransmitter vesicles. VDCaC, voltage-
dependent calcium channel.

with a third protein crucial for docking, SNAP-25, are targets for botulinum
and tetanus toxins that are powerful inhibitors of neurotransmitter secretion.

After docking comes another calcium-dependent step, priming, in which a
number of soluble cytoplasmic proteins form a transient complex with the
SNAREs, resulting in partial fusion of vesicle and presynaptic membranes. This
step involves the hydrolysis of ATP.

Primed vesicles are poised for exocytosis, requiring only a large pulse of Ca*
to permit complete fusion of the vesicle and presynaptic membranes and
opening of the fusion pore through which exocytosis occurs. A calcium-binding
protein located in the vesicle membrane, synaptotagmin, is the Ca* sensor in
the exocytotic machinery. In the absence of calcium it prevents complete fusion
but when it binds Ca* it undergoes a conformational change which allows
fusion to proceed. This final stage is fast. It must occur within 200 ps.

Endocytosis Following exocytosis, synaptic vesicles are recycled within 30-60 s by endo-
cytosis. Firstly, the vesicle membrane acquires a clathrin coat, distorting it so
that it invaginates into the terminal. Next a GTP-binding protein, dynamin,
forms a collar around the neck of the invagination. Dynamin has an intrinsic
GTPase activity which hydrolyzes the bound GTP so triggering the fission of the
coated vesicle from the presynaptic membrane. The GTP bound form of
dynamin requires calcium, so the same rise in nerve terminal Ca* concentration
responsible for exocytosis also enables endocytosis. Once free in the terminal the
vesicle loses its clathrin coat (Fig. 2).

GTP
Endocytosed
Vesicle vesicle
Dynamin  Clathrin membrane
Presynaptic E—
membrane —= \ GTP GDP+P, ——— GDP
Fusion pore Dynamin

Fig. 2. Vesicle endocytosis. Reprinted from Revest, P.A. and Longstaff, A. (1998) Molecular Neuroscience. © BIOS
Scientific Publishers Ltd, Oxford.
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Kiss-and-run cycle The above account describes the Heuser-Reese cycle, based on studies of the

Refilling

Autoreceptors

neuromuscular junction. A recently documented kiss-and-run cycle also oper-
ates at central synapses. Here the vesicle membrane fuses with the presynaptic
membrane to open a pore through which transmitter discharges, after which
the pore closes and the vesicle disengages. There is no complicated endocytosis.
Because this mechanism has a cycle time of only one second it is able to
support extended periods of high release with only 3540 vesicles in the re-
cycling pool.

Vesicles are reloaded with neurotransmitter in the nerve terminals. The vesicles
are acidified by the action of a proton ATPase. The transport of transmitter into
vesicles is then driven by secondary active transport with H* efflux providing
the energy (Fig. 3). Vesicle transporters have been identified for a number of
transmitters including glutamate, ACh and catecholamines, but not yet for
GABA. They are large glycoproteins with 12 transmembrane segments.
Surprisingly, they seem unrelated to neurotransmitter transporters located in
plasma membranes of neurons or glia. Peptide transmitters, after synthesis on
ribosomes in the cell body, are secreted into the lumen of the rough endo-
plasmic reticulum (RER), and packaged for export by the Golgi apparatus, from
which the loaded vesicles are budded. These are then moved to the terminal by
fast axoplasmic transport. This is necessary because nerve terminals are devoid
of ribosomes and incapable of protein synthesis.

ATP

H+
Vesicle
neurotransmitter ADP + P;
transporter

Proton ATPase

Neurotransmitter

Fig. 3. Vesicle refiling. Reprinted from Revest, P.A. and Longstaff, A. (1998) Molecular
Neuroscience. © BIOS Scientific Publishers Ltd, Oxford.

Neurotransmitter receptors are not confined to the postsynaptic membrane but
also exist in the presynaptic membrane, where they are termed presynaptic
receptors, and over the cell body and dendrites. If these are receptors for the
transmitter released by the neuron in which they are located, they are auto-
receptors. Autoreceptors, which are invariably metabotropic receptors, have
several functions that are normally homeostatic. Those on the presynaptic
membrane are involved in regulating neurotransmitter release. Most (but not
all) presynaptic autoreceptors decrease the release of neurotransmitter by
reducing calcium influx into the presynaptic terminal. This is a negative
feedback mechanism either to avoid excessive excitation, or to curtail post-
synaptic receptor desensitization, which would reduce the sensitivity of the
synapse.

Autoreceptors can also decrease the synthesis of transmitter (e.g. of cate-
cholamines and serotonin by their respective neurons) and some dopaminergic
neurons have dopamine receptors on their dendrites and cell body which regu-
late neuron firing rate.
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Some presynaptic receptors are receptors for transmitters not secreted by the
neuron in which they are situated. These heteroceptors also regulate transmitter
release. For example, GABA; receptors exist presynaptically at glutamatergic
synapses where they reduce glutamate release. It is assumed that they are acti-
vated by GABA that has diffused from neighboring synapses.



Section C - Synapses

C6 CALCIUM CHANNELS

Key Notes

Channel
characterization

Calcium channels are responsible for excitation—secretion coupling in
neurons, dendritic action potentials and excitation—contraction coupling

in muscles. There are several types of calcium channel that can be
characterized by their electrophysiology (activation voltage, conductance,
time course of inactivation), by their susceptibility to blockade by specific
drugs or toxins, and by their distribution.

Channel types

Most calcium channel types are activated by quite large depolarization.

L-type channels are responsible for excitation—contraction coupling in
muscle. They are blocked selectively by calcium channel antagonists. N-,
P- and Q-type channels are all implicated in neurotransmitter release.
They can each be blocked selectively by toxins. These channels may
coexist at some synapses, each contributing to the calcium influx required
for exocytosis. T-type channels are activated by small depolarizations.
This property underlies burst firing of thalamic neurons.

Molecular biology of
voltage-dependent
calcium channels

A functional calcium channel consists of an ol subunit which closely
resembles a voltage-dependent sodium channel, together with auxiliary
proteins which modify channel properties. That there are many different

Related topics

isoforms of a1 subunits is the cause of the diversity of channel types.

Channel molecular biology (B4) Sleep (M5)
Neurotransmitter release (C5) Epilepsy (P4)
Nerve-muscle synapse (J1)

Channel
characterization

Channel types

Voltage-dependent calcium channels control the influx of calcium, which
couples excitation to secretion of transmitter. They are also responsible for
calcium action potentials in dendrites, and for excitation—contraction coupling
in skeletal, cardiac and smooth muscle. There are several distinct types of
calcium channel. They are all Ca* selective and activated by depolarization but
can be differentiated by their electrophysiological properties, their sensitivity to
drugs or toxins, and their distributions and functions in the nervous system. The
electrophysiological criteria used to distinguish the channels include:

® The size of the depolarization needed to activate them. High-voltage acti-
vated (HVA) need a large depolarization, and low-voltage activated (LVA)
require only a small depolarization.

® The conductance of the channel.

® The time course of inactivation.

These are summarized in Table 1. L-type channels are HVA and require depolar-
ization to 20 mV for activation. L-type channels are located in proximal
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Molecular
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Table 1. Calcium channel types

Type Named for Electrophysiology Location
L Long-lasting HVA (=20 mV) Pyramidal cells
Slowly inactivating Skeletal, cardiac and smooth muscle
Endocrine cells
T Transient LVA (-65 mV) Cardiac muscle
Rapidly inactivating Neurons (e.g. thalamic)
Endocrine cells
N Neuronal HVA (-20 mV) Neurons
Moderate inactivation
P Purkinje cell HVA (-50 mV) Cerebellar Purkinje cells
Non-inactivating Mammalian neuromuscular junction
Q Q after P HVA Cerebellar granule cells
R Remaining HVA and LVA

HVA, high voltage activated; LVA, low voltage activated.

dendrites of pyramidal neurons and contribute to their excitability but are not
the presynaptic calcium channels involved in neurotransmitter release. They are
the major calcium channels of excitation—contraction coupling. They are the only
channel type so far which can be targeted by therapeutically useful agents, the
calcium channel antagonists. These are mostly used in cardiovascular medicine.
Unfortunately they have not proved effective for the treatment of strokes in clin-
ical trials.

Three types of HVA calcium channel are implicated in transmitter release by
the ability of selective toxins to block release. N-type channels, found on a
variety of neurons, can be blocked by ®-conotoxin from the cone snail Conus
geographus and play a more prominent part in GABA than glutamate release. P-
type channels can be blocked by toxins of the funnel web spider Agenelopsis
aperta, and are responsible for GABA release from cerebellar Purkinje cells (for
which these channels are named), and also for a substantial fraction of gluta-
mate release from pyramidal cells and ACh release at the mammalian neuro-
muscular junction. Glutamate release from cerebellar granule cells and a
fraction of glutamate release from pyramidal cells is controlled by Q-type chan-
nels blocked by w-conotoxin from Conus magus. Different types of calcium
channel may coexist in the same terminal where each makes a contribution to
transmitter release.

T-type channels are LVA channels, activated by depolarizations beyond —65
mV and relatively rapidly inactivating. These properties mean that they can
generate burst firing of excitable cells. They are important in the thalamus.

Calcium channels are macromolecular complexes composed of five different
subunits. One, the o1 subunit is the functional channel (the other subunits are
auxiliary proteins which can modify channel properties) and resembles the
voltage-dependent sodium channel. There are many distinct ol subunits
because there are six genes which code for different versions and each is
subjected to alternative splicing. This accounts for the diversity of channels.



Section C - Synapses

C7 NEUROTRANSMITTER
INACTIVATION

Key Notes

The reason for
inactivation

Inactivation of transmitter action occurs so that synapses can be
modulated on a fast timescale, and to curtail receptor desensitization.

Inactivation can occur by enzyme degradation, by transport out of the
cleft back into neurons or glia, or by diffusion away from the synapse.

l Enzyme degradation ‘ Acetylcholine is hydrolyzed by acetylcholinesterase. The liberated choline

is taken up into the nerve terminal via a high affinity Na*-dependent
cotransport system. ATP is also inactivated enzymically.

l Transport

] Reuptake from the synaptic cleft into neurons (and glia in the case of the

amino acids) is a major mechanism for the inactivation of the classical
transmitters. Two major families of transporters are involved. These
molecules are unrelated to the vesicular transporters for transmitters.
Cocaine exerts its effects by blocking the dopamine transporter. Serotonin
transporters are thought to be the crucial targets for antidepressant
drugs.

Diffusion

Diffusion away from the synaptic cleft is the major mode of inactivation

Related topics

of the peptides and is also probably important for glutamate and GABA.
The large size of the peptides makes their diffusion slow and accounts for
their protracted action.

Overview of synaptic function (C2) Nerve-muscle synapse (J1)
Acetylcholine (D7) Depression (P2)

The reason for
inactivation

Enzyme
degradation

Inactivation is necessary to ensure that synapses respond to rapid changes in
presynaptic neuron firing frequency. Without it the postsynaptic cell could not
be updated on recent changes in incoming signals. In addition, by clearing
transmitter from the synaptic cleft, inactivation limits receptor desensitization.
There are three ways in which transmitter can be inactivated and they are not
mutually exclusive: enzymic degradation, transport out of the synaptic cleft
back into neurons or glia, or by passive diffusion away from the synapse.

Many enzymes are involved in the catabolism of both classical and peptide
transmitters and pharmacological manipulation (e.g. inhibition) of many of
these can have consequences for synaptic transmission. However, only in a
couple of cases is enzyme-catalyzed degradation important in the physiological
inactivation of transmitter. Acetylcholine is hydrolyzed by acetylcholinesterase
(AChE), which cleaves the transmitter molecule into choline and acetate.
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Transport

Choline is taken back into the presynaptic nerve terminal by a Na‘'-dependent
transporter. AChE has an extremely high catalytic activity and at the nmj can
reduce the concentration of ACh from about 1 mM immediately after release to
virtually zero in about 1 ms.

ATP, a cotransmitter at some synapses, is the only other molecule in which
enzyme degradation is important for its synaptic inactivation.

Many classical transmitters are inactivated by their removal from the cleft via
high-affinity, saturable, secondary active transport. The amino acid transmitters
may be transported into both neurons or glia whereas amines are transported
only into neurons. Two families of transporter have been identified which serve
this function:

1. Na*/K*-cotransporter family constitutes the glutamate (and aspartate) trans-
porters. Three have been discovered so far, two present in glia (astrocytes)
and one localized in neurons. Glutamate transport is electrogenic, that is, it
results in a modest potential difference being set up across the membrane,
inside positive (see Fig. 1). A consequence of this is that excessive depolariza-
tion of the membrane can reverse the direction of the transport causing gluta-
mate efflux into the cleft. This can result in excitotoxicity. Glutamate
transporters have been cloned and sequenced.

Synaptic Neuron

AN
|/

-+

Glu™

+

3 Na

Fig. 1. Glutamate transport by a Na'/K* cotransporter.

2. Na*/Cl-cotransporter family (Fig. 2). This is a large family and includes
three GABA transporters (GATs), the transporters for noradrenaline/adrena-
line (norepinephrine/epinephrine), dopamine, serotonin, glycine, and the
high-affinity transporter for choline. The three GABA transporters are all
expressed in both neurons and glia yet pharmacological experiments can
distinguish glial from neuronal GABA uptake. It is likely then that more
GABA transporters remain to be discovered. The noradrenaline (norepineph-
rine) and serotonin transporters are the targets for the tricyclic antidepressant

Synaptic Neuron
cleft
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o 1N
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Fig. 2. GABA transport by a Na*/Cl~ cotransporter.
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Diffusion

class of drugs. The recent development of drugs acting at the serotonin trans-
porter, selective serotonin reuptake inhibitors (SSRIs), such as fluoxetine
(Prozac), is proving useful in the treatment of depression, although recently
questions have been raised about their safety and efficacy. The dopamine
transporter is the target for cocaine. By inhibiting dopamine reuptake,
cocaine deranges dopamine transmission in reward pathways in the brain,
accounting partly for its addictive properties. Many members of this family
have been sequenced. They are large glycoproteins with 12 transmembrane
segments, but have no homology with vesicle dopamine transporters.

Despite the existence of transporters, diffusion out of the synapse may be
important for the inactivation of glutamate and GABA at synapses in the cere-
bral cortex. There is no high-affinity reuptake for peptides and although
peptides may be internalized by neurons via receptor-mediated endocytosis and
then degraded by non-specific peptidases, this is probably not an important
mechanism for their inactivation. Hence the major route for terminating the
synaptic action of peptides is by diffusion. However peptides are very much
larger than the small classical transmitter molecules and there are significant
barriers for free diffusion out of the cleft. This means that peptides clear only
slowly from a synapse, which helps to explain why their actions can be so
prolonged.



Section D - Neurotransmitters

D1 IONOTROPIC RECEPTORS

Key Notes

Ligand-gated ion
channel receptors

These receptors fall into two classes, the nicotinic receptor family and the
ionotropic glutamate receptors. All consist of several subunits arranged

around a central pore.

Nicotinic receptor
family

The nicotinic receptor superfamily members are pentamers assembled
from several distinct subunits. Each subunit has four transmembrane

segments that are either o-helices or B-pleated sheets and extracellular N
and C terminals. Both nicotinic cholinergic receptors (nAChR) and
GABA, receptors show allostery (positive cooperativity) in ligand
binding. The nAChR receptor ion channel is permeable to both Na* and
K* while the GABA, receptor is a chloride permeable channel.

Pharmacology of
GABA, receptors

The GABA, receptor has allosteric sites for binding benzodiazepines,
barbiturates and steroid anesthetics. These drugs all enhance inhibition

Ionotropic glutamate
receptor family

Related topics

by increasing CI” conductance. Benzodiazepines have antianxiety and
anticonvulsant profiles. Inverse agonists decrease Cl- conductance and
have an anxiety-producing, pro-convulsant profile. Barbiturates are
sedative and used for anesthetic induction. Both benzodiazepines and
barbiturates have roles in epilepsy treatment.

Most fast transmission by glutamate is via AMPA /kainate receptors,
which have a tetrameric structure. Their pore region resembles a
potassium channel, but inside-out in membrane orientation. Most native
AMPA receptors are permeable to Na* and K* but some are also Ca*
permeable. NMDA receptors are important because of their involvement
in learning and memory, and neuropathologies, including epilepsy and
strokes. They share only weak homologies with other ligand-gated ion
channels. They are Ca** permeable and are blocked by Mg**except at
depolarizing potentials. They have a requirement for glycine as a co-
agonist and binding sites for Zn*', polyamines and several drugs.

Overview of synaptic function (C2) Cell physiology of learning (O3)
Postsynaptic events (C3) Strokes and excitotoxicity (P3)
Nerve-muscle synapse (J1) Epilepsy (P4)

Ligand-gated ion
channel
receptors

Ligand-gated ion channel receptors can be divided into two families (see Table
1), the conventional ligand-gated ion channels typified by the nicotinic cholin-
ergic receptor, and the ionotropic glutamate receptor family. All ligand-gated
ion channels are thought to consist of several subunits clustered around a
central pore. Usually several distinct subunits aggregate to form a receptor, with
different combinations conferring different functions.
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Nicotinic
receptor family

(a)

Table 1. Ligand-gated ion channels

Nicotinic receptor family nAChR
GABA,
GABA;
glycine
5-HT,

Glutamate receptor family GIluR1-GluR4  (AMPA receptors)
GIluR6 (kainate receptors)
NMDAR

The nicotinic receptor family are pentamers, that is they consist of five subunits.
The nicotinic receptor (nAChR) is responsible for fast acetylcholine transmis-
sion. It has the subunit configuration 2o, B, v, 8. The subunits share modest
amino acid homologies both with each other and with corresponding subunits
across widely differing species. Each subunit has extracellular N and C termi-
nals and four transmembrane segments (M1-M4) of uncertain secondary struc-
ture. Although an o-helical structure has usually been accepted, there are
powerful theoretical arguments in favor of a B-pleated sheet configuration for
the transmembrane segments (Fig. 1).

Each of the a-subunits has a binding site for acetylcholine, thus each receptor
binds two molecules of ACh. Binding of one molecule of ACh to a receptor
makes binding of the second easier. This is an example of allostery (see Instant
Notes in Biochemistry). The channel is a non-selective cation conductance
allowing Na* influx and K* efflux. The net current is inward (i.e. depolarizing)
so ACh is excitatory at nicotinic receptors.

GABA, receptors are responsible for all fast GABA transmission. Their activa-
tion opens a channel selective for CI". They are aggregates of various combina-
tions of subunits designated o, B, v, 6 and p (which should not be confused with
nAChR subunits with the same designation), but because each subunit comes in
a number of versions, isoforms, a large number of distinct GABA, receptors
may exist. GABA subunits have some homology with nAChR subunits. Indeed
the binding site for GABA-binding site is structurally similar to the acetyl-
choline-binding site, with two molecules of GABA acting allosterically to open
the channel.

(b)

Central pore

ACh
binding site

ACh binding site

Plasma
membrane

Fig. 1. The nicotinic receptor family: (a) pentameric arrangement of subunits; (b) cartoon of subunit secondary structure.
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Pharmacology of
GABA, receptors

lonotropic
glutamate
receptor family

The GABA, receptor contains binding sites for several major classes of drugs.
Typical benzodiazepines (e.g. diazepam) are allosteric agonists in that they
bind to a benzodiazepine-binding (BZ) site distinct from the GABA-binding
site, increasing the affinity of the receptor for GABA, which causes the chloride
channel to open more frequently. The overall effect is to potentiate the
inhibitory effect of GABA without prolonging it, and this presumably accounts
for their anti-anxiety and anticonvulsant actions.

Benzodiazepines have a place in the short-term treatment of anxiety (depen-
dence is seen with long-term use) and (intravenously) as sedatives or basal anes-
thetics in minor surgery. Most benzodiazepines are too sedative to be used for
maintenance therapy in epilepsy, but intravenously they can be life-saving in
severe seizures.

Inverse agonists bind the BZ site and decrease channel opening. Not surpris-
ingly they have the unpleasant pharmacological profile of being anxiogenic
(anxiety-causing) and pro-convulsant. One benzodiazepine, flumazenil, is an
antagonist at the BZ site. It reverses the effect of intoxication by benzodiazepine
agonists and ethanol. For some years there has been speculation that there may
be an endogenous ligand for the BZ site, presumed to play a role in fear
responses. To date this is unproven.

The barbiturates and steroid anesthetics also have allosteric actions at the
GABA , receptor — each at their own distinct binding sites — but the effect of these
drugs is to prolong the length of time that the chloride channel is open so that
GABA inhibition lasts longer. Highly lipophillic barbiturates, such as thiopen-
tone, cross the blood-brain barrier easily, and are administered intravenously for
the rapid induction of anesthesia. Although all barbiturates are sedative, pheno-
barbitone remains an option in the treatment of some types of epilepsy.

The ionotropic glutamate receptors (iGluRs), which have a tetrameric quater-
nary structure, share only weak homologies with the nicotinic receptor super-
family. There are three populations of iGluRs, defined by selective agonists;
AMPA receptors, kainate receptors and NMDA receptors. All are relatively
non-selective cation channels, though NMDA receptors and some AMPA recep-
tors favor calcium permeation.

The most likely secondary structure for the AMPA and kainate receptor
subunits is shown in Fig. 2. Hydropathicity profiles suggest the presence of three
transmembrane (TM) segments and a loop (TMII), which inserts into the
membrane and probably contributes to the pore. The region spanning
TMI-TMIII bears a striking resemblance to the S5-H5-56 region of potassium
channels, albeit oriented in the membrane in the opposite sense. These receptors
may thus have evolved from some ancient potassium channel.

LN

Plasma
membrane

T/\j’lm

Fig. 2. lonotropic glutamate receptor subunit structure.
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Most AMPA receptors are formed by GluR2 subunits together with either
GluR1 or GluR3 subunits. GluR2 subunits have several rather special roles in
AMPA receptors:

1. They control the voltage gating of the receptor.

2. They come in two forms that differ in their TMII region by just one amino
acid. Receptors with one version are Na*and K* channels, whereas those
with the other version are Ca?* channels.

3. The GluR2 subunit controls the transport of AMPA receptors to the post-
synaptic membrane.

4. By binding an as yet unidentified protein, GluR2 subunits of AMPA recep-
tors stimulate the growth of dendritic spines on cortical pyramidal cells.

The NMDA receptor is named after the selective agonist N-methyl-D-
aspartate. The receptor is important because it is implicated in key aspects of
brain function such as development, learning and memory, and in pathologies,
e.g. strokes and epilepsy. NMDA receptors are the target for dissociative anes-
thetics (e.g. ketamine). They also harbor the sigma opioid binding site, so called
because it is responsible for the psychotomimetic — schizophrenia-mimicking —
effects of some opioids and phencyclidine. NMDA receptors have some
unusual properties that are summarized below:

1. They are both ligand- and voltage-gated. At resting membrane potentials
glutamate will bind to the receptor but the ion channel is blocked by Mg*
ions. This blockade is lifted only by a large depolarization. In other words,
the ion channel is only opened if glutamate binds and the receptor experi-
ences depolarization at the same time.

2. The ion channel is permeable to Ca** as well as Na* and K*. Under some
circumstances calcium entry through NMDA receptors can be a significant
factor in raising intracellular Ca®* concentrations.

3. Glycine, normally an inhibitory transmitter that acts via receptors that are
very similar to GABA, receptors, acts as a co-agonist at NMDA receptors.
Glycine acts allosterically to dramatically potentiate the effects of glutamate.
The concentration of glycine available to the receptor in vivo is about that
needed to give maximum potentiation.

4. NMDA receptors can be modulated in complicated fashion by Zn*" ions and
by polyamines such as spermine. Generally, in vivo, zinc inhibits while sper-
mine potentiates the action of glutamate on NMDA receptors.

The structural complexity of NMDA receptors matches their functional
complexity. The subunits from which they are assembled are broadly similar to
the AMPA and kainate receptor subunits. Five genes code for NMDA receptor
subunits. The nmdarl gene codes for the NR1 subunit. These can form homo-
meric channels with all the properties of native NMDA receptors. The
remaining four genes code for NR2 subunits A-D. In addition numerous
subunit isoforms are made by alternative splicing (see Instant Notes in Molecular
Biology) which increases the number of possible distinct NMDA receptors. On
their own NR2 subunits cannot form channels. However, they will form func-
tional channels together with NR1 subunits.

The NRI1 subunit can simultaneously bind the proteins Eph B2 and ephrin B,
located in the post- and presynaptic membranes respectively. This increases the
Ca* entry through the NMDA receptor in response to glutamate, necessary for
forming dendritic spines during brain development.



Section D - Neurotransmitters

D2 METABOTROPIC RECEPTORS

Key Notes

G protein-linked
receptors

Many neurotransmitter or hormone receptors and sensory transduction
molecules are G protein-linked receptors. They have seven

transmembrane segments (TMI-TMVII). The third cytoplasmic loop
between segments V and VI interacts with the G protein. Ligand binding
of peptides occurs to external parts of the receptor, amines bind to sites
embedded in the membrane. The metabotropic glutamate receptors form
a separate family distinguished by their large N terminal end which
contains the glutamate-binding site.

G proteins

Metabotropic receptors are coupled to ion channels or second messenger

enzymes via trimeric GTP-binding proteins, G proteins. There are several
different G protein families with their own particular targets. Binding of
ligand to receptor causes liberation of a GTP bound form of G protein
which activates its targets. The intrinsic GTPase activity of the G protein
rapidly hydrolyzes the GTP, hence curtailing its own activity.

Activation of
adenylyl cyclase

G, proteins activate adenylyl cyclase, which converts ATP to cyclic
adenosine monophosphate (cAMP). This second messenger molecule

activates protein kinase A, which phosphorylates its target proteins. The
cAMP is subsequently degraded by phosphodiesterases. Depletion of
cAMP, the action of phosphatases and receptor desensitization all act to
curtail the effects of the cAMP second messenger system.

Inhibition of
adenylyl cyclase

G; proteins inhibit adenylyl cyclase. The activity of this enzyme and so
the concentration of cAMP in a cell at any time therefore depends on

activation of receptors coupled to Ggrelative to those coupled to G;.

Phosphoinositide
second messenger
system

G, proteins activate phospholipase C, which cleaves a membrane
phospholipid to generate two second messenger molecules.
Diacylglycerol (DAG) activates protein kinase C. Inositol trisphosphate

Related topics

(IP;) mobilizes calcium from internal stores to raise cytoplasmic Ca*
concentration, which activates calcium-dependent protein kinases.

Overview of synaptic function (C2) Neurotrophic factors (N6)
Retina (G3) Cell physiology of learning (O3)
Olfactory receptor neurons (I1)

G protein-linked
receptors

G protein-linked receptors form a huge superfamily. Its members include recep-
tors for slow neurotransmitters, many hormones, and sensory transduction
molecules important in vision, smell and taste. Responses produced by these
receptors may last for seconds or minutes. Detailed X-ray diffraction studies of
one member of the superfamily allowed its structure to be deduced and all other
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Fig. 1. G protein-linked receptors: cartoon showing transmembrane segments and ligand
binding sites; each of the Roman numerals designates a transmembrane segment.

members are assumed to be the same, based on the homologies they share in
their primary sequences. This structure is illustrated in Fig. 1.

The key features include seven membrane-spanning segments (I-VII) and the
third cytoplasmic loop that couples to the G protein. The peptide-binding recep-
tors have their binding domains associated with several extracellular regions. In
those receptors that bind small amines the ligand binds to membrane-spanning
regions embedded quite deeply in the membrane. Although metabotropic gluta-
mate receptors are G protein-linked receptors they have little homology with the
others, and have a large N terminal end which binds glutamate.

G proteins, trimers consisting of o-, B-, and y-subunits, are so called because the
o-subunit binds GTP. Binding of neurotransmitter to metabotropic receptors
activates their associated G proteins, which may do one or both of the following:

® They may interact directly with ion channels causing them to open or close.

® They may interact with enzymes, e.g. adenylyl cyclase and phospholipase C,
to switch on or off second messenger cascades that regulate ion channels and
other proteins by phosphorylation.

The cycle of events by which a G protein couples metabotropic receptor acti-
vation to second messenger modulation is shown in Fig. 2.

Binding of the transmitter allows the receptor and G protein to couple. GDP
leaves the a-subunit in exchange for GTP. In its GTP-bound form the G protein
dissociates into separate o and P/y-subunits. The o-subunit activates the
enzyme. The o-subunit has an intrinsic GTPase activity that cleaves the terminal
phosphodiester bond in the GTP converting it to GDP. In its GDP-bound form
the o-subunit uncouples from the enzyme, which reverts to its basal activity.
One purpose of this cycle is to act as an amplifier. A single transmitter-binding
event results in several cycles of G protein shuttling between receptor and
enzyme. Furthermore the enzyme will have time to catalyze the synthesis of
hundreds of second messenger molecules before it is switched off by the hydrol-
ysis of the G protein-bound GTP.
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Activation of
adenylyl cyclase

(b)

(d) GDP+P;

Fig. 2. Coupling of metabotropic receptors to second messenger systems by G proteins.
N, Neurotransmitter; R, receptor; E, enzyme.

There are several distinct G proteins, differing largely in their a-subunits. Gg
and G; interact with adenylyl cyclase, G, with phospholipase C. Despite this
multiplicity, G proteins serve as a point for convergence of signals impinging on
a neuron because many receptors talk to just a few second messenger systems.
Table 1 lists some of the major G-protein-linked receptors for selected transmit-
ters, together with the second messenger systems they are coupled to.

Adenylyl cyclase is activated by a specific family of G proteins, the Gg proteins,
so called because their action on adenylyl cyclase is stimulatory. The enzyme
catalyzes the conversion of ATP to cyclic adenosine-3’,5-monophosphate
(cAMP). This second messenger molecule diffuses freely through the cytoplasm
and binds to a kinase enzyme, protein kinase A (PKA), which is thereby
switched on (Fig. 3). The kinase then phosphorylates target proteins that have
the appropriate amino acid sequence to recognize the kinase. Targets include
ion channels (the phosphorylation state of a channel often determines whether it
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Table 1. Second messenger coupling to selected neurotransmitter receptors

G protein Second messenger Receptor

G, Increased cAMP B1, B2, B3 adrenoceptors
D1, D5 (dopamine)
H2 (histamine)

G Decreased cAMP and/or 0.2 adrenoceptors

opening of K* channels
closing of Ca?* channels

G, Increased phosphoinositide
metabolism

D2, D4 (dopamine)

GABAg

5-HT' (serotonin)

mGiu, types Il and Ill (glutamate)
M2, M4 (muscarinic)

i, 6 and k opioid

a1 adrenoceptors

CCK (cholecystokinin)
mGilu, type | (glutamate)
5-HT? (serotonin)

M1, M3, M5 (muscarinic)
H1 (histamine)

NK (tachykinin)

is open or closed; phosphorylation opens many but closes some), and transcrip-
tion factors — allowing the cAMP second messenger system to modify gene

expression.

Clearly a single activated PKA molecule is able to phosphorylate many target
proteins, adding to the amplification achieved by the system. Second messenger
cascades must rapidly turn off if their signals are to be modulated over a time
course of tens or hundreds of milliseconds. For the cAMP system this occurs in

three ways.

Neurotransmitter

R t
eoe% /72deny|yl cyclase

(/JCJ)(@C‘DJ — amirane

Gs protein
ATP

cAMP
Protein

Protein
phosphorylation

Fig. 3. The adenylyl cyclase-cAMP second messenger system. The activated G protein

kinase A / Phosphodiesterase
®
j AMP

uncouples from the receptor to switch on adenylyl cyclase.
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Inhibition of
adenylyl cyclase

Phosphoinositide
second
messenger
system

® Cyclic AMP is hydrolyzed to AMP by the action of a specific phosphodi-
esterase in the cytoplasm.

® There are specific phosphatases responsible for dephosphorylating the target
proteins. Hence the phosphorylation state of a protein at a given time will
depend on the balance of the activities of kinases and phosphatases.

® Prolonged occupation of the receptor by the transmitter causes it to desensi-
tize. This involves phosphorylation by a specific kinase that recognizes the
agonist bound form of the receptor followed by the binding of an arrestin
protein. The resulting complex is unable to recognize the G protein.

Some neurotransmitter receptors are negatively coupled to adenylyl cyclase.
These receptors associate with G; proteins that inhibit the activity of the
enzyme. Both their a-subunit and /y-subunits independently block the isoform
of adenylyl cyclase common in neurons. The outcome is that the activity of
adenylyl cyclase, and so the amount of cAMP in the cell at any given instant,
will reflect the balance of activation of receptors coupled to Gs and those
coupled to G,.

Many receptors are coupled via the G, protein to activation of phospholipase C
(Fig. 4). This enzyme cleaves a minor phospholipid in the inner leaflet of the
plasma membrane, phosphatidyl inositol-4,5-bisphosphate (PIP,), to give
diacylglycerol (DAG) and inositol-1,4,5-trisphosphate (IP;), both of which are
second messengers. DAG, a hydrophobic molecule, diffuses within the lipid
where it activates protein kinase C (PKC). In turn this kinase phosphorylates its
protein targets, affecting metabolic, receptor and ion channel functions.

IP; is water soluble and freely diffusable in the cytosol. Its target is the IP,
receptor, a large IP;-gated calcium channel located in the membrane of smooth
endoplasmic reticulum (SER). The SER in neurons (and its equivalent, the
sarcoplasmic reticulum in muscle cells) acts as an intracellular Ca** store. The
binding of IP;, to its receptors causes the calcium channels to open and Ca*
flows out of the SER into the cytosol. A rise in intracellular calcium concentra-
tion has diverse and widespread effects that are cell typical. An obvious
example is that by binding the protein troponin in striated muscle, calcium trig-
gers the cascade of biochemical events that leads to muscle contraction. Neurons

Neurotransmitter

Receptor G protein
\

Phospholipase C

M ii — Plasma membrane

Protein Cal\/IK I
kinase C @ (and other Ca®*-sensitive
proteins)

Intracelluar
Ca®* store

P,
(ER)
® IP5
/ Ca2+
IP5 receptor

Fig. 4. The phosphoinositide second messenger system. CaM, calmodulin; CaMKIl,
calcium—-calmodulin-dependent protein kinase Il; DAG, diacylglycerol; ER, endoplasmic
reticulum; IPs, inositol trisphosphate; PIP,, phosphatidyl inositol bisphosphate.

DAG
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contain a calcium-binding protein called calmodulin (CaM), which shares
considerable homology with troponin. On binding Ca*, calmodulin activates a
number of enzymes including calcium-calmodulin-dependent protein kinase
IT (CaMKII). CaMKII, and the many other calcium-sensitive proteins, mediate
the effects of raised intracellular calcium, such as changes in membrane perme-
ability and gene expression.



Section D - Neurotransmitters

D3 AMINO ACID TRANSMITTERS

Key Notes

Excitatory amino
acids

Glutamate is the major mammalian CNS excitatory transmitter.
Microiontophoresis is used to apply low doses of putative transmitters
onto CNS neurons so that their responses can be studied. In the
glutamate—glutamine cycle, astrocytes remove glutamate from the cleft
and convert it to glutamine for re-export to neurons which use it to
synthesize transmitter glutamate.

Inhibitory amino
acids

GABA is the major inhibitory transmitter in the mammalian CNS.
Glycine is important in the spinal cord. GABA is synthesized from

Related topics

glutamate by an enzyme found only in GABAergic neurons. After
reuptake from the cleft it is broken down by GABA transaminase. This
enzyme is a target for the anticonvulsant vigabatrin.

Neurotransmitter inactivation (C7) Epilepsy (P4)
Strokes and excitotoxicity (P3)

Excitatory amino
acids

Inhibitory amino
acids

Glutamate and aspartate are the major CNS excitatory transmitters with gluta-
mate by far the most predominant. It is estimated that 35-40% of synapses use
glutamate as a transmitter. Over 90% of nerve cells in the cat spinal cord will
respond to the application of low doses of glutamate by microiontophoresis.
This technique allows delivery of precise amounts of a charged molecule onto
the surface of a neuron through a micropipette. In the case of glutamate, which
carries a net negative charge at physiological pH, initially a current of a few nA is
injected, making the inside of the pipette positively charged so that the gluta-
mate is retained. For delivery of transmitter the current is reversed for a brief
period. Most of the major sensory pathways and some motor pathways are
glutamatergic (Table 1). All pyramidal cells in the cerebral cortex and granule
cells in the cerebellar cortex (the most abundant neuron in the mammalian brain)
release glutamate.

Neurotransmitter glutamate is synthesized in neurons from glutamine, a reac-
tion catalyzed by glutaminase. Glutamate is then pumped into vesicles. After
release glutamate is removed from the synaptic cleft by glutamate transporters
in neurons and glia. In neurons the glutamate is probably metabolized, although
some may be recycled as a transmitter. In glia the glutamate is converted by
glutamine synthetase to glutamine, which is then liberated into the extracellular
space for uptake by neurons. This closes the glutamate-glutamine cycle (Fig. 1).
It allows glial cells (predominantly astrocytes) to export transmitter glutamate to
neurons in a form — glutamine — that cannot spuriously activate glutamate
receptors.

Gamma-aminobutyrate (GABA) and glycine are the predominant inhibitory
amino acids in the CNS, with glycine confined to the spinal cord. Estimates
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Table 1. Major glutamatergic and GABAergic neurons/pathways

Glutamate GABA

Primary afferents of cranial and spinal nerves  Interneurons of cerebral cortex

Visual system; photoreceptors, bipolar cells, Interneurons of cerebellar cortex
ganglion cells

Dorsal column-medial lemniscus Cerebellar Purkinje cells

Thalamocortical neurons Efferents of caudate nucleus,

putamen (dorsal striatum)

2nd order neurons of proprioceptor Efferents of nucleus accumbens
pathways (ventral striatum)

Cerebral cortical pyramidal cells; Efferents of globus pallidus and
corticopontinecerebellar tract, substantia nigra pars reticulata
corticospinal tract

Hippocampal pyramidal cells Interneurons of hippocampus

Granule cells of dentate gyrus Inhibitory dorsal horn cells

Rubrospinal tract
Lower motor neurons
Propriospinal neurons
Cerebellar granule cells

suggest that 17-30% of the synapses in the mammalian brain use y-aminobu-
tyrate as a transmitter, making it by far the most important inhibitory neuro-
transmitter in the CNS. Many pathways involved in motor control are
GABAergic, as are most of the interneurons in both cerebral and cerebellar
cortices, and the Purkinje cells that provide the entire output of the cerebellar
cortex (see Table 1).

GABA is synthesized from glutamate by glutamic acid decarboxylase
(GAD), an enzyme virtually exclusive to GABAergic neurons. After release it is
taken up by transporters into both neurons and glia. It is catabolized to succinic
semi-aldehyde by the mitochondrial enzyme GABA transaminase (Fig. 2). The
GABA analog vigabatrin, used in the treatment of epilepsy, is an irreversible

glu .
—| metabolic Prteesrmﬁglnc
pool
) 3
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glu«——gin
(mitochondria)
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Glutamine
synthetase
Presynaptic glu
membrane
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glu transporter glu transporter

Fig. 1. The glutamate (glu)-glutamine (gin) cycle.
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Fig. 2. GABA shunt. GAD, glutamic acid decarboxylase; GABA-T, GABA-transaminase;
glu, glutamate; gin, glutamine.

inhibitor of this action and is presumed to be anticonvulsant by increasing the
neurotransmitter pool of GABA.

Neurotransmitter glycine is synthesized from serine by mitochondrial serine
transhydroxymethylase. Glycine transporters remove it from the synapse. In the
spinal cord Renshaw cells express nAChR and are excited by collaterals of
motor neurons. Renshaw cells use glycine as a transmitter and inhibit the motor
neurons that excite them, among others. This is an example of recurrent inhibi-
tion. It serves to dampen the output of motor neurons. The glycine receptor
resembles the GABA , receptors and is a CI”channel. It is blocked by strychnine.
Moreover tetanus toxin blocks glycine release. Both of these agents are convul-
sants because they remove Renshaw cell inhibition.
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D4 DOPAMINE

Key Notes

Dopaminergic
pathways

The major dopaminergic pathways arise from the midbrain and go to the
forebrain. The nigrostriatal tract from the substantia nigra to the striatum

contains most of the brain dopamine neurons and is involved in
movement. Dopaminergic neurons in the ventral tegmentum project to
limbic structures via the mesolimbic pathway and to the cortex by way of
the mesocortical pathway. These form a motivation system. Dopamine
cells in the hypothalamus control pituitary hormone secretion.

Dopamine synthesis

The catecholamines (dopamine, noradrenaline (norepinephrine),

adrenaline (epinephrine)) are synthesized from tyrosine. The first, rate-
limiting step which generates L-DOPA is catalyzed by tyrosine
hydroxylase. This enzyme is inhibited by catecholamines. This endpoint
inhibition is one method by which the synthesis of catecholamines is
controlled. L-DOPA is decarboxylated to give dopamine.

Inactivation of
dopamine

Synaptic dopamine is taken back into nerve terminals by a high-affinity
dopamine transporter. This process is inhibited by amphetamines and

cocaine. Dopamine which escapes reuptake is catabolized to homovanillic
acid by catechol-O-methyltransferase then monoamine oxidase (MAO).
Dopamine free in the cytoplasm is converted to dihydroxyphenyl acetic
acid by mitochondrial MAO.

Dopamine receptors

The five metabotropic receptors for dopamine fall into two families. The

Related topics

D1 receptor family (D1 and D5) increase cAMP concentrations, whereas
the D2 receptor family (D2, D3 and D4) decrease cAMP concentrations.
Generally D1 receptors are postsynaptic, D2 receptors are localized both
pre- and postsynaptically.

Neurotransmitter release (C5) Motivation and addiction (M2)
Anatomy of the basal ganglia (K7)  Schizophrenia (P1)
Basal ganglia function (K8) Parkinson’s disease (P5)

Dopaminergic
pathways

Dopamine neurons are widely distributed in the nervous system, being found in
the retina (amacrine cells), olfactory bulb, adjacent to the ventricles of the brain
and in autonomic ganglia. Most dopaminergic neurons, however, are confined
to a few nuclei in the brainstem, sending their axons to many regions of the fore-
brain including the cerebral cortex. These major pathways are illustrated in
Fig. 1.

About 80% of dopamine neurons are in the pars compacta of the substantia
nigra (SNpc), which constitutes the A9 group of catecholaminergic cells. (These
groups range from Al1-A16, the higher the number the more rostrally they are
located.) SNpc neurons project to the striatum as the nigrostriatal pathway.
These cells are involved in basal ganglia regulation of movement and their loss
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Dopamine
synthesis

Frontal cortex Septum Corpus callosum  Hippocampus

Olfactory bulb Dorsal striatum

Ventral striatum
(nucleus accumbens)

Perirhinal cortex

Olfactory tubercule
Pyriform cortex

Anterior pituitary

Fig. 1. Major dopamine pathways in a sagittal section of the rat brain. The A8 and A10 group
of dopamine neurons give rise to the mesolimbic and mesocortical tracts. The nigrostriatal
tract originates in the substantia nigra (A9). A12 neuron axons run in the tuberoinfundibular
pathway.

results in Parkinson’s disease. Dopamine cell clusters (groups A8 and A10) in
the ventral tegmentum of the midbrain project to limbic structures (e.g. nucleus
accumbens) or to associated cortical areas (e.g. medial prefrontal and cingulate
cortex), giving rise to the mesolimbic and mesocortical systems respectively.
These are implicated in motivation, drug addiction and in schizophrenia.
Several small groups of dopaminergic cells in the hypothalamus project axons in
the tuberoinfundibular pathway to the pituitary to inhibit the secretion of
prolactin or growth hormone.

Dopaminergic neurons are small with a thin unmyelinated axon (which arises
from one of the dendrites), which bears numerous varicosities along its length.
Action potentials in dopamine neurons are long lasting (2-5 ms) and propagated
very slowly (0.5 m s™).

The precursor for all catecholamine transmitters (dopamine, noradrenaline
(norepinephrine), adrenaline (epinephrine)) is the amino acid, L-tyrosine. This is
hydroxylated by tyrosine hydroxylase to give 3,4-dihydroxyphenylalanine (L-
DOPA) which is rapidly decarboxylated by the unspecific enzyme L-aromatic
amino acid decarboxylase to give dopamine (see Fig. 2).

Tyrosine is actively transported into the brain, and the brain concentration of
tyrosine is normally enough to saturate tyrosine hydroxylase (TH), so adminis-
tration of tyrosine cannot alter the rate of dopamine synthesis. The hydroxyla-
tion of tyrosine is the rate-limiting step for catecholamine synthesis under basal
conditions and TH is subject to regulation:

® increased expression of TH genes, leading to de novo synthesis of the enzyme;
® phosphorylation by protein kinases which increases its activity;
® inhibition by catecholamines. This is an example of endpoint inhibition.

Dopamine is taken into vesicles by a vesicular monoamine transporter
(VMAT), which actively transports catecholamines and serotonin using the efflux
of protons from the vesicle to provide the energy. VMATSs are blocked by the drug
reserpine which, by preventing vesicular storage, drastically impairs monoamine
neurotransmission. Reserpine has been a useful research tool for investigating the
contribution of monoamines to behavior and psychiatric disease.
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Fig. 2. Synthesis of dopamine from the amino acid tyrosine.

Inactivation is by diffusion and reuptake into the nerve cell by a high-affinity
Na*/CI'-dependent dopamine transporter (DAT). Neurons that release their
dopamine into the hypothalamic—pituitary portal system lack the dopamine
transporter. The dopamine transporter is competitively inhibited by ampheta-
mines and by cocaine, which thus potentiate the effects of dopamine at the
synapse. This mechanism may underlie the powerful reinforcing properties of
these drugs which make them addictive.

Two major enzymes are involved in catecholamine catabolism, although
catabolism is not important in inactivating dopamine at the synapse. The
primary dopamine metabolites in the CNS are homovanillic acid (HVA) and
dihydroxyphenyl acetic acid. In primates, the major catabolic route is via HVA
and this is the fate of dopamine released into the cleft which escapes reuptake. It
requires the sequential action of catechol-O-methyl transferase (COMT) and
monoamine oxidase (MAO), both of which are present in neuronal membranes
(Fig. 3). Cytoplasmic dopamine that is not transported into vesicles and hence
remains free in the axon is catabolized by MAO located on the outer membrane
of mitochondria, then by aldehyde dehydrogenase, a soluble cytosolic enzyme,
to dihydroxyphenyl acetic acid.

Five dopamine receptors have been identified and sequenced by genetic engi-
neering techniques. All are metabotropic G-protein-linked receptors and fall
into two groups. The D1 family is coupled to G, and activates adenylyl cyclase
to increase cAMP synthesis. It consists of two members, D1 and D5.

The D2 family consists of D2, D3 and D4 receptors. The D2 superfamily is
coupled to G; and inhibits adenylyl cyclase to reduce cAMP synthesis. Both D1
and D2 receptors are located postsynaptically (e.g. in the striatum). In addition,
D2 receptors are autoreceptors on dopamine neurons in the substantia nigra and
ventral tegmentum where they help to regulate dopamine synthesis. When
occupied by dopamine they lower cAMP concentrations and so phosphorylation
of tyrosine hydroxylase by protein kinase A falls. This reduces the synthesis of



91

HO CHo— CHo—NH» CH30 CHo— CHo—NH»
Dopamine D/ D/
HO COMT HO

MAO MAO

HO CHy— CHO CH30 CHy— CHO
JOARNERS § |
HO COMT HO

AD AD

HO CHy— COOH CH30 CHpo— COOH
DOPAC :©/ :©/
HO COMT HO

HVA

Fig. 3.  Metabolism of dopamine. DOPAC, Dihydroxypheny! acetic acid; HVA, homovanillic
acid; COMT, catechol-O-methyl transferase; MAO, monoamine oxidase; AD, alcohol
dehydrogenase.

dopamine. D3 receptors are presynaptic autoreceptors. By closing presynaptic
Ca** channels they reduce dopamine release.

The mesocortical pathway differs from the nigrostriatal pathway in terms of
its complement of dopamine receptors. Firstly, the mesocortical neurons have no
autoreceptors which means they lack the normal regulation of synthesis and
release of dopamine. Secondly, the cortex, but not the striatum, expresses D4
receptors. These differences are significant for the treatment of schizophrenia.
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D5 NORADRENALINE
(NOREPINEPHRINE)

Key Notes

Noradrenergic
pathways

Noradrenergic neurons are located in the pons and medulla. The largest
group is the locus ceruleus. Noradrenergic axons project via the medial

forebrain bundle to most forebrain structures including the cortex,
forming wide synapses that allow considerable diffusion of the
transmitter. Noradrenergic pathways are probably an arousal system.

Noradrenaline
(norepinephrine) and
adrenaline
(epinephrine)
synthesis

Dopamine-B-hydroxylase catalyzes the synthesis of noradrenaline (NA;
norepinephrine) from dopamine. In adrenergic neurons in the brain and
chromaffin cells of the adrenal medulla, NA is further metabolized to
adrenaline (epinephrine).

Noradrenaline
(norepinephrine)
inactivation

A high-affinity transporter is responsible for reuptake of NA from the
synaptic cleft. The transporter is inhibited by tricyclic antidepressant
drugs. Compounds structurally related to NA (e.g. tyramine) are taken

up by the transporter and they enhance NA release (indirect
sympathomimetics) or are subsequently metabolized to weak adrenergic
agonists and then released (false transmitters). The enzymes MAO and
COMT are responsible for NA catabolism producing 3-methyl-4-
hydroxyphenyl glycol, which is then excreted.

Adrenergic receptors

Adrenoceptors are metabotropic receptors activated by NA and

Related topics

adrenaline (epinephrine). ol receptors are typically postsynaptic and
coupled to the IP;/DAG second messenger system. B2 receptors are
presynaptic and reduce cAMP. All  adrenoceptors are coupled to G,
proteins and raise cAMP levels.

Pain (F3) Sleep (M5)
Autonomic nervous system Arousal and attention (O4)
function (L5) Depression (P2)

Noradrenergic
pathways

Cell bodies of noradrenergic neurons are located in the pons and medulla (cell
groups A1-A6, except A3). The most caudal groups Al and A2 send their axons
into the spinal cord where they form synapses with the terminals of primary
afferents. The others project in two bundles, a dorsal and a ventral bundle, which
unite to form the medial forebrain bundle (MFB) that ascends to supply the
hypothalamus, amygdala, thalamus, limbic structures, hippocampus and neocortex.
The major noradrenergic cell group is the locus ceruleus (LC, group A6), which
contributes most of the axons of the dorsal noradrenergic bundle and projects to
the cerebellum. In the rat, the LC contains some 200 000 neurons (see Fig. 1).
Noradrenergic neurons are small with fine, highly branched axons that ramify
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Noradrenaline
(norepinephrine)
and adrenaline
(epinephrine)
synthesis

Neocortex Hippocampus Dorsal noradrenergic

Ventral striatum

Hypothalamus
Spinal cord

Amygdala Ventral noradrenergic
bundle

Fig. 1. Major noradrenergic pathways in a sagittal section of the rat brain. A6 is the locus
ceruleus. MFB, medial forebrain bundle; ST, stria terminalis.

widely. The axons bear varicosities along their length, but they do not form close
synaptic contacts, so noradrenaline (norepinephrine) is released some distance from
its targets. This and the wide distribution of its terminals have led to the description
of noradrenergic transmission as being a ‘neural aerosol’. Firing of noradrenergic
cells is low in sleeping animals and increases with arousal level. Hence nora-
drenaline (norepinephrine) is implicated in controlling sleep-waking cycles and
in maintaining arousal. It increases the signal-to-noise ratio of cortical processing.

The first steps in noradrenaline (NA; norepinephrine) synthesis require the
synthesis of dopamine from tyrosine. Dopamine-f-hydroxylase (DH), an enzyme
present in the synaptic vesicle membrane then catalyzes the synthesis of noradren-
aline (norepinephrine) (see Fig. 2). NA is actively taken into synaptic vesicles by
the vesicular monoamine transporter where it is stored together with ATP.

HO CHo— CHo—NH»
Dopamine
HO

Dopamine-3-hydroxylase

OH

|
HO CH—CHo—NH>
Norepinephrine
HO

Phenylethanolamine
N-methyl transferase

OH

|
HO CH—CHo—NH—CHg
Epinephrine
HO

Fig. 2. Synthesis of norepinephrine and epinephrine. These catecholamines, like dopamine,
are derived from tyrosine. Early synthetic steps are shown in Topic D4, Fig. 2.
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Noradrenaline
(norepinephrine)
inactivation

Adrenergic
receptors

For noradrenergic neurons the reactions stop at this point. However, for the
relatively few neurons in the hindbrain that are adrenergic (and for the chro-
maffin cells of the adrenal medulla), the enzyme phenyletholamine N-methyl-
transferase (PNMT) catalyzes the N-methylation of noradrenaline
(norepinephrine) to adrenaline (epinephrine).

High activity by locus ceruleus neurons results in increased expression of
the tyrosine hydroxylase genes and de novo synthesis of the enzyme so that the
demand for NA synthesis can be met. The effect of this is that DBH becomes
the rate-limiting enzyme rather than tyrosine hydroxylase; thus dopamine and
its metabolites may be co-released with NA.

Diffusion and reuptake are the key mechanisms removing NA from the
synapse. The noradrenaline (norepinephrine) transporter is a saturable Na*/CI™-
dependent transporter expressed in noradrenergic neurons. It shares homology
with the dopamine transporter. The noradrenaline (norepinephrine) transporter
is inhibited by the tricyclic antidepressant group of drugs.

The NA transporter does not show a high degree of substrate specificity.
Amphetamines, tyramine and other compounds structurally related to NA are
taken up by the NA transporter. This inhibits reuptake of NA itself, so its effect
at the synapse is prolonged. Furthermore, these compounds displace stored NA
from vesicles into the cytoplasm where some of it is degraded by mitochondrial
MAO and the rest is released into the cleft via the NA transporter operating in
reverse. Because they enhance NA transmission they are referred to as indi-
rectly acting sympathomimetics. As repeated doses of amphetamine produce
ever greater depletion of stored NA, the quantity required to produce a given
effect gets progressively larger. This is an example of tolerance. Some substrates
for the NA transporter are metabolized in the terminal and the metabolites
stored in the vesicles. When released these false transmitters exert weak effects
on adrenoceptors.

The metabolic degradation of NA is not important for its inactivation and
occurs via different routes in the periphery and CNS. In the CNS, monoamine
oxidase (MAO) catalyzes the formation of 3,4-dihydroxy phenylglycoaldehyde
which is then reduced to the corresponding alcohol, 3,4-dihydroxy phenyl-
glycol (DOPEG). Finally, this is methylated by COMT to give 3-methoxy,4-
hydroxy phenylglycol (MOPEG) which is excreted in the urine. MOPEG
excretion has been used as a measure of NA turnover in the CNS.

Adrenoceptors are metabotropic receptors that are activated by both NA and
adrenaline (epinephrine). Table 1 summarizes the G proteins and second

Table 1. Adrenergic receptors

Receptor G protein Second messenger/effector
ol Gq IP,/DAG
Go dgK
o2 Gi 1 cAMP
TgK !l gCa
B1 Gs T cAMP
TgCa
B2 Gs T cAMP
B3 Gs T cAMP

IP;, inositol trisphosphate; DAG, diacylglycerol; cAMP, cyclic adenosine monophosphate.
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messenger systems that are linked to the different receptors. In the CNS, a2
receptors are presynaptic autoreceptors, where they reduce NA release by
reducing cAMP-mediated phosphorylation of N-type Ca* channels, thus
suppressing Ca®* entry. Presynaptic § receptors are also found on noradrenergic
terminals in the brain. These facilitate NA release by increasing cAMP-mediated
phosphorylation and opening of Ca** channels. Both excitatory and inhibitory
effects of NA release are seen postsynaptically in CNS neurons.



Section D - Neurotransmitters

D6 SEROTONIN

Key Notes

Serotonergic
pathways

Serotonin neurons are located in raphe nuclei, which lie close to the
midline throughout the brainstem. Some axons descend into the spinal

cord and inhibit nociceptor input into the spinothalamic tract. Axons run
in the medial forebrain bundle to most forebrain structures including the
choroid plexus and cerebral blood vessels. Serotonin pathways are
implicated in regulating nociceptor input, sleep, anxiety, mood and the
control of CSF secretion and cerebral blood flow. Depleted serotonin
transmission is associated with depression.

Synthesis of
serotonin

Serotonin (5-HT) is synthesized from tryptophan, the plasma concentration
of which can affect serotonin levels in the brain. The rate-limiting step in

5-HT synthesis is the hydroxylation of tryptophan catalyzed by tryptophan
hydroxylase. The activity of this enzyme increases with neuron firing rate
so that transmitter synthesis keeps pace with neural activity.

Inactivation of
serotonin

Reuptake of serotonin by a transporter terminates its transmitter action.
The transporter is inhibited by tricyclic antidepressants and selective

serotonin reuptake inhibitors. 5-HT is catabolized by MAO to 5-
hydroxyindoleacetic acid.

l Serotonin receptors

Of the many subtypes of 5-HT receptor all but 5-HT; receptors are

Related topics

metabotropic. 5-HT; receptors are ligand-gated non-specific cation
channels. Most 5-HT receptors are postsynaptic but the 5-HT,, subtype is
a presynaptic autoreceptor that inhibits serotonin release. Some serotonin
receptors are targets for antianxiety agents.

Pain (F3) Sleep (M5)
Brain biological clocks (M4) Depression (P2)

Serotonergic
pathways

Clusters of serotonin neurons (designated B1-B9) are scattered throughout the
brainstem, mostly towards the midline in the raphe nuclei. Projections into the
spinal cord that terminate in the dorsal horn are important in pain sensation by
reducing nociceptor input into the spinothalamic tract. Forward projections run
into the medial forebrain bundle to go to the hypothalamus, amygdala,
striatum, thalamus, hippocampus and neocortex (Fig. 1). Some of these seroton-
ergic neurons may be involved in the expression of anxiety. They are inhibited
by GABAergic neurons, enhancing the activity of which reduces anxiety.
Moreover, chemical destruction of serotonergic neurons in animals reduces
behaviors associated with anxiety. Several potent anxiolytic drugs are 5-HT
receptor ligands. Hence serotonergic cells comprise a brain anxiogenic (anxiety-
generating) system that is presumably important in learning about aversive
situations. Serotonin transmission is an important determinant of mood. Deficits
are associated with depression and increased risk of suicide. Serotonin is also
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Synthesis of
serotonin

Neocortex Hippocampus
Cerebellum
e
—
Dorsal
striatum ST B
Septum B8gs =
Ventral v 1 ©B5 g
striatum S B3
MFB o G% _
B1 Spinal cord
Hypothalamus Amygdala

Fig. 1. Major serotonin (5-HT) pathways in a sagittal section of the rat brain. The cell groups
B1-B8 correspond to the 5-HT containing raphe nuclei (except B4 and B6). MFB, Medial fore-
brain bundle; ST, stria terminalis.

involved in sleep. Most brain structures have a serotonergic innervation,
including the choroid plexus and cerebral blood vessels, where it regulates CSF
secretion and cerebral blood flow respectively.

The precursor for serotonin is the amino acid tryptophan. The plasma concentra-

tion of tryptophan, which varies according to dietary intake, can alter brain sero-

tonin levels. Serotonin is hydroxylated by tryptophan hydroxylase to give

5-hydroxytryptophan (5-HTP) and this reaction is the rate-limiting step in sero-

tonin synthesis. Decarboxylation of 5-HTP by L-aromatic amino acid decarboxy-
COOCH

CHo— CH—NH»
Tryptophan

4

Tryptophan hydroxylase

COCH

HO
5-hydroxytryptophan
(5-HTP)

CHo— CH—NH,

:

5-HTP decarboxylase

5-hydroxytryptamine CHo— CHo—NHo

(5-HT)

(@]
Iz

Monoamine oxidase

5-hydroxy- o
indoleacetic

acid

(5-HIAA)

CHy— COOH

:

Fig. 2. Synthesis of serotonin from the amino acid tryptophan.
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Inactivation of
serotonin

Serotonin
receptors

lase (the same enzyme found in catecholaminergic neurons) gives serotonin, also
referred to as 5-hydroxytryptamine (5-HT), which is an indoleamine (Fig. 2).

Serotonin synthesis is matched to the firing frequency of the neuron. Higher
firing rates allow increased Ca*-dependent phosphorylation of tryptophan
hydroxylase, the activity of which goes up.

Diffusion and reuptake via a saturable Na*/Cl-dependent transporter are the
prime means by which the action of serotonin in the synapse is terminated. The
transporter is inhibited by tricyclic antidepressants and the selective serotonin
reuptake inhibitors (SSRIs). The psychostimulant ecstasy (3,4-methylene-
dioxymethamphetamine) competes with serotonin for this reuptake system,
which may partly explain the euphoria it produces. Animal studies suggest
ecstasy may kill serotonin neurons, and negative mood changes have been
reported in heavy users. This is worrying given the link between serotonin
depletion and depression and the widespread abuse of ecstasy. Oxidative de-
amination of serotonin by MAO yields its principal metabolite, 5-hydroxy-
indoleacetic acid (5-HIAA).

There are numerous subtypes of serotonin receptor, all except the 5-HT,
receptor (which is a ligand-gated ion channel) are metabotropic. Table 1 summa-
rizes the G protein and second messenger coupling of 5-HT receptors. 5-HT,
autoreceptors inhibit the release of serotonin. Most 5-HT,, 5-HT, and 5-HT,
receptor subtypes are located postsynaptically. Agents which reduce serotonin
transmission (5-HT, and 5-HTj; antagonists, and 5-HT;, agonists such as suma-
triptan) have proved to be potent anti-anxiety agents.

Table 1.  Serotonin (5-HT) receptors

Receptor Second Agonists Antagonists  Actions
messenger/
effector
1A lcAMP 5-CT4, 8-OH-DPAT®, Spiperone, Autoreceptors (agonists
Buspirone methiothepin  are anxiolytic)
1B JcAMP 5-CT, Ergotamine Methiothepin  Presynaptic
autoreceptors
1D lcAMP 5-CT, Sumatriptan Methiothepin Cerebral vasoconstriction
(agonists are effective in
migraine)
2A TIP,/DAG LSD*® Ketanserin Excitatory in CNS and
PNS
2B TIP,/DAG  a-methyl-5HT
2C TIP,/DAG o-methyl-5HT Methysergide CSF secretion
3 TIP,/DAG 2-methyl-5HT Ondansetron  Fast excitatory
lonotropic transmission, located on
cation nociceptors and in area
channel postrema (antagonists
are anti-emetic)
4 TcAMP Excitatory in CNS and
enteric nervous system
74 TcAMP 5-CT No selective  Excitatory in CNS

antagonists

5-carboxamidotryptamine

8-hydroxy-2-(di-n-propylamino)tetraline

Lysergic acid diethylamide

5-HTy and 5-HTg subtypes have been identified but almost nothing is known about them.

[oRNo RN o 2]



Section D - Neurotransmitters

D7 ACETYLCHOLINE

Key Notes

Cholinergic pathways| Somatic and autonomic preganglionic motor neurons that project from
the brainstem and spinal cord are cholinergic. Central cholinergic
projections come from three principal sources. The pontine reticular
formation sends axons to the spinal cord or forward to forebrain
structures. These help regulate sleep and waking. Basal forebrain nuclei
make massive connections with the cortex and the septum projects to the
hippocampus. Basal forebrain neurons in primates fire in response to
presentation of reinforcing stimuli, and their effect is to cause a long-term
facilitation of cortical neurons. They produce cortical arousal in response
to salient stimuli, thereby facilitating learning and memory.

Acetylcholine Acetylcholine (ACh) is produced from acetyl CoA and choline by
synthesis acetylcholine transferase, a marker enzyme for cholinergic neurons.
Acetylcholine ACh is hydrolyzed to choline and acetate in the synaptic cleft by
inactivation acetylcholinesterase which terminates its transmitter action. Choline is
taken back into the nerve terminal by a Na*-dependent choline
transporter.
Acetylcholine Nicotinic cholinergic receptors (nAChR) are ligand-gated ion channels
receptors and muscarinic cholinergic receptors (mAChR) are metabotropic

receptors. In the brain nAChR are found in sensory cortex, the
hippocampus, and in the ventral tegmentum, where they are presumed
to mediate nicotine addiction. Presynaptic nAChR enhance transmitter
release. In the spinal cord nAChR are found on the Renshaw cells that
mediate recurrent inhibition of motor neurons. Central mAChR are
widely distributed with M1 receptors being postsynaptic and M2
receptors being presynaptic where they regulate transmitter release. In
the periphery nAChR allow fast transmission in autonomic ganglia and
at the neuromuscular junction of skeletal muscle. Muscarinic receptors
are present in smooth muscle, cardiac muscle and glands and respond to
ACh released from the ANS.

Related topics Nerve-muscle synapse (J1) Physiological psychology of
Autonomic nervous system memory (O2)
function (L5) Alzheimer’s disease (P6)
Sleep (M5)
Cholinergic Motor neurons in motor nuclei of the cranial nerves and ventral horn of the
pathways spinal cord are cholinergic, as are preganglionic autonomic neurons, and the

axons of all these cells project into the peripheral nervous system. Cholinergic
interneurons are present in the striatum and the nucleus accumbens.
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Acetylcholine
synthesis

Three regions within the brain contain cholinergic neurons that project
centrally. Most caudal are neurons of the laterodorsal tegmental and inter-
peduncular nuclei (part of the pontine reticular formation) that send axons into
the spinal cord or forward to the amygdala, thalamus and basal forebrain. These
are important in regulating sleep and wakefulness.

A second region, the basal forebrain, contains the magnocellular forebrain
nuclei, including the nucleus basalis of Meynert (NBM) and the diagonal band
of Broca (DB), which project extensively to the cerebral cortex. The third region,
the medial septum, gives rise to the septohippocampal pathway (Fig. 1). In
primates, cholinergic neurons of the NBM show brief changes in firing rate
during behavioral tasks, particularly when reinforcing stimuli are presented.
Lesions of the NBM and DB produce impairment in recall for tasks learnt before
the surgery and in acquisition of new learning. ACh produces long-term facilita-
tion of neurons in the neocortex and hippocampus by acting at muscarinic
receptors to close potassium (K,;) channels, making the cells more likely to fire
in response to excitatory inputs. Hence the forebrain cholinergic system seems
to be a selective arousal system, activated by rewarding or salient events, which
facilitates learning. Loss of the cholinergic cells in the basal forebrain is an
inevitable finding in Alzheimer’s dementia.

Medial
Prefrontal cortex septum Cortical interneurons

Olfactory bulb Hippocampus

Nuclei of the
diagonal band

Laterodorsal

Nucleus basalis tegmental nucleus

magnocellularis
Amygdala

Thalamus

Pedunculopontine

Striatal
tegmental nucleus

interneurons

Fig. 1. Major cholinergic pathways in a sagittal section of the rat brain. The nucleus basalis
magnocellularis of the rat is known as the nucleus basalis of Meynert in primates.

Synthesis of acetylcholine (ACh) from choline and acetyl CoA is catalyzed by
choline acetyl transferase (ChAT), a cytoplasmic enzyme. Acetyl CoA is
derived from glycolysis and must be transported out of the mitochondria of
cholinergic neurons. This supply of acetyl CoA, rather than ChAT activity, is
thought to be rate limiting for ACh synthesis. Cholinergic neurons express a
Na*-dependent choline transporter, which is saturated at plasma choline
concentrations and is responsible for the uptake of choline into neurons. ACh is
loaded into vesicles by a transporter that is related to the vesicular monoamine
transporters. Interestingly, the ACh vesicle transporter is coded by the first
intron of the ChAT gene. Hence synthesis of transporter and enzyme are co-
regulated.
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Acetylcholine
inactivation

Acetylcholine
receptors

The synaptic action of ACh is terminated by its hydrolysis in the cleft to choline
and acetate by acetylcholinesterase (AChE). The liberated choline is recovered
by the Na*-dependent choline transporter. AChE can be secreted in a Ca*-
dependent manner and may act as a neuromodulator in the substantia nigra
and cerebellum, where in addition to its catalytic activity AChE enhances the
responses of cerebellar neurons to glutamate.

Receptors for ACh are either ligand-gated ion channels, nicotinic receptors
(nAChR) or metabotropic, G-protein linked muscarinic receptors (mAChR)
(Table 1).

Table 1. Muscarinic receptors

Receptor G protein Second messenger/effector
M1 Gq IP,/DAG
M2 Gi ! cAMP
Go TgK
M3 Gq IP,/DAG
M4 Gi | cAMP

IP,, inositol trisphosphate; DAG, diacylglycerol; cAMP, cyclic adenosine monophosphate.

Nicotinic receptors are found throughout the CNS. They are important in crit-
ical periods of development of the sensory cortex. They mediate fast acetyl-
choline transmission from the septum to GABAergic inhibitory interneurons in
the hippocampus. This is thought to help synchronize the rhythmic firing of
hippocampal pyramidal cells. They also mediate fast ACh transmission from
brainstem nuclei to the ventral tegmental area, stimulating the dopamine
reward pathways. This may be the route by which nicotine is addictive.
Presynaptic nicotinic receptors enhance transmitter release at several sites.
Interestingly, they potentiate glutamate transmission via NMDA but not AMPA
receptors in the prefrontal cortex, suggesting a role in memory.

Slow cholinergic transmission by acetylcholine in the CNS is mediated by
muscarinic receptors. Postsynaptic mAChR are commonly M1 while presynaptic
autoreceptors are M2 receptors and inhibit the release of ACh. M1 receptors are
implicated in the facilitation of cortical neuron responses to excitatory input (by
closing K, potassium channels) and in learning and memory.

In the peripheral nervous system, both nicotinic and muscarinic receptors are
involved in cholinergic transmission in autonomic ganglia, whereas muscarinic
receptors only are found at the neuroeffector junctions of the ANS; that is, on
smooth muscle, cardiac muscle and glands. Nicotinic receptors mediate trans-
mission at the neuromuscular junction between somatic motor neurons and
skeletal muscle.



Section D - Neurotransmitters

D8 PURINES AND PEPTIDES

Key Notes

Purines

l Peptides

l Tachykinins

l Opioids

Related topics

The purine transmitters are ATP and adenosine. ATP acts on ionotropic
receptors and is excitatory on smooth muscle and neurons. It is
implicated in transmission in the hippocampus, by autonomic neurons,
sensory neurons and is implicated in pain signaling. It is inactivated
enzymically. Adenosine is not stored in vesicles or released in a calcium-
dependent way. It is generated from ATP and ADP and acts on
metabotropic receptors. It is probably the molecule responsible for
physiological termination of seizure activity. It is inactivated by re-
uptake.

There are over 50 peptide transmitters. They are grouped by amino acid
homology and by derivation from a common precursor. Peptides are
packaged into vesicles, subject to posttranslational processing and moved
by axoplasmic transport to nerve terminals for secretion.

Tachykinins are a group of excitatory peptides. They act via receptors
coupled to phospholipase C second messenger systems. Substance P is
the transmitter of small-diameter primary afferents and implicated in
pain transmission and neurogenic inflammation.

Opioid peptides are implicated in natural analgesic pathways, sexual and
aggressive/submissive behaviors. Falling into three families, the
enkephalins, endorphin and dynorphins, they act on metabotropic
receptors that produce inhibitory responses by decreasing cAMP.

Postsynaptic events (C3) Motivation and addiction (M2)
Pain (F3)

Purines

Both ATP and its catabolite adenosine are purine transmitters. ATP is stored in
synaptic vesicles and co-released with classical transmitters from postganglionic
autonomic fibers and central synapses.
Some purinergic receptors for ATP (Table 1) constitute a family of ligand-
gated ion channels that is distinct from either the nicotinic receptor family or the
ionotropic glutamate receptors. They are permeable to Na*, K* and Ca*" and the
current has a reversal potential close to zero, which explains why their activa-
tion is excitatory. Others are G protein-coupled receptors. ATP is synaptically
inactivated by an ecto-5-nucleotidase.

Examples of ATP transmission include:

® The fast phase of smooth muscle contraction in response to sympathetic stim-

ulation.

® Excitation of dorsal horn cells and motor neurons in the spinal cord by ATP

release from primary afferents.
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Peptides

Tachykinins

Table 1.  Purine receptors

Receptor Second messenger/  Endogenous  Actions

effector ligand
A, ! cAMP Adenosine Presynaptic, inhibition of transmitter
release. Postsynaptic inhibition
(terminate seizure activity,
anxiolytic, hypnogenic)
A, T cAMP Adenosine Heart nociceptors (mediate
ischemic pain)
Pox lonotropic cation ATP/ADP Fast transmission in CNS and
channel sympathetic terminals. Located
on polymodal nociceptors
Poy? T cAMP, T IP,/DAG ATP/ADP Excitatory

a There are multiple subtypes of P,, receptors that couple to different G proteins

® In the CA3 region of the hippocampus;
® Nociceptor signaling at a number of sites (e.g. urinary bladder).

Adenosine is an atypical transmitter in that it is not stored in vesicles or
released in a Ca*-dependent way. It is generated locally by enzyme-catalyzed
breakdown of released ATP and ADP. Adenosine receptors are G protein-
coupled receptors which modulate cAMP. Synaptic actions of adenosine are
inactivated by a nucleoside transporter. Adenosine transmission has roles in:

® increasing cardiac muscle blood flow by coronary vasodilation;
® physiological termination of epileptic seizures;
® protecting neurons against the deleterious effects of oxidative stress.

Over 50 small peptides are thought to be neurotransmitters. Some are also
hormones or neuroendocrines. They can be grouped into families on the basis
of:

® similarities in their amino acid sequence;

® being derived by cleavage of a common large precursor polypeptide encoded
by a single mRNA molecule. Often the peptides generated from a common
polypeptide have related functions. Different cells may process the same
precursor or its mRNA in different ways. For example, different peptides are
made from proopiomelanocortin by hypothalamic neurons and endocrine
cells in the anterior pituitary.

As the mRNA encoding a peptide neurotransmitter is translated on ribo-
somes, the newborn prepropeptide is transported across the membrane of the
rough endoplasmic reticulum into the lumen with the aid of a hydrophobic
signal sequence at the N-terminal end. The secreted prepropeptide is then
cleaved to remove the signal sequence, to give the propeptide. Further proteo-
lysis generates the functional peptide. Peptide-containing vesicles are moved by
motor proteins along microtubules, a component of axoplasmic transport, to
nerve terminals.

The first peptide transmitter to be discovered was substance P (SP). It is an exci-
tatory transmitter in several brain regions including the cerebral cortex, striatum
and substantia nigra. It is released by both central and peripheral terminals of C
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Opioids

fiber primary afferents. The central terminals synapse with dorsal horn cells to
convey information about pain and temperature. Release from the peripheral
terminals results in neurogenic inflammation. SP-containing terminals are
found adjacent to cerebral blood vessels and abnormal release of SP may play a
role in migraine and other headaches.

The gene which codes for SP also encodes other transmitters of the tachykinin
family, such as substance K and neurokinins A and B.

The three receptors for tachykinins (NK1, NK2 and NK3, where NK is
neurokinin) are G protein-coupled receptors linked to phospholipase C. The
tachykinins have different affinities for the receptors, with SP the preferred
ligand of NK1. Synthetic peptides that are NK1 antagonists, although good anal-
gesics in rodents, are ineffective in humans.

The opioids are a group of neurotransmitters which act on opioid receptors, the
targets for opiate drugs such as morphine. They are generally co-released with
classical transmitters, typically GABA and serotonin, and are usually inhibitory.
Opioid transmission is thought to be important in analgesia pathways in the
CNS and is also implicated in sexual and aggressive/submissive behaviors.
Opioids are encoded by three precursor genes.

® The enkephalin precursor encodes met-enkephalin and leu-enkephalin (so
called because they differ in just one amino acid) and is expressed mainly in
short interneurons throughout the brain.

® Proopiomelanocortin encodes B-endorphin and is expressed in neurons of
the hypothalamus which project to the thalamus or brainstem.

® The dynorphin precursor codes for leu-enkephalin and dynorphins.

There are three populations of opioid receptors, the properties of which are
summarized in Table 2. They are G protein-coupled receptors that allow direct
coupling of G proteins to ion channels. By opening K* channels and closing Ca*
channels they hyperpolarize neurons.

Remarkably, endogenous morphine has been found in mammalian brain and
there is some evidence that it may be a bona fide neurotransmitter.

Table 2. Opioid receptors?®

u ) K
Location: supraspinal 0 —
spinal ++ ++ +
peripheral ++ - ++
Endogenous ligands: B-endophin H+ A+
enkephalins + +++ =
dynorphin ++ + +++
Agonists: morphine, meperidine, fentanyl +H+ o+ +/-
Weak agonists: methadone +H+ - -
Mixed partial agonists-antagonists: buprenorphine +H+ - XX
nalorphine XX - ++
pentazocine X + ++
Antagonists: naloxone, naltrexone XXX X XXX

a All opoid receptors | cAMP and are inhibitory by opening K* channels, closing Ca?* channels and
inhibiting presynaptic transmitter release.
b +, agonist activity; x, antagonist activity; —, inactive.



Section E - Neural coding

E1 INFORMATION
REPRESENTATION BY
NEURONS

Key Notes

Information coding

The frequency with which a sensory neuron fires conveys information

about the timing and intensity of a stimulus. How a sensory neuron is
connected encodes the location of a stimulus and its qualitative nature
(modality). Motor functions are similarly encoded. Often information is
represented by the concerted activity of a number of cells; this is
population coding.

Extracellular
recording

A technique for recording from single cells or groups of cells in a variety
of situations both in vitro and in vivo, extracellular recording works by

Related topics

amplifying the potentials that arise between a focal electrode close to the
neuron(s) and a distant, indifferent electrode.

Frequency coding (E2) Modality (E4)
Location coding (E3) Cell physiology of learning (O3)

Information
coding

Extracellular
recording

Neurons encode information by virtue of two properties. Firstly, the frequency
with which a sensory neuron fires conveys information about the duration of a
stimulus, its intensity and how the intensity changes over time. In the same way
motor neuron firing rate encodes the timing and force of contraction of a discrete
population of muscle fibers. Secondly, the address of an afferent neuron, that is,
how it is connected via its inputs and outputs, encodes the spatial location of a
stimulus, and the qualitative nature of the stimulus or modality. The address of a
motor neuron contributes to the type of movement executed and its direction. In
both sensory and motor systems the accurate encoding of a given feature (e.g.
skin temperature or the direction of a limb movement) often depends on activity
in an array of cells. This is referred to as population coding.

The firing patterns of either single neurons or clusters of neurons in living
animals in response to physiological stimuli are obtained by extracellular
recording. This technique uses two fine electrodes usually of tungsten or stainless
steel. One, the exploring (focal) electrode is placed as close as possible to the
surface of the neuron of interest but does not impale it. The second, indifferent
electrode is placed at a convenient distance. Neuron activity will cause currents
to flow between the two electrodes. These currents are amplified and fed to a
cathode ray oscilloscope or to the analog to digital port of a computer running
software to capture, store and analyze such data. By convention, if the exploring
electrode is positive with respect to the indifferent electrode an upward
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deflection is recorded. The polarity, shape, amplitude and timing of the recorded
waveform generated by neural activity will depend on the position of the elec-
trodes. The closer the exploring electrode is to the neuron the larger the measured
signal. Changing the distance between the two electrodes or altering their relative
positions will modify all the above parameters. All of this can make extracellular
recordings hard to interpret. The technique can be used in brain slices or other in
vitro preparations, in anesthetized animals, or via chronically implanted elec-
trodes (electrodes can be very precisely inserted into the brain under anesthetic,
ahead of time, and attached to a connector cemented into the skull), recordings
can be made in conscious animals while they are behaving over long periods.



Section E - Neural coding

E2 FREQUENCY CODING

Key Notes

Static and dynamic
coding

Stimulus intensity is encoded by the firing frequency of a neuron. The
firing pattern of a sensory neuron is determined by the nature of its

sensory receptor and the spatio-temporal characteristics of the stimulus.
Slowly adapting receptors cause their afferents to fire at a rate that
reflects the size of a constant stimulus so are said to show static
responses. Rapidly adapting receptors result in their afferents showing
reduced firing to application of a constant stimulus. These afferents
respond to the rate of change of stimulus intensity and therefore show
dynamic responses.

Stimulus intensity

The relationship between the intensity of a stimulus and the firing

Related topics

frequency of a sensory neuron may be linear or more complicated. For
many mechanoreceptors and photoreceptors, the firing frequency is
proportional to the logarithm of the stimulus intensity.

Sensory receptors (F1) Anatomy and physiology of the ear
Touch (F2) (H2)
Retina (G3)

Static and
dynamic coding

Stimulus intensity is encoded by the mean frequency with which a sensory
neuron fires. This is called frequency modulated (FM) coding. Broadly speaking,
the behavior of afferents falls into two categories depending on the nature of their
sensory receptor. Slowly adapting receptors respond to a protracted stimulus for
as long as the stimulus lasts, causing its sensory neuron to fire repetitively with a
frequency that relates to the magnitude of the stimulus. These neurons exhibit
static (tonic) responses to a constant stimulus. In contrast, rapidly adapting
receptors respond only briefly to a constant stimulus because they soon become
insensitive, or adapt, to it. These receptors respond best to changes in stimulus
intensity. Their afferents show dynamic (phasic) responses. Many afferents
display a mixture of dynamic and static responses. Examples of static and
dynamic responses are shown in Fig. 1 which compares three classes of afferent
in the skin that are wired to different types of mechanoreceptor. The Ruffini
organ is slowly adapting so its afferent has a frequency of firing that is directly
proportional to the extent to which overlying skin is indented by a mechanical
force. This receptor codes skin position. The Meissner’s corpuscle is rapidly
adapting and its afferent fires only when skin displacement is changing with
time. It codes the velocity with which the skin is displaced. Finally, the Pacinian
corpuscle adapts so rapidly that its afferents respond to skin acceleration. Hence
the three afferents between them encode a wealth of dynamical information
about the stimulus.

The beginning and end of a stimulus will be signaled by changes in the rates
of firing of slowly adapting afferents, and by transient bursts of firing from
rapidly adapting afferents. In this way stimulus duration is encoded.
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Stimulus
intensity

Stimulus f

Fig. 1. Static and dynamic afferent neuron responses to skin displacement: (a) static
response of Ruffini organ afferent; (b) dynamic response of Meissner’s corpuscle afferent to
velocity of displacement; (c) dynamic response of Pacinian corpuscle afferent to acceleration.

The relationship between stimulus intensity and response for static cells may be
a simple linear one, as for example in skin thermoreceptor afferents. Often
however the relationship is more complicated. Commonly, for example, the firing
rate is linear with respect to the logarithm (log,,) of the stimulus intensity. Many
skin mechanoreceptors and photoreceptors fall into this category. This type of
relationship allows a very wide range of stimulus intensities to be encoded by
quite small differences in firing frequency. It has the disadvantage, however, that
as intensity gets higher the ability to discriminate differences in intensity falls off.



Section E - Neural coding

E3 LOCATION CODING

Key Notes

Receptive fields

The region of a sensory surface which when stimulated causes a neuron

to respond is the cell’s receptive field. In sensory systems, proximal
neurons have larger receptive fields than distal neurons because of
convergence onto proximal cells of inputs from several distal neurons,
and more complex receptive fields because proximal cells can receive
inputs from many sources. Many receptive fields show lateral inhibition,
in which the cell is excited if this stimulus is directed at the center of the
field, but inhibited when directed onto the surround of the field, or vice
versa. Lateral inhibition enhances contrast at sensory boundaries.

Topographic
mapping

Sensory pathways are organized anatomically so that information about
the location of a stimulus in sensory space is preserved. In consequence

Related topics

many structures in the brain contain ordered maps of sensory space.
Three broad categories of map exist. Discrete maps are anatomically
accurate representations of a sensory surface, though area is usually
distorted, and reflect the presence of largely local interactions. Patchy
maps have discontinuities which distort anatomical relations and
represent interactions between distant parts of the body. Diffuse maps
are not ordered by any property of the sensation.

Touch (F2) Central auditory processing (H4)
Retinal processing (G5) Olfactory pathways (12)
Early visual processing (G6)

Receptive fields

The spatial location of a stimulus on a sensory surface (skin, retina, etc.) is given
by which particular subset of neurons responds. The receptive field (RF) of a
neuron is the region of a sensory surface which when stimulated causes a
change in the firing rate of the neuron. Primary afferents generally have small
RFs, the size of which is governed by the distribution of the cluster of sensory
receptors which supply the afferent. Receptive fields of neighboring neurons
responding to the same type of stimulus tend to overlap.

More proximal neurons in a sensory pathway have receptive fields that are
composites of the RFs of more distal neurons. This gives rise to two features:
firstly, that proximal neurons have larger receptive fields than distal ones; and
secondly, that proximal neurons have receptive fields that are more complicated
than those of distal cells.

In general, proximal neurons have larger RFs because several afferents may
synapse on a single more proximal (i.e., downstream) neuron. The more prox-
imal a neuron the more complex its receptive field. This is because proximal
neurons get inputs from a wider range of sources than distal neurons. This
reflects the fact that extensive information processing occurs in sensory systems.
Greater complexity of receptive fields also arises as a consequence of an
extremely common characteristic of sensory pathways, lateral (surround)
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(@)

inhibition. At its simplest, this is where the RF of a neuron has two zones, a
central area and a surround, from which opposite and antagonistic effects are
produced in the cell when stimulated. It is seen in somatosensory, visual and
auditory pathways. Fig. 1 shows the receptive field of a somatosensory cell.
Stimulation of the center causes an increase in firing so the RF is said to have an
excitatory center. Stimulation of the surround reduces firing and is brought
about by inhibitory interactions. A cell behaving in this way is described as an
on-center cell. Off-center cells are also common. For the on-center cell,
maximum firing rate would be seen with a stimulus that just managed to
stimulate the entire center. A larger stimulus that encroached upon the
surround would be less effective, by causing some inhibition. In this way lateral
inhibition sharpens spatial resolution and enhances contrast at boundaries
between stimuli. In skin mechanoreceptor afferents this improves two-point
discrimination.

By similar means, light-dark contrast at edges is enhanced in the retina, and
tone discrimination sharpened by central auditory neurons. In general, lateral
inhibition happens between neurons coding the same type of sensation.
However, color vision depends on lateral inhibition between cells that respond
to different wavelengths.

(b)

Excitatory Firing
center rate .
Without lateral
L inhibition
\\ —-—
~Z——With lateral
inhibition

Inhibitory Distance across

sensory surface
surround

Fig. 1. Lateral inhibition. (a) Receptive field of an on-center sensory neuron showing lateral inhibition; an off-center
neuron would have an inhibitory center and an excitatory surround. (b) Contrast enhancement in the presence and
absence of lateral inhibition.

Topographic
mapping

In most sensory pathways primary afferents are wired to specific subsets of
more central neurons in a strictly ordered fashion so that nearest neighborhood
relations are conserved. This means that information about stimulus location is
not lost in more proximal parts of a pathway. This arrangement is called topo-
graphic mapping. Receptive fields are aligned to produce an ordered map
across brain structures such as the thalamus or the cerebral cortex. These maps
are neural representations of a sensory surface or some feature of a sensation.
Key examples are: somatotopic maps which represent skin surface; retinotopic
maps that reflect the visual fields; and tonotopic maps which represent the pitch
of a sound. In addition there are numerous motor maps, particularly in the cere-
bral and cerebellar cortices in which movements are represented in a systematic
way. The motor mapping is preserved in descending pathways so that connec-
tions with motor neurons are precisely those needed to execute the mapped
movement.

Three broad types of map are recognized, thought to be determined by the
extent of the connections between the neurons involved in the mapping;:
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1. Discrete maps, such as somatotopic or retinotopic maps, are anatomically
accurate and complete representations of a sensory surface, though they are
usually distorted, in that the area of the surface is not faithfully propor-
tioned. Fingers and lips get far more than their fair share of the cortex in
somatotopic maps, because they have the highest density of receptors.
Discrete maps arise because neurons are connected mostly to their neighbors,
allowing local interactions between cells. In other words, most of the
comparisons the CNS needs to make of, say an image, are between adjacent
pixels of retina.

2. Patchy maps consist of several domains within each of which the body is
accurately represented. However, adjacent domains map regions that are not
anatomically close or which are disoriented. Cerebellar motor maps are of
this kind and said to exhibit fractured somatotopy. Patchy maps arise
because while some groups of neurons are locally connected, others are
wired to distant neurons allowing global interactions to take place. For
example, serving a tennis ball requires the coordination of movements in
distant parts of the body.

3. Diffuse maps are those which have no underlying topography. Distinct
smells are mapped to particular sites in the olfactory bulb but not in any
orderly fashion. Smells are not arranged within the brain in any systematic

way by property.



Section E - Neural coding

E4 MODALITY

Key Notes

l Sensory receptors

Sensory receptors can be classified in several ways, for example, by their

[ Ltk e

location in the body or by the nature of the stimulus which excites them.

‘ A neural pathway that receives its input from a single class of sensory
receptor is a labeled line. It mediates just one type of sensation.

Individual receptors within a single class vary in terms of threshold and
dynamic range. Stimulus intensity is partly conferred by the number of
neurons activated. Compound sensations are the result of simultaneous

activation of several labeled lines.

Modality

Modality is the set of all qualitatively similar sensations produced by a

Related topics

organ.

single sensory organ. Stimulus quality is probably conferred by the sense

Information representation by Sensory receptors (F1)

neurons (E1)

Sensory receptors

Labeled line

Sensory receptors can be classified in a variety of ways. These are summarized

in Tables 1, 2 and 3.

The neural pathway which is connected to a single class of sensory receptor and
which when stimulated gives rise to a readily identifiable type of sensation is
called a labeled line. The correspondence between receptor class and the nature
of the sensation occurs because a sensory receptor responds only to a specific
type of stimulus (e.g. photons, pressure). For example, a labeled line exists for

Table 1. Sensory receptors classified by location

Location Organ/receptor Sense
Exteroreceptors
Special Retina Vision
Cochlea Hearing
Olfactory epithelium Smell
Gustatory epithelium Taste
Vestibular inner ear Balance

Superficial® Cutaneous mechano-,
thermo- and nociceptors

Proprioceptors

Deep* Muscle/joint mechanoreceptors
Interoceptors

Visceral Visceral mechanoreceptors

Touch, temperature and pain

Body position and movement

Visceral senses

2 These are classified as somatosensory receptors.
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Modality

Table 2. Sensory receptors classified by nature of the stimulus

Receptor Stimulus Sense
Photoreceptors Light Vision
Mechanoreceptors Mechanical forces Hearing, balance, touch

Thermoreceptors Heat
Chemoreceptors

A diverse variety of molecules

Proprioception, visceral stretch
Temperature
Olfaction, taste

Note: Nociceptors are mixed and may be mechano-, thermo or chemoreceptors or polymodal, that is

responding to several stimuli.

Table 3. A classification of sensation quality

Organ Modality Submodality

Retina Vision Gray scale brightness, color
Cochlea Hearing Tone

Olfactory epithelium Smell No agreed primary qualities
Tongue epithelium Taste Salt, sweet, sour, bitter
Vestibular inner ear Balance Direction of gravitational field,

angular acceleration of the head
Muscle and joint mechanoreceptors Proprioception
Visceral mechanoreceptors Visceral stretch

Skin mechanoreceptors Touch Light touch, pressure,
vibration/flutter

Skin warm thermoreceptors Warmth

Skin cold thermoreceptors Cold

Skin/visceral nociceptors Pain

Skin itch receptors Itch

skin warming. This is because warm thermoreceptors respond optimally to
increases in skin temperature. Receptors even in a single class may differ in their
properties from each other. Individual receptors may vary in the strength of the
stimulus that will make their afferent fire on 50% of the occasions it is delivered,
the threshold stimulus. Individual warm thermoreceptors respond over
different ranges of temperature; that is, they differ in the dynamic range over
which they operate. The sensation mediated by a labeled line involves activating
a population of afferents. This population coding contributes to the intensity of
a sensory experience. Many topographic maps are of single or a few closely
related labeled lines. Some topographic maps are really a series of embedded
submaps, each representing a labeled line.

Many perceived sensations do not correspond to what can be produced by
activating a single labeled line. These compound sensations arise from the acti-
vation of several receptor types by a single stimulus. By this means a rich
variety of higher-order sensory experience is made possible (e.g. texture,
wetness).

The concept of modality is ill-defined in the neuroscience literature. One
common definition is that modality is the group of qualitatively similar sensa-
tions detected by a particular sensory organ and recognizes submodalities
based on perception. In this scheme, some submodalities correspond to a
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receptor class, others encompass a diversity of receptors. A version of this
approach is given in Table 3.

Experiment suggests that stimulus quality is determined by the sense organ.
Surgically re-routing visual pathways to auditory cortex resulted in animals
which behaved as if they interpreted input into the redirected pathway as light,
not sound. This also suggests that sensory cortex may be a rather general-
purpose machine.



Section E - Neural coding

ES5 ELEMENTARY NEURAL
CIRCUITS

Key Notes

l Neural networks ‘ The operation of groups of interconnected neurons is not well

understood. This is a problem because much of the nervous system
consists of such neural networks.

l Divergence

] Neural pathways in which few neurons upstream connect to many

neurons downstream exhibit divergence. It allows signals to be spread to
many targets.

l Convergence

] Neural pathways in which many upstream neurons connect to few

downstream ones exhibit convergence. It allows data compression and
integration of weak signals.

l Feedforward

‘ In feedforward signals flow downstream from lower-order to higher-

order neurons; i.e. in the input-to-output direction. Feedforward
inhibition is responsible for the surround inhibition in sensory pathways
and the reciprocal inhibition seen in motor reflexes.

l Feedback

] In feedback circuits signals flow upstream. They can be excitatory but are

more usually inhibitory when their effect is negative feedback. Neurons
that feedback onto themselves do so via recurrent axon collaterals.

Central pattern
generators

Neural circuits that generate cyclical patterns of neural activity, such as
respiration or locomotion are called central pattern generators.

Related topics

Location coding (E3) Cerebellar function (K6)
Spinal motor function (J4) Control of autonomic
Brainstem postural reflexes (J5) function (L6)

Neural networks

Divergence

Neurons connect together to form networks. The operation of neural networks,
even those containing just a few distinct types of nerve cell, is poorly under-
stood in general. This is arguably the most serious problem for contemporary
neuroscience because large regions of the nervous system (e.g. the cerebral
cortex) apparently consist of the same circuit repeated millions of times. How
the same circuit serves functions as diverse as those of the cerebral cortex is
currently a mystery. However some patterns of neural organization are both
common and comprehensible.

Few cells connecting with many downstream is termed divergence (Fig. 1a). It
serves to disseminate information to a wide variety of targets. Examples
include:
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Convergence

Feedforward

(a)

Primary afferent

Interneuron

Divergence

(c) Apical
dendrites

Recurrent axon (d)
O

® Primary afferents which relay with many interneurons so that other inputs
and motor output in the cord and brainstem can be modified.

® Small numbers of preganglionic autonomic neurons supply up to 100-fold
greater numbers of postganglionic neurons.

The funneling of connections from many cells to few is called convergence (Fig.
1a). It is the means by which target cells are able to integrate information from
several sources. Convergence must involve data compression. Examples
include:

® The retina, which has 100 million photoreceptors but only one million output
neurons.

® The spinal cord, where motor neurons are outnumbered by primary afferents
about 10-fold.

Low convergence is seen where high spatial resolution (the ability to sense
stimuli that are close together as independent) is important, such as between
cones and bipolar cells in the retina. In contrast, high convergence is required
where it is necessary to integrate weak signals from a number of receptors to
achieve high sensitivity. This is the case between rods and bipolar cells in the
retina, where it permits vision in dim light.

In feedforward circuits (Fig. 1b), input neurons establish connections (either

excitatory or inhibitory) with cells that are closer to the output (i.e. higher order)
neurons than themselves. In feedforward inhibition lower-order cells excite

(b)
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Fig. 1. Basic neural circuits. (a) Divergence and convergence in the spinal cord. (b) Feedforward inhibition. (c) Recurrent
excitation in the CA3 region of the hippocampus. (d) Feedback (recurrent) inhibition. Excitatory neurons are open circles,
inhibitory neurons are filled circles.



117

Feedback

Central pattern
generators

inhibitory interneurons which project forward to dampen the activity of neigh-
boring higher-order cells. This results in only the strongest signals being propa-
gated further. Feedforward inhibition, in the form of GABAergic interneurons,
is responsible for generating the surround inhibition seen in sensory pathways,
and may also contribute to selective attention, the facility to attend to one stim-
ulus in preference to others.

A special case of feedforward inhibition is the enhancing of a response by
attenuating an opposing action, a mechanism known as reciprocal inhibition.
This operates in spinal cord reflexes that time the activities of limb flexors and
extensors. Here, inhibitory interneurons reduce the activity of extensor muscles
during flexion and vice versa.

In feedback circuits, higher-order cells establish connections to lower-order
cells. The connections may be excitatory but are more usually made via
inhibitory interneurons to cause feedback inhibition, the neural equivalent of
negative feedback. Feedback inhibition allows motor systems to correct errors
during the execution of a movement. A neuron may feedback on itself by
making recurrent connections. Recurrent excitation (Fig. 1c) by axon collaterals
is important in the hippocampus, while recurrent inhibition (Fig. 1d) of motor
neurons in the spinal cord by Renshaw cells is crucial.

Neural networks that produce cyclical patterns of activity autonomously are
called central pattern generators (CPGs). They mediate, for example:

® the inspiratory—expiratory cycle of ventilation;
® limb movements during locomotion which involves alternate activation of
flexors and extensors.

The basic operation of CPGs is modified or overridden by extraneous path-
ways.






Section F - Somatosensory systems

F1 SENSORY RECEPTORS

Key Notes

Receptor potentials

Mechanoreceptors

Thermoreceptors

Nociceptors

Clinical
pharmacology
of nociceptors

Related topics

Sensory receptors respond to a stimulus with a change in membrane potential,
a receptor potential. In vertebrates this is depolarizing at all receptors, except
photoreceptors which hyperpolarize, and inner ear hair cells which make both
responses. A cutaneous sensory receptor is part of a primary afferent. In other
sensory systems the sensory receptor is a separate receptor cell. Receptor
potentials are small amplitude, graded, passively conducted potentials that
decay with time and distance (c.f. synaptic potentials). Receptors adapt to a
constant stimulus in that the response declines with time. Receptor potentials
that are sufficiently large will trigger action potentials in sensory pathways; if
they do so directly they are called generator potentials.

Skin mechanoreceptors respond to mechanical forces. They are classified
as slowly or rapidly adapting and within each of these they fall into two
types. Type I have small receptive fields (RFs) with clear boundaries and
are concerned with shape and texture sensation. Type II have large RFs
with fuzzy edges. The density of receptors is variable, being highest in
fingertips and lips. Skin regions with a high density of receptors have a
bigger representation on somatotopic maps than regions with low density.

Thermoreceptors are slowly adapting. Warm receptors increase firing in
response to a rise in skin temperature, whereas cold receptors respond to
a decrease in temperature. Individual thermoreceptors are most sensitive
to rapid changes in temperature but are poor at signaling absolute
temperature. Temperature perception relies on comparing the responses
of populations of warm and cold receptors.

Mechanical nociceptor afferents are Ad fibers responsible for the sensation
of sharp pricking pain. Thermal nociceptors respond to high or low skin
temperature activating A afferents. Polymodal nociceptor afferents are C
fibers and respond to intense mechanical forces, heat and a number of
chemicals released during tissue damage. They cause the sensation of
poorly localized burning pain. Several inflammatory mediators lower the
threshold of polymodal nociceptors, resulting in primary hyperalgesia.
Itch receptors have C fiber afferents and respond to histamine.

Glutamate and peptides (e.g. substance P) are released from the central
and peripheral terminals of nociceptor afferents. Peripheral release is
responsible for changes in blood flow and histamine secretion that causes
the redness, heat and swelling characteristic of neurogenic inflammation.
Blocking the actions of mediators that excite or sensitize nociceptors can
produce clinically useful analgesia. This is the case for bradykinin receptor
antagonists, non-steroidal anti-inflammatory analgesics (e.g. aspirin),
which inhibit the synthesis of prostaglandins, and vallinoid receptor
ligands which act on the ion channels that transduce noxious heat.

Information representation by neurons (E1) Modality (E4)  Pain (F3)
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Receptor
potentials

Sensory receptors convert the stimulus to which they are sensitive to a change in
membrane voltage by making the membrane more permeable to one or more
ions. This process is called transduction and is different in different receptors.
For somatosensory systems the sensory receptor is the modified ending of the
primary afferent neuron, and is depolarized directly by the stimulus. In all other
sensory systems the sensory receptor is a specialized cell type, which forms
synaptic connections with the first afferent neuron. For these, alterations in
membrane potential translate into changes in sensory cell neurotransmitter
release, with corresponding effects on the primary afferent. In vertebrates, all
sensory receptors, except photoreceptors, depolarize in response to stimulation.
Photoreceptors hyperpolarize when exposed to light. The hair cells of the inner
ear responsible for balance and hearing depolarize or hyperpolarize depending
on the stimulus.

The stimulus-evoked change in membrane potential is called a receptor
potential. In some sensory systems, for example somatosensory systems, the
effect is to trigger actions potentials if the stimulus is sufficiently strong.
Receptor potentials which directly generate action potentials are often referred
to as generator potentials. Receptor potentials share many of the properties of
synaptic potentials (Fig. 1).

They are small amplitude, graded in size depending on the stimulus strength,
passively conducted over the receptor cell surface or along neurites, decay with
time and distance and can be summated. A generator potential will trigger
action potentials for as long as it remains beyond the firing threshold, the
frequency of firing will be higher the greater its amplitude. Receptors demon-
strate adaptation, a decline in response over time to a constant stimulus, and are
classified as slowly or rapidly adapting. Cutaneous receptors are classified as
mechanoreceptors, thermoreceptors and nociceptors. Their properties are
summarized in Table 1.

Table 1. Cutaneous receptors

Receptor Adaptation Fiber  Sensation
type
Mechanoreceptors
Meissner’s corpuscle RA1 velocity AB Touch, flutter, stretch
Pacinian corpuscle RA2 acceleration AB Vibration
Merkel’s disc SA1 velocity and AB Touch, pressure
displacement
Ruffini corpuscle SA2 displacement AB Stretch
Lanceolate ending® RA1 velocity Ao Hair movement
Pilo-Ruffini ending® SA2 displacement. AP Hair movement
Hair follicle receptor® RA1 displacement. AP Hair movement
Thermoreceptors
Warm, bare nerve ending SA C TSkin temperature
Cold, bare nerve ending SA Ad 1 Skin temperature
Nociceptors
Mechano- bare nerve ending Nonadapting Ad Sharp pain
Polymodal bare nerve ending Nonadapting C Burning pain

2 Hairy skin only.



121

Mechanoreceptors
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Fig. 1. Receptor (generator) potential (middle trace) and discharge (upper trace) of a slowly
adapting cutaneous mechanoreceptor afferent in response to 150 ms indention of skin (lower
trace). V, threshold voltage.

Skin mechanoreceptors are classified as slowly or rapidly adapting and, sepa-
rately, as being of two types, type I and II, distinguished by their location and
receptive fields (RFs). Type I are superficial, lying at the boundary of epidermis
and dermis and have small RFs with well-defined boundaries. These include
Meissner’s corpuscles (Fig. 2a) and Merkel’s disks (Fig. 2b). Type II are deep in
the dermis and have large RFs with poorly defined edges, and include Ruffini
corpuscles (Fig. 2c) and Pacinian corpuscles (Fig. 2d).

Type I receptors are more directly concerned with form and texture percep-
tion than type II. The density of type I receptors varies across the body surface
being highest in the fingertips, lips and tongue and lowest in the trunk. Areas
with higher density have proportionally greater representations in somatotopic
maps. Receptor convergence varies with receptor; whereas each Merkel’s disk
afferent receives input from 2-7 receptors, a one-to-one ratio is the case for
Pacinian corpuscles and their afferents.

(@) (b) Merkel cell

% Afferent

terminal
Capsule

(c) (d) Connective tissue
Capsule laminae

Collagen fiber @

Fig. 2. Morphology of glabrous (non-hairy) skin mechanoreceptors: (a) Meissner’s corpuscle;
(b) Merkel’s disc; (c) Ruffini corpuscle; (d) Pacinian corpuscle.
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Thermoreceptors

Meissner’s corpuscle signals are important in adjusting grip force since they
are very sensitive to small movements of an object over the skin of a grasping
hand. Human skin is sensitive to vibration over a wide range of frequencies
(5-500 Hz). For frequencies < 40 Hz the term flutter is used and this sensation is
largely attributable to Meissner’s corpuscles. Higher-frequency vibration is
detected by Pacinian corpuscles which follow a sinusoidal vibration stimulus by
triggering a single action potential per period. Optimal sensitivity is about 200
Hz. Frequencies in this range can be perceived even at skin indentations less
than 1 mm.

Transduction has been most extensively studied for Pacinian corpuscles. Skin
indentation force is transmitted through the corpuscles to deform the neurite
within. This causes the opening of stretch-sensitive Na® channels in the
membrane (not to be confused with voltage-dependent Na* channels) resulting
in a brief depolarization. Membrane potential returns to resting extremely fast
because the receptor adapts. Adaptation is brought about by the corpuscle,
which consists of concentric layers of connective tissue. An applied force is
rapidly dissipated as shear force as the layers slide over each other, cutting off
deformation of the neurite within.

Human skin is either hairy or glabrous (non-hairy). Innervation of hairy skin
differs in having a lower density of Merkel’s disks and in possessing two addi-
tional types of mechanoreceptor closely associated with hairs (see Table 1).

Skin thermoreceptors are the naked terminals of small-diameter afferents. They
are slowly adapting, tonically active, more sensitive to rapid than slow tempera-
ture changes, and poor indicators of absolute temperature. Thermoreceptor
afferents get input from 3—4 receptors, and have very small RFs (1 mm diameter
in glabrous skin), yet surprisingly infrared radiation is very poorly localized.
There are two populations of thermoreceptors (Fig. 3).

® Warm receptors fire in the range 29-45°C, with peak frequency at 45°C.
Noxious heat is not sensed by warm receptors.

® Cold receptors are sensitive to skin temperatures between 5-40°C and have
maximal activity at 25°C.

Perceived skin temperature is given by comparing the relative activities of the
warm and cold receptors; an example of population coding. Thermoreceptors
also signal the direction in which temperature changes. If the skin is cooled,
warm receptors are briefly silenced and cold receptor firing rates rise rapidly
and then drop slightly as they adapt to the tonic frequency that codes the new

6 L Cold
Warm

Average firing
frequency (Hz)

0 I I I I I
10 20 30 40 50

Skin temperature (°C)

Fig. 3. Frequency response of populations of cutaneous cold and warm thermoreceptors.
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Nociceptors

Clinical
pharmacology of
nociceptors

temperature. In like manner, skin warming silences the cold receptors and
boosts warm receptor firing.

The bare endings of small-diameter high-threshold afferents are nociceptors,
receptors for noxious, pain-producing stimuli. Unlike thermoreceptors, normally
they have no background firing. They are classified by what excites them:

1. Mechanical nociceptors are stimulated by intense mechanical forces and
those in the skin give rise to sharp, pricking pain. Each nociceptor is the
ending of one of 5-20 branches of an A afferent with a conduction velocity
of 5-30 m s™. Similar receptors are also found in the visceral peritoneum that
invests the gut, where they respond to excessive distension.

2. Thermal nociceptors fall into two groups, one excited either by temperatures
greater than 45°C, the other by temperatures less than 5°C. They also respond
to intense mechanical stimuli. Their afferents are A or C fibers.

3. Polymodal nociceptors respond to puncture, temperatures in excess of 48°C,
and to a wide variety of molecules liberated as a result of tissue damage
including: K*, H', bradykinin, prostaglandins, serotonin and histamine.
Stimulation of these nociceptors causes burning or aching pain that is poorly
tolerated. Their afferents are C fibers which conduct at less than 1.0 m s™.
Because C fiber conduction is so slow, the pain they produce arrives last after
a mechanical injury. They are also responsible for visceral pain and
toothache. Release of bradykinin and prostaglandin E, from damaged tissue
reduces the threshold of nociceptors to mechanical and thermal stimuli
making the site of an injury more painful, a phenomenon called primary
hyperalgesia. Even non-noxious stimuli may elicit pain. It is postulated that
some visceral C fiber nociceptors are silent even in the face of noxious
mechanical or thermal stimuli until sensitized by a chemical mediator.

4. Ttch receptors belong to a separate class of C fiber that responds to histamine
released from mast cells.

Primary nociceptor afferents co-release glutamate (which acts as a fast trans-
mitter) and peptides, most notably substance P. The peptides enhance and
prolong the effects of the excitatory amino acid because they diffuse away from
their site of release to increase the excitability of neighboring dorsal horn cells.
Glutamate and peptides are released from the peripheral nerve terminals as
well as the central endings of the nociceptor afferent axon. Action potentials
triggered by exciting polymodal nociceptor terminals are not only conducted
centrally but, in what is termed an axon reflex, can also travel antidromically
along neighboring branches to stimulate secretion of substance P from their
peripheral terminals. This contributes to the classic signs of inflammation at an
injury site in what is termed neurogenic inflammation. Substance P acts on
post-capillary venules to produce vasodilation (heat and redness) and increased
permeability (swelling), and can cause itching by liberating histamine from mast
cells which excites itch C fibers. Surprisingly, antagonists of the neurokinin
(NKT1) receptor at which substance P is most efficacious have not proved to be
good analgesics in humans.

Bradykinin is a potent excitant of nociceptors. Competitive antagonists of
bradykinin (B,) receptors are analgesic and anti-inflammatory in the laboratory
and have potential as novel analgesics.

Cell damage in the periphery causes the production of arachidonate.
Cyclooxygenases act on this phospholipid, producing cyclic endoperoxides
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from which prostaglandins are synthesized by prostaglandin synthases.
Prostaglandins sensitize (lower the threshold of) nociceptors to other inflamma-
tory mediators such as serotonin and bradykinin. Aspirin and other non-
steroidal  anti-inflammatory dugs (NSAIDs) work by inhibiting
cyclooxygenases, particularly cyclooxygenase 2 (COX 2). Aspirin produces an
irreversible inhibition by acetylating the enzymes (i.e. a covalent modification),
whereas many NSAIDs, e.g. ibuprofen, are reversible competitive inhibitors.
These drugs are particularly effective in pain associated with inflammation, e.g.
toothache.

Capsaicin, the active compound responsible for the hot taste of chilli peppers,
acts on vanilloid receptors in thermal and polymodal nociceptors. Vanilloid
receptors are ligand-gated ion channels with a high conductance to Ca* and are
the molecular receptors which transduce noxious heat stimuli. Capsaicin causes
pain by releasing substance P from nociceptors, but repeated application causes
depletion of the transmitter and hence a reduced sensitivity to nociceptor
stimuli. Recovery takes days to weeks. Vanilloid receptor ligands are being
explored as potential novel analgesics.
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F2 ToucH

Key Notes

Dorsal column—
medial lemniscal
pathway

Each dorsal root receives input from a skin dermatome. Mechanoreceptor
and proprioceptor afferents enter the dorsal roots to synapse with
interneurons involved in spinal reflexes in the dorsal horn. A branch

from each afferent ascends the spinal cord in the dorsal columns to
synapse with neurons in the dorsal column nuclei (DCN) in the medulla.
Lateral inhibition occurs in the DCN. Axons of DCN neurons cross the
midline and ascend in the medial lemniscus to terminate in the
ventroposterolateral thalamus. From here neurons project to the primary
somatosensory cortex (SI). Somatotopic mapping at each stage preserves
stimulus location (the somatosensory cortex has several somatotopic
maps over its surface, each representing a different class of receptor), and
the dynamic features of stimuli are transmitted faithfully to the cortex.
The primary somatosensory cortex (SI) is organized into radially
arranged columns, each of which gets input from a single type of
receptor in a particular place on the skin. Adjacent regions of skin have
adjacent columns. SI is concerned with tactile discrimination and
stereognosis, the ability to perceive shape by touch. The secondary
somatosensory area (SII) gets input from both sides of the body and is
involved in guiding movement in the light of somatosensory input.

Descending
connections

Reciprocal connections between the somatosensory cortex and DCML
system nuclei are formed which have the same somatotopic mapping as

Related topics

the ascending pathway. These descending connections probably act to
filter somatosensory inputs.

Location coding (E3) Sensory receptors (F1)
Modality (E4) Pain (F3)

Dorsal column-
medial lemniscal
pathway

The region of skin innervated by a dorsal root is a dermatome. These are
numbered for the spinal cord segment served by the dorsal root (e.g. T1-T12).
Cutaneous low-threshold mechanoreceptor primary afferent axons relaying skin
mechanoreceptor and proprioceptor signals, enter the spinal cord via the dorsal
roots to synapse with interneurons, dorsal horn cells (DHCs), in Rexed laminae
II-VI. These neurons mediate or modify spinal reflexes. Each afferent sends a
collateral up the dorsal columns to synapse with neurons in the dorsal column
nuclei (DCN) in the medulla. The cuneate nucleus receives input from C1-8
and T1-6, whereas the gracile nucleus gets its inputs from T7-12, lumbar and
sacral spinal segments. Dorsal column nuclei are a site for lateral inhibition
(Fig. 1).

Axons of the DCN neurons cross the midline to ascend on the opposite side
of the spinal cord as the medial lemniscus, terminating in the ventroposterolat-
eral (VPL) division of the ventrobasal thalamus (Fig. 2). VPL neurons give rise
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to thalamo-cortical axons, which project to the primary somatosensory cortex SI
(Brodmann'’s areas 1, 2, 3a and 3b), situated over the postcentral gyrus. SI
neurons in turn project to SII (Fig. 3a).

The general properties of the dorsal column medial lemniscal (DCML)
system are:

® The great strength of its synaptic connections.

® The properties of its neurons are matched to those of the sensory receptors
supplying them, so the dynamic features of stimuli are transmitted with high
fidelity through the whole system.

® Somatotopic mapping preserves localization at every stage. Body maps are
found in dorsal column nuclei, VPL and somatosensory cortex. Each of the
four regions in SI has a distinct map. Cutaneous input maps to the core of the
VPL and then to areas 1 and 3b whereas proprioceptor input maps more
peripherally in the VPL thalamus and then to areas 2 and 3a (Fig. 3b).
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Fig. 3. The somatosensory cortex: (a) location of the primary (Sl) and secondary (Sll)
somatosensory cortex of the left cerebral hemisphere, lateral aspect. Numbers refer to
Brodmann areas; (b) interconnections of the thalamus and somatosensory cortex viewed
across line A-B in (a).
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Descending
connections

Neurons in SI are organized into radially arranged columns. Each column
gets input from just a single type of receptor, and from a specific location.
Adjacent locations are represented in adjacent columns in a somatotopic
manner. Extensive neural connections exist within a column; connections
between columns are sparse.

The first cortical stage in somatosensory processing is in area 3b to which
most VPL neurons project. Cells in 3b then project to layer IV of areas 1 or 2. The
RFs of neurons in area 3b are relatively simple and those in 1 and 2 more
complex. Lesion studies show that area 3b is important for all tactile discrimina-
tion, area 1 is concerned with analysis of texture and area 2 with stereognosis,
the ability to perceive the three-dimensional shape of an object by touch. In
addition to cutaneous input, area 2 gets proprioceptor input (directly and from
3a) and has reciprocal connections with the motor cortex. These are not involved
in modifying ongoing movements but may inform the motor system of the
sensory consequences of moving.

The secondary somatosensory cortex (SII) gets inputs directly from the thal-
amus and from SI. Many neurons in SII have bilateral RFs, that is, stimuli in the
corresponding region on both sides of the body will evoke a response. Inputs
from the contralateral body surface arise as a direct consequence of the decussa-
tion (crossing over) of the medial lemniscus. Inputs from the ipsilateral body
surface enter SII from the contralateral side via the corpus callosum. By inte-
grating information from both sides of the body, SII is the first stage in the
formation of a unified percept of the whole body. It enables tactile discrimina-
tions learned using one hand to be easily performed with the other.

SII is important in controlling movement in the light of somatosensory input
via its connections with the motor cortex. In addition, SII has inputs to the
limbic cortex and so to the hippocampus and amygdala. By this route tactile
learning is brought about.

The somatosensory cortex has reciprocal connections with all of the subcortical
structures which relay sensory input to it. The descending pathway is made by
the corticospinal (pyramidal) tract either directly or via its connections with the
brainstem reticular nuclei. These back projections have a somatotopic mapping
precisely in register with the ascending DCML pathway. They are probably the
vehicle by which somatosensory input can be selectively filtered as an attention
mechanism. For example, much of the time we are not aware of the sensations
caused by clothes.
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F3 PAIN

Key Notes

Definition and
classification of pain

Anterolateral
pathways

Physiology of
spinothalamic neurons

l Crude touch sensation l

Discriminative pain
perception

Enhanced pain
responses

Pain is the unpleasant sensory and emotional experience that
accompanies stimuli that cause tissue damage. Normally it has a
protective role. Clinical pain is associated with disease (e.g. arthritis) and
has no obvious physiological role. Neuropathic pain results from the
damage to pain pathways.

Small-diameter afferents carrying temperature and nociceptor input enter
the dorsal horn, terminating on dorsal horn cells which mediate
temperature, pain and poorly localized (crude) touch sensation. Most
axons of these neurons cross the midline within one or two spinal
segments to ascend in the anterolateral columns. Some nociceptor input
is by way of pathways outside the anterolateral columns.

Lamina I neurons are nociceptor specific and give rise to the lateral
spinothalamic tract. Fast pain signals are relayed in the neospinothalamic
pathway to the posterior nucleus of the thalamus, whereas slow pain is
sent to via the spinoreticular pathway to reticular thalamic nuclei.
Lamina V cells get inputs from both nociceptors and mechanoreceptors
and project in the anterior spinothalamic tract which terminates in the
ventral posterior thalamic nuclei. Neurons in the spinal nucleus of the
trigeminal nerve equivalent to those in laminae I and V of the spinal cord
are responsible for crude touch and pain sensation in face and head.

Activation of lamina V cells by mechanoreceptor afferents only generates
a well-localized but poorly discriminated sense of touch.

Noxious stimuli excite both lamina I cells, which carry the pain signal,
and lamina V cells, which allow the pain to be localized. Nociceptor
input is widely disseminated in the brain to regions collectively termed
the pain matrix (which includes the primary somatosensory cortex), but
the site for discriminative aspects of pain is uncertain.

An injury site may become more sensitive to nociceptor input (hyperalgesia),
innocuous input may cause pain (allodynia), or pain can occur in the
absence of any stimulus. This ensures that the injured region is protected.
Primary hyperalgesia is due to sensitization of polymodal nociceptors by
substances produced at the injury site, while allodynia is due to increased
excitability of mechanical nociceptors. Secondary hyperalgesia results
from central sensitization, in which spinal cord neurons become
hyperexcitable to low-threshold primary afferent input and acquire larger
receptive fields. One component of central sensitization is wind-up, a
progressive increase in the firing rate of spinal cord neurons produced by
low-frequency electrical stimulation of C fibers sufficient to produce
temporal summation. It is attributed to NMDA receptor activation.
Central sensitization is a common feature of chronic inflammatory pain.
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Autonomic, arousal
and emotional
aspects of pain

Connections of the spinoreticular pathway to several brainstem nuclei,
hypothalamus and thalamus are responsible for autonomic and arousal
responses to pain. The cingulate cortex, part of the limbic system, is

Related topics

concerned with the emotional response to pain.

Sensory receptors (F1) Pain modulation (F4)
Touch (F2)

Definition and
classification of
pain

Anterolateral
pathways

Pain is the unpleasant sensory and emotional experience associated with
noxious stimuli, those which may cause tissue damage. The protective role of
nociceptive pain, felt only in the presence of acute injury or inflammation, is
illustrated by the serious injury that individuals with congenital insensitivity to
noxious stimuli unwittingly inflict on themselves. Clinical (pathological) pain,
such as that associated with chronic inflammatory states (e.g. arthritis), or which
persists long after an injury has apparently healed, has no obvious physiological
role. Clinical pain resulting from damage to pain pathways is termed neuro-
pathic pain.

The primary afferents of the anterolateral pathways are small-diameter dorsal
root ganglion (DRG) cells driven by thermoreceptors or nociceptors and DRG
cells with large ‘receptive fields’ stimulated by mechanoreceptor input. The
anterolateral system thus mediates temperature and pain sensations and poorly
localized (crude) touch sensation (Fig. 1).

Because conduction by A8 mechanical nociceptor afferents is so much faster
than that of C fiber polymodal nociceptors, a painful blow produces a sharp fast
(first) pain initially, followed by an aching or burning slow (second) pain.

The small-diameter fiber afferents, situated laterally in the dorsal roots, enter
the dorsolateral tract of Lissauer, where they divide into ascending and
descending branches giving off collaterals that enter the dorsal horn usually
within 1-2 segments. Nociceptive Ad afferents synapse with projection neurons
in lamina I that convey fast pain, and with the distal dendrites of cells in lamina
V that extend dorsally into lamina I responsible for crude touch sensation.
Nociceptive C fibers synapse both monosynaptically and via interneurons with
lamina I projection neurons conveying slow pain. The axons of the projection
neurons cross the midline within one or two segments to ascend in the antero-
lateral columns.

The anterolateral columns are the conduits for the spinothalamic pathways,
which are the axons of second-order sensory neurons. Those conveying
temperature and pain sensations are found in the lateral spinothalamic tract
while those involved in crude touch sensation, in which localization is
preserved but modality is poorly represented, run in the anterior spinothal-
amic tract.

Some nociceptor input is transmitted outside the anterolateral columns, for
example by the spinocervical tract. This explains why anterolateral cordotomy
(a surgical procedure to cut the anterolateral columns at a specific spinal level to
treat intractable pain) is often followed by the recovery of some pain sensation.
Moreover, visceral pain fibers travel in the dorsal column-medial lemniscal
system.
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Physiology of
spinothalamic
neurons
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Fig. 1. Anterolateral pathways. See text for details of the individual tracts.

The projection neurons in laminae I are nociceptor specific — that is they respond
only to high-threshold afferent activity — and convey fast pain, slow pain or itch;
these are separate submodalities and are processed in parallel but differently.

Lamina I projection neurons enter the lateral spinothalamic tract. Those
conveying fast (Ad fiber) pain decussate to ascend on the contralateral side in
the neospinothalamic pathway, terminating in the posterior nucleus of the
thalamus. Projection neurons transmitting slow (C fiber) pain send their axons
(together with axons from cells in laminae VII and VIII) into the spinoreticular
(paleospinothalamic) pathway, a part of the spinothalamic tract that makes
extensive connections in the reticular system of the brainstem (e.g. the
parabrachial nucleus) and the reticular nuclei of the thalamus. Many spinoretic-
ular axons do not cross the midline but ascend ipsilaterally.

The largest number of spinothalamic tract cells are in lamina V. The dendrites
of some of these neurons extend into lamina I and receive inputs from
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Crude touch
sensation

nociceptor afferents (both Ad and C fiber). But lamina V neurons also receive
connections from large-diameter (AB) mechanoreceptor afferents so are said to
be wide dynamic range (WDR) cells, because they get inputs from low-
threshold and high-threshold afferents (Fig. 2). Hence most spinothalamic tract
neurons can be excited by both innocuous and noxious stimuli. Their axons cross
the midline to enter the neospinothalamic pathway and terminate in the ventral
posterior and posterior nuclei of the thalamus.

Neurons equivalent to the lamina I and lamina V cells in the spinal cord are
also found in the spinal nucleus of the trigeminal nerve, which get their inputs
from the primary afferents of the face and head. They project to the ventral
posterior medial and posterior thalamic nuclei.

Note that although the target thalamic nuclei of lamina V and trigeminal
nucleus cells are the same as those of the dorsal column-medial lemniscus
pathway, the thalamic neurons on which these two systems synapse are
different.

Neurons in lamina IV also project to the contralateral anterior spinothalamic
tract. These cells receive input from large-diameter (AB) mechanoreceptor affer-
ents but not from nociceptor afferents. They too mediate crude touch.

Lamina V (and lamina IV) cells when activated only by large-diameter low-
threshold afferents convey crude touch sensation. These cells have small recep-
tive fields and their projections are organized topographically and so are able to
localize stimuli precisely. However, the ability of the neospinothalamic pathway
to discriminate between the different mechanoreceptor submodalities is poor.
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Fig. 2.  Circuitry to account for fast pain and crude touch transmission by dorsal horn. C-fiber
input for slow pain sensation is not shown. PO, posterior nucleus of thalamus; VPL, ventral
posterior lateral nucleus of thalamus; o—~, excitatory neurons; e, inhibitory neurons.
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Discriminative
pain perception

Enhanced pain
responses

Any noxious stimulus will activate both lamina I and lamina V cells (stimuli
exciting only lamina V cells are perceived as innocuous). Lamina I cells signal
pain, but because they have large receptive fields, and relay to posterior lateral
and reticular thalamic nuclei which do not have topographic projections to the
cortex, they cannot localize it well. The localization of painful stimuli depends
on the simultaneous firing of lamina V cells, which project in somatotopic
fashion to the ventral posterior lateral nucleus (and the homologous ventral
posterior medial nucleus for the trigeminal system) of the thalamus. These thal-
amic nuclei project to the primary somatosensory cortex (SI).

Brain-imaging studies reveal that activity increases in a number of brain areas
when human volunteers experience pain. These regions are collectively termed
the pain matrix and include the periaqueductal gray, secondary somatosensory
cortex (SII), insula, anterior cingulate cortex, movement-related areas of the
cerebellum, supplementary motor areas, and much less robustly SI and the thal-
amus. Clinical ablation of large parts of SI does not alter pain perception, hence
discriminative aspects of pain must be conferred elsewhere, perhaps by SIL
Other cortical (limbic) areas are concerned with emotional responses to pain.

At the site of an injury abnormal pain responses can occur:

® noxious stimulation becomes more painful than usual (hyperalgesia);
® stimuli that are normally innocuous can become painful (allodynia);
® pain can occur in the absence of any stimulus (spontaneous pain).

These responses, when transient, have a protective role in that they encourage
guarding of the site of injury. However, when they outlast their usefulness they
become pathological pain.

Hyperalgesia arising from peripheral mechanisms is termed primary hyperal-
gesia, while that arising from central mechanisms is secondary hyperalgesia.
Primary hyperalgesia is due to sensitization of polymodal nociceptors by
substances produced at the injury site. For example, prostaglandins enhance
nociceptor excitability by activating protein kinase A and phosphorylation of
sodium channels. Glutamate released from nociceptors, macrophages, and leaky
blood vessels following injury is also a key player. Allodynia is due to gluta-
mate increasing the excitability of mechanical nociceptors. The effect of glutamate
on nerve terminals is mediated by metabotropic glutamate receptors coupled to
phospholipase C.

Secondary hyperalgesia arises partly from changes in the behavior of wide
dynamic range (WDR) spinal cord cells, termed central sensitization, which has
the following characteristics:

® it is induced by tissue or nerve injury, so it occurs secondary to activity in
primary nociceptor afferents;

® increased spontaneous (background) firing;

hyperexcitability to low-threshold (A fiber) primary afferent input;

® increased size of receptive fields.

Under normal circumstances stimuli applied near the edge of the receptive
field of a WDR cell in the spinal cord usually elicit subthreshold responses
(epsps). However when inflammation arises in the periphery as a result of injury,
persistent firing of primary nociceptor afferents causes the continual release of
glutamate and a number of neuropeptides (e.g. substance P, neurokinin A and
calcitonin gene-related peptide). These transmitters depolarize the WDR cells,
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thus increasing their probability of firing. Now the cell is more sensitive to exci-
tatory input, and previously subthreshold stimuli at the edge of its receptive field
become suprathreshold; in effect the receptive field is enlarged.

In animals, electrical stimulation of C fibers at a frequency above about 0.3 Hz
causes temporal summation and a progressive increase in the firing rate of the
lamina I cells, a phenomenon called wind-up. The enhanced responsiveness
lasts for several minutes after the stimulus train has stopped. Wind-up is attrib-
uted to activation of NMDA receptors and blocked by NMDA receptor antago-
nists, such as the anesthetic ketamine. However, it is also blocked by substance
P receptor antagonists, and by opioid receptor (u and 8) antagonists given pre-
emptively, so it is clearly a complex phenomenon. Wind-up occurs at frequen-
cies as low as 0.5 Hz that are typical of background firing rates of sensitized
WDR cells. Hence it is thought to be a component of central sensitization. In
patients with secondary hyperalgesia arising from a variety of causes, temporal
summation of pain can be elicited and this can be blocked by ketamine,
suggesting that wind-up is indeed important. However, it is not the whole
story. While temporal summation is a correlate of wind-up, central sensitization
can occur without temporal summation. In addition, high-frequency NMDA
receptor activation can trigger persistent increases in the excitability of the
lamina I cells, and enlargement of their receptive fields, by formation of new
connections, in a manner akin to long-term potentiation.

Central sensitization is a common feature of chronic inflammatory pain.
Recent work is beginning to reveal underlying mechanisms and suggest treat-
ment (Fig. 3). Peripheral nerve injury somehow activates microglia in the local
spinal cord. One consequence of this is to up-regulate P2X, receptors, one of a
family of ligand-gated ion channels which respond to ATP, probably released
by primary afferent terminals, dorsal horn cells or astrocytes. Stimulation of the
P2X, receptors causes the microglia to release cytokines which increase the
sensitivity of lamina I dorsal horn cells.
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Fig. 3. A model for central sensitization in response to peripheral nerve injury. Numbers
indicate the sequence of events. Glutamatergic input from remaining intact fibres cause
prolonged firing of the lamina | cell because the voltage-dependent blockade on its NMDA
receptors has been removed by the abnormal depolarization (8).
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Autonomic,
arousal and
emotional
aspects of pain

The identity of the offending cytokines is not known, but a likely sequence in
the lamina I cells is as follows. Peripheral nerve injury causes the down-
regulation of an anion exporter and this results in a large rise in intracellular CI°
concentration. Lamina I cells now respond to activation of their GABA, and
glycine receptors by a large depolarization, caused by CI leaving the cell down
its concentration gradient. The depolarization allows NMDA receptors to be
opened by any incoming excitation. Analgesic cover after surgery is optimal if
given immediately and topped-up frequently. This curtails central sensitization,
dramatically reducing post-operative pain. For established secondary hyperal-
gesia, antagonists of P2X, receptors and NMDA receptors could prove clinically
important. Unfortunately, NMDA antagonists currently available, e.g. ketamine,
have side effects which curtail their usefulness.

The connectivity of the spinoreticular pathway brings about autonomic and
arousal responses to painful stimuli.

1. Brain stem reticular system connections generate autonomic responses to
pain (e.g. increases in heart rate and blood pressure) and changes in ventila-
tion.

2. Direct connections with the hypothalamus are responsible for activation of
the hypothalamic—pituitary—-adrenal axis stress response.

3. Activation of noradrenergic pathways in the brainstem reticular system
contributes to the increased arousal experienced during pain.

4. Connections run to midbrain reticular structures including the periaque-
ductal gray (PAG) and the parabrachial nucleus in the spinomesencephalic
tract, which lies laterally in the anterolateral columns. The PAG is part of a
system for modulating nociceptor input, and the parabrachial nucleus
projects to the amygdala and so is presumably involved in learning to fear
situations associated with pain.

5. The thalamic targets of spinoreticular neurons establish widespread connec-
tions with the basal ganglia, influencing motor activity, and with the cerebral
cortex.

6. All of the thalamic nuclei that receive nociceptor input send direct connec-
tions to the insular cortex, lesions of which reduce the emotional responses to
pain without altering discriminative aspects. Imaging studies show that the
anterior cingulate cortex is involved in emotional responses to pain.
Interestingly, recent brain-imaging studies reveal that selected parts of the
pain matrix (anterior insula and rostral anterior cingulate) are activated by
watching pain inflicted on a loved one.
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F4 PAIN MODULATION

Key Notes

Spinal control of
nociceptor input

Control of nociceptor input into the CNS is exerted at two levels. At the
spinal cord the input into the spinothalamic tract from small-diameter

primary afferents is inhibited by concurrent activity in large-diameter
mechanoreceptor afferents, via enkephalinergic interneurons in the
substantia gelatinosa.

Supraspinal pain
modulation

An anti-nociception system descends from the periaqueductal gray
matter to activate serotonin and noradrenergic neurons in the brain stem

that inhibit nociceptor input. Two systems in insular (limbic) cortex,
modulated by tonic GABAergic inhibition, modify pain sensation,
presumably in response to cognitive and emotional factors. One
influences the anti-nociception system and produces analgesia, the
second projects to the amygdala and is a pain-producing system. Natural
analgesic systems appear to be engaged during injury in highly arousing
contexts (e.g. sport, war) and after stressful encounters.

Opioid involvement
in pain

Some neurons in pain-modifying pathways use opioid neurotransmitters
such as met-enkephalin, endorphin and morphine. It is for this reason

that opioids are such potent analgesics. Opioid transmission has been
implicated in acupuncture and the placebo effect.

l Pathological pain

] Pain arising from internal organs is often referred to the body surface

Related topics

because nociceptor input from viscera and skin often converges in the
spinal cord. Unmasking of central connections may be responsible for
phantom pain that follows amputation of limbs. Pain can be caused by
damage to central pain pathways, e.g. the thalamus.

Purines and peptides (D8) Touch (F2)
Sensory receptors (F1) Pain (F3)

Spinal control of
nociceptor input

Mechanisms to reduce nociceptor input operate at both the spinal and supraspinal
level. At the level of the spinal cord, whether a stimulus is perceived as painful or
innocuous depends on the relative activity of large- and small-diameter fibers. An
explanation for this, the gate control theory (Fig. 1) is based on three experimen-
tally verifiable postulates. Firstly, that the wide dynamic range neurons in lamina
V get convergent excitatory input from large (A) mechanoreceptor afferents and
small (Ad and C) nociceptor afferents. Secondly, that the large-diameter AP fibers
inhibit lamina V neurons by activating inhibitory interneurons in lamina II
Thirdly, that nociceptor afferents inhibit the lamina II interneurons.

How does this circuitry operate? Nociceptor afferents directly excite the distal
dendrites of lamina V cells that lie in lamina I, and indirectly excite the lamina V
cells by inhibiting the lamina II interneurons (inhibiting an inhibition is
excitation). This opens the pain gate. Large-diameter afferent activity offsets the
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Supraspinal pain
modulation
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Fig. 1. Circuitry required by the gate control theory. VPL, ventral posterior lateral nucleus of
thalamus.

effect of nociceptor input, reducing the firing of lamina V cells by increasing the
inhibitory drive from the lamina II interneurons. Hence co-activation of low-
and high-threshold afferents closes the pain gate. Similar circuitry probably also
operates to modulate nociceptor input via the projection neurons in lamina I.

The gate control theory accounts for counter-stimulation analgesia in which
pain is reduced by stimulating low-threshold afferents; we instinctively rub the
site of a painful blow, stimulating mechanoreceptors. Transcutaneous electrical
nerve stimulation (TENS) delivers high-frequency, low-intensity currents, suffi-
cient to stimulate AR and AS fibers. This is used particularly to produce an-
algesia during labor and physiotherapy. The analgesia produced by TENS can
be blocked by opioid receptor antagonists.

Brainstem nuclei that receive connections from the spinoreticular pain pathways
give rise to descending supraspinal analgesia systems which reduce nociceptor
input (Fig. 2).

1. Axons of the nucleus raphe magnus (NRM) terminate in the dorsal horn,
releasing serotonin which reduces transmission from nociceptors into the
lamina I dorsal horn cells and hence up spinothalamic tracts. Serotonin exerts
its effects by:
® acting at serotonin receptors on the nociceptor terminals to reduce trans-
mitter release (i.e. presynaptic inhibition);

® acting at postsynaptic serotonin receptors that open K* channels, thereby
hyperpolarizing the lamina I cells;

® stimulating enkephalinergic interneurons which hyperpolarize the lamina
I cells by acting on p-opioid receptors that open K* channels.

2. Noradrenergic neurons of the locus ceruleus project to the superficial dorsal
horn. Their activation reduces the response of lamina I cells to nociceptor
input by similar mechanisms to serotonin.

3. The periaqueductal gray (PAG) matter surrounds the cerebral aqueduct in
the midbrain. Stimulation of the PAG in rats causes a powerful suppression
of pain responses, stimulus-induced analgesia. This has been exploited by
neurosurgeons who implant chronic electrodes into the PAG of patients with
intractable pain. The PAG exerts its anti-nociception effects by activating the
brainstem serotoninergic and noradrenergic neurons.
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The anti-nociception pathway is probably activated by intense nociceptor
input into the spinothalamic tract by way of a medullary reticular nucleus
(NRPG, see Fig. 2) and by stress. But, in addition, the limbic cortex can exert
anti-nociceptive or pro-nociceptive influences via two separate pathways. Both
are comprised of pyramidal neurons in the rostral agranular insular cortex
(RAIC) that are under tonic inhibitory control from cortical GABAergic
interneurons.

1. Activation of the anti-nociceptive pathway in rats by injecting vigabatrin
(which raises GABA concentration) into the RAIC causes analgesia. It runs to
brainstem GABAergic interneurons (e.g. in the raphe nuclei) that inhibit
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noradrenergic neurons of the locus ceruleus. The tonic cortical inhibition
dampens RAIC pyramidal cell excitation of the brainstem GABAergic cells,
allowing the noradrenergic cells to silence lamina I cells.

2. The pro-nociceptive pathway goes to the amygdala and then to the nucleus
accumbens. Activating this pathway results in hyperalgesia.

It is presumably by these cortical pathways that pain sensation is modified by
cognitive and emotional factors.

The descending pain-modulating pathways appear to be brain analgesia
systems. In the event of injury they produce the natural counterpart of stimulus-
induced analgesia. Emergency analgesia, seen in individuals who have
sustained severe injuries when they are in threatening or highly arousing situa-
tions (e.g. during warfare or sport), is rapid in onset and wears off after a few
hours. The analgesia is localized to the injured area, autonomic reflexes and
emotional responses reflect a typical defense reaction. The selective advantage
of emergency analgesia is that it allows an individual to continue to function so
they can remove themselves from danger. Stress analgesia occurs in individuals
recovering from a stressful encounter. Here the analgesia is generalized, the
individual is relaxed and has low levels of sympathetic activity. These two
behaviors may be organized by different parts of the periaqueductal gray matter.

Some neurons in pain-modulating pathways use opioid neurotransmitters:

® Met-enkephalin is used by interneurons in lamina II responsible for
inhibiting the lamina I nociceptor-specific spinothalamic neurons.

® Neurons using f-endorphin or met-enkephalin are found in the PAG where
they inhibit GABAergic interneurons that normally tonically suppress the
anti-nociception neurons.

® Endogenous morphine has been identified in terminals forming synapses
with neurons expressing p-opioid receptors in pain-modulating pathways,
where it appears to be a bona fide neurotransmitter.

Opioid peptides and opiate drugs such as morphine and pethidine are full or
partial agonists at one or more of the opioid receptors, and produce analgesia by
mimicking the actions of the endogenous opioids in the pain-modulating path-
ways. The effects of opioid analgesics can be rapidly reversed by the competi-
tive antagonists such as naloxone. Receptors in the medulla are responsible for
two of the unwanted effects of opioid analgesics, respiratory depression (which
occurs at therapeutic doses) and vomiting. Electro-acupuncture, which delivers
electrical stimulation through needles inserted through the skin, relies on stimu-
lation of small-diameter (group II and III) afferents from skeletal muscle and
joints. Low-frequency stimulation activates a descending endorphinergic
pathway from the arcuate nucleus of the hypothalamus to the ventrolateral
PAG, activating enkephalinergic neurons that run from the medulla to inhibit
dorsal horn cells. High-frequency stimulation activates a separate PAG pathway
that uses dynorphin-secreting neurons in the medulla. Alternating between low-
and high-frequency electro-acupuncture produces stronger analgesia in patients
than either alone. Interestingly the ventrolateral PAG is responsible for stress
analgesia. Acupuncture produces a state rather like stress analgesia, and both
can be reversed by naloxone.

The placebo effect refers to the therapeutic efficacy of agents or procedures
that are without any physiological or pharmacological action. In general, the
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more elaborate the placebo treatment the better its effectiveness. There is
evidence that the placebo effect, at least when harnessed to reduce postopera-
tive pain, can be blocked by naloxone and so depends upon endogenous opioid
neurotransmission.

Functional MRI imaging shows that placebo analgesia is associated with
decreased activity in the pain matrix but increased activity in the dorsal lateral
prefrontal cortex, an area thought to be involved in cognition. A working
hypothesis is that the expectation of pain relief activates a top—down recruit-
ment of supraspinal opioid pathways.

Pathological pain arises in many situations, including chronic inflammation or
following damage to pain pathways.

Convergence of visceral and somatic nociceptor afferents in a given spinal
root onto common spinothalamic neurons means that stimulation of nociceptors
in internal organs is often perceived as pain in distant superficial regions. This is
termed referred pain and the areas to which it is referred are called Head’s
zones (Fig. 3). These are useful in diagnosis.

After amputation of a limb almost all patients experience the sensation that
the limb is still present and for some it is painful (phantom pain). Phantom
sensations can also follow loss of other body parts (e.g. mastectomy). Children
born without limbs have powerful, non-painful, phantom limb sensations. This
implies that complete somatotopic representations can exist in the absence of
peripheral inputs, and this is the situation in amputees. Sensations in phantom
limbs are poorly localized and not abolished by cutting the dorsal roots or by
surgical lesions to the deafferented regions of the thalamus or to SI. It is attrib-
uted to spurious firing of dorsal horn cells resulting from the lack of proprio-
ceptor feedback. However, considerable rewiring of the somatosensory cortex
occurs after amputation so that neurons that have lost their original inputs
acquire functional connections from previously silent synapses established by
neighboring cells. Phantom limb sensations can now be elicited by touching
other parts of the body, commonly the face. With continuing cortical reorganiza-
tion phantom sensations may fade over time.

Referred pain

Anterolateral

tract axon horn cell

Infarct

Fig. 3. Referred pain. Typically the pain of ischemic heart disease is referred to the chest and
left arm.
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Strokes which cause infarcts of the ventrobasal thalamus can cause the thal-
amic syndrome. This is an example of neuropathic pain — one arising from
damage to pain pathways — which is perceived as spontaneous burning pain. It
is thought to arise as a result of re-wiring of neural pathways as a consequence
of the injury.

Trigeminal neuralgia is a disorder in which innocuous stimulation of a
particular area on the face triggers brief episodes of excruciating pain, despite
lack of an obvious pathology. It results from compression of the trigeminal
nerve root by rogue blood vessels. As with other severe pain syndromes, treat-
ment with anticonvulsant drugs which work by blocking voltage-dependent
sodium channels can be effective. Surgical treatment is microvascular decom-
pression.
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F5 BALANCE

Key Notes

Vestibular functions

Vestibular labyrinth

Vestibular fluids

Transduction in
otolith organs

Transduction in
semicircular ducts

Meniere’s syndrome

Receptors in the inner ear detect the position and motion of the head in
space and this information is used to maintain body posture in the face
of forces tending to disrupt it. In addition it allows gaze to be
controlled independently of head movement via vestibulo-ocular
reflexes.

The bony labyrinth houses the inner ear. Within it lies the epithelial
membranous labyrinth, the vestibular part of which consists of the
utricle, saccule (the otolith organs) and three mutually perpendicular
semicircular ducts. The otolith organs detect linear acceleration; the
utricle responding to tilt away from the horizontal and the saccule to
acceleration due to gravity. The semicircular ducts detect angular
acceleration of the head.

The vestibular labyrinth is filled with endolymph, while the space
between the bony and membranous labyrinths contains perilymph.
Active transport of potassium ions into the endolymph creates a potential
difference between endolymph and perilymph of +80 mV. This is needed
for sensory transduction by hair cells.

The macula is the sensory structure of the otolith organs. It consists of a
sheet of epithelium with sensory hair cells, overlain by a gelatinous
matrix, the otolith membrane, containing crystals of calcium carbonate.
Hair cells possess a single kinocilium and a number of stereocilia, the
tips of which are embedded in the otolith membrane. Any force which
displaces the otolith membrane with respect to the hair cells causes
their kinocilia and stereocilia to bend. This either opens or closes K*
channels in the hair cells, depending on the direction of the force,
causing a depolarizing or hyperpolarizing response respectively.
Alterations in the membrane potential of a hair cell alter its release of
transmitter, so modifying the firing rate of its postsynaptic primary
afferent.

At one end of a semicircular duct is an ampullary crest, the hair cells of
which have their stereocilia embedded in a gelatinous sheet, the cupula.
Rotation of the head in the plane of the duct distorts the cupula because
inertia causes the rotation of the endolymph to lag behind. Distortion of
the cupula stimulates the hair cells, the transduction mechanism of which
is identical to that of hair cells in the otolith organs.

Abnormal increase in the volume of endolymph is believed to be
responsible for Meniere’s syndrome of progressive hearing loss, tinnitus
and vertigo.
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Central vestibular Vestibular primary afferents live in the vestibular ganglion and send their
connections centrally directed axons through the 8th cranial nerve to form connections
with neurons in four vestibular nuclei. The inferior nucleus projects to the
contralateral ventral posterior thalamus and so to a region of parietal cortex
close to SI. This pathway mediates the conscious perception of balance.

Related topics Oculomotor control (G8) Brainstem postural reflexes (J5)
Anatomy and physiology of the ear (H2)

Vestibular The sense of balance is conferred by receptors which detect the position and motion
functions of the head in space. The receptors are located in organs which are part of the inner
ear (labyrinth) located in a hollow vestibule and three semicircular canals within
the petrous portion of the temporal bone. Conscious perception of balance is
normally overshadowed, except when head acceleration is high, by visual and
proprioceptive cues to head position and motion. Vestibular input is used to main-
tain body posture in the face of forces which shift the center of mass to cause pitch
(rocking backwards and forwards), yaw (rocking from side to side) or roll (rota-
tion around the long axis of the body), by adjusting output to antigravity muscles.
Vestibular input is also used to execute eye movements which are indepen-
dent of head movement. These vestibulo-ocular reflexes constitute one of
several mechanisms for maintaining a fixed gaze.

Vestibular Within the bony labyrinth which contains all the inner ear structures lies the
labyrinth membranous labyrinth, a sensory epithelium subserving hearing and balance
(Fig. 1). The vestibular labyrinth, concerned with balance, consists of two otolith
organs, the utricle and saccule and three semicircular ducts. The sensory struc-
ture of the otolith organs, the macula, which detects linear acceleration, is

Anterior
semicircular
canal

Utricle  Cochlea

Cochlear duct

Anterior
semicircular
duct

Lateral (horizontal)
semicircular canal

T SVl nerve

Lateral Vestibular nerve
semicircular
duct
Endolymphatic sac

Posterior .

semicircular Posterior

canal semicircular

duct

Edge of
foramen magnum

Fig. 1.  Left vestibular labyrinth viewed from above. The membranous labyrinth is shaded.
a, ampullae of the semicircular ducts.
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Vestibular fluids

Transduction in
otolith organs

horizontal in the utricle and vertical in the saccule for a person standing
upright. The effect of this is that the utricle is sensitive to tilting of the head
(pitch and yaw) whilst the saccule is sensitive to vertically acting forces such as
the acceleration due to gravity. The three semicircular ducts are approximately
mutually orthogonal. Each contains a sensory structure, the ampullary crest,
which detects angular acceleration in the plane in which the duct lies. Using the
signals coming from all six semicircular ducts the brain computes the magni-
tude and direction of the angular acceleration of the head.

The vestibular labyrinth is filled with endolymph which has a potassium
concentration of about 160 mM and a sodium concentration of about 2 mM, and
has a composition similar to intracellular fluid. It is secreted by a specialized
epithelium, the stria vascularis, lining the outer wall of the cochlear duct, and
drains into a venous sinus of the dura via the endolymphatic sac. The space
between the bony and membranous labyrinths is filled with a CSF-like fluid,
perilymph, secreted by arterioles of the periosteum (the connective tissue layer
covering the bone), which drains into the subarachnoid space via the perilym-
phatic duct. The high potassium concentration in the endolymph arises because
the marginal cells of the stria vascularis have Na, K-ATPase on their basolateral
border allowing them to concentrate potassium ions for secretion into the
endolymph (Fig. 2). The K* transport results in the endolymph having a poten-
tial difference of +80 mV. Since the resting potential of the hair cell is about —60
mV, the effective potential across its apical border is 140 mV. Hence there are
sizeable electrical and chemical gradients favoring facilitated passive diffusion
of K" across the hair cell. This makes hair cells extremely sensitive.

The macula consist of an epithelial sheet of supporting cells, embedded in
which are an array of hair cells, which are sensory epithelial cells. Each hair cell
is innervated at its base by a single vestibular afferent and an efferent fiber. The
apical border of a hair cell has a single motile kinocilium, resembling a cilium,
and 40-100 stereocilia, microvilli which are progressively shorter the further
they are from the kinocilium (Fig. 3). This defines an axis of polarity for a hair

Stereocilium Endolymph

Hair cell

Marginal
cell

Supporting
cell

Perilymph

Fig. 2. Simplified model of K* transport in the inner ear. Figures are approximate concentra-
tions of K* (mM).
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Fig. 8. The hair cell of an otolith organ surrounded by supporting cells of the sensory
epithelium.

cell, with a direction going from the smallest stereocilium to the kinocilium.
Stereocilia lying along this axis are connected at their tips, those perpendicular
to the axis are free.

The kinocilium and stereocilia are embedded in a gelatinous matrix, the
otolith membrane, containing tiny crystals of calcium carbonate, called otoliths.
The hair cell is at rest if no force acts on the otolith membrane to cause the stereo-
cilia to pivot. In this state the tension in the links (Fig. 4) connecting adjacent
stereocilia is slight so only about 10% of the potassium ion channels gated by
these links are open, causing a small depolarization.

This is sufficient to sustain tonic release of an excitatory transmitter, probably
glutamate, which maintains baseline firing of the primary afferent. Head tilt in the

—_—

Connecting link

channel

Apical border
of hair cell

Fig. 4.  Transduction by otolith hair cells. Two stereocilia are shown with their connecting link.
When pivoted to the right (dotted lines) the connecting link is stretched, opening K* channels
to cause an influx of K*.
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direction of the axis of polarity causes the otolith membrane to pull on the stereo-
cilia, making them pivot, so increasing the tension in the connecting links. This
opens the K* channels in the tips of the stereocilia, allowing K* influx to depolarize
the hair cell, increasing its transmitter release and raising the afferent firing rate.
Tilt in exactly the opposite direction, by reducing tension in the links, causes hair
cell hyperpolarization which reduces primary afferent firing. Tilt which is perpen-
dicular to the axis of polarity of a hair cell has no effect because stereocilia are not
linked in this direction. Tilts in intermediate directions cause graded receptor
potentials. The responses of individual otolith afferents are proportional to tilt
angle and adapt only with prolonged stimulation. The axes of hair cells are orien-
tated in an orderly pattern towards (utricle) or away from (saccule) the striola, a
curved boundary running across the middle of the macula surface. This means
that a given stimulus will depolarize some hair cells and hyperpolarize others.

Velocity is a vector quantity, it has a magnitude (speed) and direction. For
circular motion, such as head rotation, even if the angular speed is kept
constant, the direction in which the velocity vector is acting is continuously
changing. Hence head rotation is an angular acceleration.

Both ends of each semicircular canal insert into the utricle. Within the canal is
the endolymph-filled semicircular duct. At one end of each duct is a dilation, the
ampulla; in which sits the ampullary crest. Vestibular hair cells in the crest have
their stereocilia embedded in a gelatinous sheet, the cupula, which stretches
from the crest to the foot of the ampulla. Rotation of the head maximally stimu-
lates hair cells in the canals lying in the same plane as the rotation. Rotation of
the endolymph lags behind head rotation because of its inertia, so the
endolymph exerts a pressure distorting the cupula, bending the stereocilia. The
transduction mechanism is identical to that of hair cells in otolith organs.
Because the cupula is not an ideal pressure transducer the signals transmitted
by the duct afferents measure angular acceleration for slow and fast rotations,
but encode velocity for mid-range rotation speeds. Semicircular ducts on each
side lying in the same plane operate in pairs. Head rotation that causes depolar-
ization of hair cells in the horizontal duct of the left ear will hyperpolarize hair
cells in the horizontal duct of the right ear. This works because the axis of the
hair cells points towards the utricle on both sides. Since the anterior duct on one
side lies on approximately the same plane as the posterior canal on the other
side these make up the two further pairs.

Typically this disorder involves progressive hearing loss, tinnitus (high- or low-
pitched sounds generated within the head) in one ear, and episodes of vertigo
(loss of balance sensation often accompanied by nausea and vomiting). It is
associated with an increase in the volume of the endolymph causing herniations
and ruptures of the membranous labyrinth. It may be caused by a viral infection
of the ear which impairs reabsorption of endolymph. Cutting the vestibular
nerve or destroying the labyrinth on the affected side can abolish the vertigo but
has no effect on the other symptoms.

The vestibular primary afferents (about 20 000 on each side) are pseudobipolar
cells with their cell bodies in the vestibular (Scarpa’s) ganglion. Their axons run
in the vestibulocochlear nerve to enter the vestibular nuclei, which lie laterally
in the medulla and pons. There are four vestibular nuclei. Their roles in postural
reflexes and vestibulo-ocular reflexes are dealt with in J5 and G8 respectively.
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The pathway for conscious perception of balance are axons of the inferior
vestibular nucleus which cross to the contralateral side, ascend close to the
medial lemniscus to terminate in the ventral posterior thalamus. Cortical repre-
sentation is in the lateral parietal cortex, adjacent to the SI map of the head.
Other representations may exist in the superior temporal cortex adjacent to the
auditory area.






Section G - Vision

G1 ATTRIBUTES OF VISION

Key Notes

Visual perception From two-dimensional retinal images the brain constructs a three-
dimensional percept by which it can identify what is present in the world
and where it is. Different aspects of the visual image (color, form,
movement and depth perception) are processed in parallel by distinct
pathways. Visual perception arises because the brain has internal
representations which it compares with retinal images to make hypotheses
about what they are. This allows objects to be recognized from any
viewpoint, even if the image is data poor. Object recognition is facilitated
by perceptual constancy in which parameters like size and color are
preserved over big differences in viewing conditions. Some internal
representations are developmentally programmed but most are learned.

l Sensitivity ] The human eye responds to light between 400 and 700 nm over a 10"-fold
intensity range, though discrimination declines for higher light levels.

l Acuity ] The ability to see fine detail is highest at the central portion of the retina,
the fovea. In ideal conditions, two points are separable if they subtend an
angle of one arc minute at the retina. Acuity falls with decreasing light
levels.

l Depth perception ‘ The perception of distance comes from monocular cues for distant objects
and binocular cues for nearer objects. Monocular cues include parallax,
perspective and shadows. Binocular vision, stereopsis, arises because
each eye gets a slightly different view of the world so the image of an
object may lie on different points in each retina. For small degrees of
retinal disparity the brain reconstructs a single percept and computes the
object distance from the disparity.

Color vision Color vision allows boundaries to be discerned simply on the basis of
differences in the wavelength composition of reflected light. It requires a
minimum of two types of receptor that respond over different
wavelengths so that two values for brightness can be assigned for each
bit of an image. This dichromatic vision is the case for most mammals.
Many primates, including humans, have trichromatic vision mediated by
three types of receptor, which allows three brightness values to be
ascribed to an object. The brain compares these values to give the
perception of color.

Related topics Retina (G3) Parallel processing in the visual
Early visual processing (G6) system (G7)

Visual perception Vision has been defined as the process of discovering from images what is
present in the world and where it is. This requires that the brain is able to use a
two-dimensional shifting pattern of light intensity values on the two retinas (the
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light-sensitive layers of the eyes) to form a representation of the form of an
object, its color, movement and position in three-dimensional space. There is
good evidence that each of the visual subroutines (color, form, movement and
depth perception) are handled simultaneously by distinct (but interdependent)
pathways. This is called parallel processing. It contrasts with serial processing
in which a task is segmented into several subroutines which must be executed,
in sequence, one after the other. Parallel processing has the advantage of speed.
The final visual representation is a unified percept in which all the indepen-
dently processed subroutines must somehow be combined together. How this
might be achieved by the brain is termed the binding problem, which applies
not only to vision but other sensory modalities as well.

Visual perception involves processing of the retinal image so that its key
features can be abstracted. The visual system is more concerned with regions of
the visual world that are changing in time (movement) and space (contrast) than
regions that are static. It is widely accepted that perception requires the exist-
ence of internal representations of the visual world which allow the brain to
make hypotheses about what the retinal image is. Internal representations
account for the fact that the visual system shows pattern completion, in that it
can generate a complete percept even when the raw sensory data are incomplete
or corrupted by noise, and generalization, the ability to recognize objects from a
wide variety of vantage points. Internal representations are probably encoded in
the firing patterns of assemblies of neurons. Some internal representations are
specified during development and are immutable, but most probably depend on
early learning. Mental images of objects are thought to be manifestations of the
internal representations of the objects and can be manipulated by most people
in predictable ways. Whenever an unresolvable mismatch occurs between the
sensory input and the internal representation the result is a visual illusion.

Perceptual constancy is a key property of vision. Visual perception can be
invariant over wide differences in the properties of the retinal image. For
example, with size constancy, familiar objects do not diminish in size in propor-
tion to the reduction of the retinal image, but appear larger than they should.
Color constancy preserves the colors of objects in the face of alterations in the
wavelength composition of the light source. Perceptual constancy permits
successful object recognition under a wide variety of ambient conditions.

The human eye is sensitive to the electromagnetic spectrum between the wave-
lengths 400 nm (violet) and 700 nm (red). The range of light intensity to which
we are exposed is huge, about 10"-fold. Although the human eye can respond to
a single photon of light, 5-8 photons arriving within a short time are required to
give the experience of a flash of light in the dark-adapted state. Because inten-
sity is encoded by the visual system logarithmically, it is difficult to distinguish
differences in intensity at high light levels.

Visual acuity is the ability to see fine detail. It is highest at the central region of
the retina, the fovea, and depends on the ambient illumination. Under ideal
conditions two points of light can be separately resolved if they subtend an
angle at the retina of one arc minute. For ruled gratings acuity is much better;
lines can be resolved if separated by only a few arc seconds. Visual acuity, V, is
defined by the Snellen fraction:

V=d/D
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where d is the distance at which a symbol (e.g. a letter) can just be discriminated
and D is the distance at which the symbol subtends an angle of one arc minute at
the retina. An individual with good normal vision can just discriminate a symbol,
the size of which subtends one arc minute at 20 feet (about 6 meters), from a
distance of 20 feet; such a person has a visual acuity of 20/20. Loss of acuity in
dim light occurs because insufficient photons fall on the retina to build up a
complete image within the time span over which the light-sensitive cells can inte-
grate the energy.

The retinal image is two dimensional but from it the visual system can infer the
three-dimensional structure of the world. There are both monocular and bin-
ocular clues to depth perception. Monocular clues are most important for
distant objects, where binocular cues cannot be used, and include:

® Parallax. Movement of the head causes an apparent movement of near objects
with respect to distant ones. The closer the object the bigger this apparent
movement.

® Perspective. Parallel lines appear to converge with distance. Artists from the
early 1400s onwards used perspective as a major depth cue in painting.

® The relative sizes of objects of known dimensions.

Occultation, in which a more distant object is partly hidden by a nearer one.

® Shadows.

The binocular cue to depth perception is called stereopsis. It is possible only
for the field of view for which the two monocular visual fields overlap. Because
the eyes are about 6.3 cm apart each has a slightly different view of the world
and the image of a nearby object falls onto different horizontal positions on the
left and right retinas, a phenomenon called retinal (binocular) disparity. This
can be visualized by viewing a scene first through one eye, then the other, when
nearby objects appear to jump sideways; binocular parallax. When the eyes are
made to converge so as to fixate on a nearby point the images are formed at the
fovea on each retina, and the two images are perceived as fused into a single
point. All other points that are fused appear so because their images lie at corre-
sponding positions on left and right retinas. Points in space that lie closer to or
beyond those that form images at corresponding positions will generate binoc-
ular disparity (Fig. 1). Images of these points will also fuse. The brain is able to
compute depth from disparity simply by comparing where the same pattern lies
on left and right retinas. Stereopsis does not require form, movement or color.
For binocular disparity that is too great (binocular disparity > 0.6 mm or 2° arc)
fusion cannot occur and two images are seen; double vision (diplopia).

Color vision permits boundaries to be seen between regions that have equal
brightness, provided the spectrum of wavelengths they reflect is different. The
spectrum of light reflected from an object depends on the wavelength composi-
tion of the illuminating light and the reflectance of the surface, but color vision
is not just a matter of measuring all the wavelengths in the reflected light.

Color vision requires a minimum of two types of receptor that respond over
different wavelength ranges. This is dichromatic color vision and is the case for
all mammals except Old World monkeys, apes and humans. With two receptors
the visual system can assign two brightness values for each pixel of the visual
field. By comparing these values, colors may be perceived. For example, if a pixel
reflects more short-wavelength light it will appear brighter to a short-wavelength
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Far point

Y Fixated point

Fig. 1. Stereopsis. The fixated point produces images on corresponding positions, ¢, on the
retinae so that the images are fused. The images of the far point are displaced from the corre-
sponding points by a distance x giving a binocular disparity = 2x. A similar argument applies to
the close point images.

receptor than a long-wavelength receptor, and will be seen as blue. If a pixel
reflects more long-wavelength light it will be seen as red. In the case that a pixel
reflects equal amounts of short- and long-wavelength light it will appear mono-
chrome, either white or shades of gray depending on the intensity of the light.

Human color vision is trichromatic because the eye has three populations of
receptors (cones) that can function in daylight, each sensitive to a different (but
wide and overlapping) range of wavelengths. The three types of cones have
maximum absorptions corresponding approximately to violet, green and yellow
light. The wavelength of the light does not affect the character of the response of
the cone. A given cone simply has a higher probability of absorbing a photon
that is close to its peak wavelength. This means that the visual system has no
way of detecting the absolute wavelength composition of any light. The trichro-
matic visual system abstracts three brightness values for an object and compar-
isons of these values determines the color.

Color vision has several remarkable properties. It shows color constancy. An
object can be viewed under a variety of light sources with different spectral
compositions, e.g. neon lighting, sunlight or tungsten light, and appear to be the
same color even though the wavelengths of light it reflects in each case will be
quite different. While some colors in the same pixel of visual space perceptually
mix to produce other color categories (e.g. blue and green mix to give cyan)
complementary colors (e.g. red and green) do not perceptually mix; reddish-
green colors are never seen. This is perceptual cancellation.

Simultaneous color contrast is the perceptual facilitation of complementary
colors that occurs across boundaries. For example a gray disk within a red back-
ground looks slightly green, while a gray disk in a green background appears
slightly red. Each of these features can be accounted for in terms of visual
system physiology.



Section G - Vision

G2 EYE AND VISUAL PATHWAYS

Key Notes

Structure of theeye | The eye has three layers. The tough outer sclera maintains the shape of
the eye and serves as an attachment for extraocular muscles. The choroid
is pigmented to prevent light being reflected within the eye. The inner
layer is the light-sensitive retina. At the front the sclera becomes the
transparent cornea responsible for most of the refraction of light rays
entering the eye. The front of the choroid forms the ciliary body and iris.
The biconvex lens is attached to the ciliary body by a suspensory
ligament. The iris is a diaphragm surrounding the pupil and contains
smooth muscles, which act as pupillary sphincter or dilator. In front of
the lens is the aqueous humor, which determines the pressure of the
eyeball. Behind the lens is the vitreous humor, a gel-like refractile
medium.

Anatomy of visual The optic nerves meet at the optic chiasm where nerve fibers from the

pathways nasal half of each retina cross to the other side. Beyond this point nerve
fibers enter the optic tract. A small number go to the pretectum which
controls pupil and accommodation reflexes, others go to the superior
colliculus, which mediates many visual reflexes, but most go to the lateral
geniculate nucleus of the thalamus. From here the optic radiation goes to
the primary visual cortex located in the occipital cortex. This last
pathway is responsible for visual perception.

Visual reflexes The amount of light entering the pupil can be altered 30-fold by changing
the size of the pupil. The pupil light reflex causes pupil constriction in
bright light. Light shone in one eye causes a light reflex in both eyes. The
reflex pathway goes by way of optic nerve axons to the pretectum, which
sends output to preganglionic parasympathetic neurons in the accessory
oculomotor nucleus. The postganglionic cells lie in the ciliary ganglion
and their axons supply the pupillary sphincter. Light stimulation elicits
contraction of the muscle. For close objects greater refraction is needed to
focus the image. This is achieved by the accommodation reflex;
contraction of the ciliary body eases tension in the suspensory ligament,
allowing the lens to become more spherical. The accommodation reflex is
brought about by parasympathetic action on ciliary muscles. When
observing a close object the eyes converge so that both eyes can fixate on
it (the vergence reflex) and the pupils constrict, which increases depth of
field and acuity.

Related topics Attributes of vision (G1) Oculomotor control (G8)
Early visual processing (G6) Autonomic nervous system
function (L5)
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Structure of the
eye
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The eye consists of three layers enclosing its contents, the sclera, the choroid and
the retina (Fig. 1). The sclera is a thick, stiff outer layer of connective tissue. At
its anterior end it is continuous with the cornea. At its posterior end it becomes
the dura mater covering the optic nerve. The function of the sclera is to maintain
the shape of the eyeball and to serve as an attachment for the extraocular
muscles. The cornea is a curved circular transparent layer at the front of the eye.
Its outer layer is continuous with the conjunctiva, an epithelial sheet covering
the front of the eyeball. Most of the focusing power of the eye is due to refrac-
tion of light by the cornea. The choroid is a thin, highly vascular layer, dark
brown in color because of the presence of choroidal pigment cells. By absorbing
light it prevents total internal reflection within the eye.

Anteriorly the choroid becomes the ciliary body and the iris. The ciliary body
gives rise to numerous, thin zonular fibers, which attach to the capsule of the
lens and constitute the suspensory ligament. Inside the ciliary body lies the
ciliary muscle composed of smooth muscle fibers arranged in both radial and
circular directions.

The iris is a diaphragm surrounding a central hole, the pupil. The iris
contains two intraocular muscles which act in concert to control the size of the
pupil. Innermost is a flat ring of circularly arranged smooth muscle fibers, the
pupillary sphincter. Surrounding the sphincter is a thin layer of radially organ-
ized myoepithelial cells which form the pupillary dilator.

The innermost layer of the eye is the light-sensitive retina.

Aqueous humor is actively secreted by the epithelium of the ciliary body into
the posterior chamber. It percolates through the pupil to the anterior chamber
from where it drains into the venous system via the canals of Schlemm located
in the irideocorneal angle. The pressure of the aqueous humor determines the
pressure of the eyeball. This is normally less than 3 kPa. Obstruction to the
proper drainage of the aqueous humor causes raised intraocular pressure, a
condition called glaucoma which can result in blindness due to the reduced

E— Optic axis
| Anterior chamber (agueous humor)
Iris

Irideocorneal angle
Ciliary body

Posterior chamber
(aqueous humor)

T Lateral
rectus
tendon

Choroid

Sclera
Dura mater (optic nerve sheath)

) Subarachnoid space
Central retinal Pia mater

vessels

Fig. 1. Horizontal section through the right human eye.
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Anatomy of
visual pathways

Visual field

perfusion of blood through the retina. Aqueous humor transports metabolic
requirements (e.g. glucose, amino acids and ascorbate) for the lens and cornea,
which have no blood supply. Vitreous humor is a gel of extracellular fluid
which refracts light rays appropriately so that they come to focus on the retina.

The biconvex lens of the human eye has a diameter of 9 mm. It is encapsu-
lated within an elastic connective tissue membrane, which is attached to the
suspensory ligament.

The optic nerves meet in the midline at the optic chiasm (Fig. 2). Here, 53% of
optic nerve fibers, those from the nasal halves of the retina, cross to the
contralateral side in the optic decussation. Axons from the temporal halves of
the retina remain on the ipsilateral side. Retinal axons leave the optic chiasm to
enter the optic tracts from where they go to three targets. A small proportion go

Postganglionic

parasympathetic \

fiber / Temporal hemiretina

Ciliary nerves
y Fovea

Ciliary ganglion

Optic (IT) nerve
Preganglionic para-
sympathetic fiber

Oculomotor (III) nerve

Optic chiasm
Optic decussation

Corticobulbar pathway Optic tract

To tectobulbar tract Cerebral peduncle

Pretectum

Edinger-Westphal

Lateral geniculate (Il nerve) nucleus

nucleus

Meyer’s loop

Aqueduct of
Sylvius

Optic radaton/\J p

Primary visual cortex

Superior colliculus

Fig. 2. Visual pathways.
Reflex pathways are
shown complete only on
the left side. The direction
of light rays from left and
right halves of the visual
field into the eyes is
depicted. Note that light
from the left visual field
falls on the right halves of
each retina (nasal
hemiretina of the left eye,
temporal hemiretina of
the right eye) and light
from the right visual field
goes to the left
hemiretinae. Binocular
vision is possible only in
the shaded region.
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Visual reflexes

to the pretectum of the midbrain which controls pupil and accommodation
reflexes. Other axons go to the superior colliculus in the tectum of the midbrain
which organizes several visual reflexes, and a visual pathway runs to the hypo-
thalamus to entrain circadian rhythms. The great majority of axons go to the
lateral geniculate nucleus (LGN), part of the thalamus. From here, the optic
radiation sweeps to the medial aspect of the pole of the occipital cortex, most
axons terminating in layer IV of Brodmann area 17, the striate or primary visual
cortex (V1). The retina-LGN-visual cortex pathway is responsible for visual
perception. Visual defects characterized clinically can provide clues to the site of
the lesion within the visual system (Fig. 3).

The pupil light reflex controls the amount of light entering the eye by altering
pupil size. This ranges between 1.5 and 8 mm in diameter, being maximal in
complete darkness. Although this allows only a 30-fold change in light entry
(which is small compared with the range of light intensity the visual system can

N5
(D B

Fig. 3. Visual defects arising from damage to visual pathways. Lesion 2 commonly arises
from compression of the central part of the optic chiasm by a pituitary tumor. Optic tract
lesions (3) are rare. Optic radiation damage is usually due to an infarct or a tumor in the
temporal lobe (4) or parietal lobe (5). Lesion 6 is usually caused by occlusion of the posterior
cerebral artery. The fovea area is spared because it is supplied by the middle cerebral artery.
Damage to one occipital lobe pole is usually caused by trauma and, since the fovea has by far
the largest representation, selective loss of foveal vision is typical (lesion 7).
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experience) the reflex is useful because it operates over the light levels typically
encountered during daylight. Light shone in one eye produces pupil constric-
tion of the same eye (the direct reflex) and of the contralateral eye (the consen-
sual reflex) because of reciprocal crossed connections in the midbrain. The reflex
pathway is shown in Fig. 4. Optic nerve axons synapse in the pretectum, which
sends output to preganglionic parasympathetic fibers in the Edinger-Westphal
(accessory) oculomotor nucleus. These autonomic fibers travel in the oculo-
motor nerve to the ciliary ganglion which lies in the orbit. Postganglionic fibers
from there go to the pupillary sphincter. Light stimulation of optic nerve fibers
excites the parasympathetic terminals to release acetylcholine, which contracts
the sphincter. The latency of the reflex is about 200 ms. Lesions of the optic and
oculomotor nerves, or of the midbrain can be diagnosed by examining defects in
the pupil light reflex (Fig. 4).

For close objects, light rays are diverging as they enter the eye and so greater
refraction is needed to bring them to focus at the fovea. This is achieved by the
accommodation reflex. Contraction of the ciliary muscles pulls the ciliary body
forwards and inwards, easing the tension in the suspensory ligament and lens
capsule, allowing the lens to become more spherical and reducing its focal
length. The stimulus for the accommodation reflex is blurring of the retinal
image. This is monitored by the visual cortex which projects to the pretectum
via the corticobulbar pathway. Via connections between the pretectum and the
Edinger-Westphal nucleus, parasympathetic fibers are activated which contract
the ciliary muscles. Accommodation occurs in both eyes equally and takes
nearly one second to execute.

Observing a close object also causes convergence of the visual axes of both
eyes, the vergence reflex. This enables both eyes to fix their gaze on an object. In
addition, the degree of convergence provides a cue for stereopsis, since the
closer an object is, the greater the convergence must be. Vergence can be trig-
gered by a blurred retinal image or by consciously altering gaze to a point at a
different distance. The circuitry is from the visual cortex to a region of the
frontal cortex concerned with the planning and execution of eye movements.

(a) (b)

o> <&

()
& 11 nerve /) % %
III nerve

(d)
Edinger- > <
Westphal
nucleus L R

Pretectum

Fig. 4. Altered pupil reflexes following damage to either optic (ll) or oculomotor (Ill) nerves on the left side: (a) reflex
pathway; (b) optic nerve damage, left eye stimulated; (c) optic nerve damage, right eye stimulated; (d) oculomotor nerve
damage, left or right eye stimulated.
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Accommodation and convergence are both accompanied by pupil constric-
tion, which has two effects. Firstly, it increases the depth of field, the distance
range in which objects are in focus. Secondly, it reduces spherical aberration (a
defect of lenses in which parallel rays of light are not brought to focus at the
same point); this improves acuity when looking at near objects. Pupil constric-
tion in this instance is mediated by a pathway from the primary visual cortex to
the pretectum. The Argyll-Robertson pupil fails to constrict in response to the
light reflex, but will constrict during accommodation and convergence. It results
from damage to the light reflex pathway in the region of the tectum or aqueduct
of Sylvius.



Section G - Vision

G3 RETINA

Key Notes

Structure of the
retina

Rod and cone cells

Color blindness

Related topics

The light-sensitive retina has five basic neuron types arranged in several
layers. The outer nuclear layer consists of the cell bodies of the
photoreceptors and the inner nuclear layer contains the cell bodies of the
retinal interneurons, bipolar cells, horizontal cells and amacrine cells. The
innermost ganglion cell layer harbors the output cells of the retina which
send their axons into the optic nerve. The number of ganglion cell axons
is 100-fold less than the number of photoreceptors, which indicates that a
great deal of visual processing must go on in the retina. Only ganglion
cells are excitable, all other retinal neurons signal via passively conducted
synaptic potentials. The central 1.5 mm of retina is the fovea and has the
highest visual acuity. The optic disk, the site where optic nerve and blood
vessels pierce the retina, accounts for the blind spot.

Rod photoreceptors, situated throughout the retina except the fovea and
optic disk, are extremely sensitive to light and are used in dim light
vision. In daylight rod cells saturate and are unresponsive. Rod cell
vision has a low acuity because many rod cell signals converge, which,
while maximizing light sensitivity, causes loss of information about
location. Cone cells are found at the fovea. They are 1000-fold less
sensitive to light than the rods, fail in dim light, but do not saturate
except in very bright light so operate in daylight vision. Daylight vision
has high acuity because there is little convergence of cone signals. There
are three populations of cones, distinguished by the range of wavelengths
to which they are sensitive. Short-wavelength (blue) cones constitute only
a few percent of all cones and are absent from the center of the fovea.
Medium- (green) and long- (red) wavelength cones are randomly but
patchily distributed, so color vision cannot be used to see fine detail. The
maximum sensitivity of the human eye is to yellow light but this shifts
towards green in low light conditions when rod cells become active.
Going from bright to dim light causes a massive increase in sensitivity of
the retina to occur, dark adaptation, which takes about 30 minutes.

Virtually all color blindness is genetic and caused by loss or abnormality
of cones. Trichromats retain all their cones, but have a defect in one type.
Dichromats lack one population of cone cell while monochromats,
missing two or all three types of cone, have no color vision. Since the
genes for the medium- and long-wavelength cone pigments lie on the X
chromosome a defect in either, resulting in red—green color blindness, is
an X-linked recessive trait afflicting predominantly males.

Attributes of vision (G1) Retinal processing (G5)
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Structure of the
retina

The retina is the light-sensitive innermost layer of the eye. It contains five
distinct neuron types, interconnected in circuits that are repeated millions of
times. Under light microscopy, the retina is seen to be composed of several
layers (Fig. 1).

Closest to the choroid is a single layer of pigmented epithelial cells. These
contain melanin and absorb light not absorbed by the retina so that it is not
reflected back to degrade the image. The outer nuclear layer contains the cell
bodies of the photoreceptors. The inner nuclear layer consists of the cell bodies
of retinal interneurons; bipolar cells, horizontal cells and amacrine cells. The
ganglion cell layer contains ganglion cell bodies, the axons of which provide the
output of the retina via the optic nerve. Ganglion cell axons only become myeli-
nated at the optic disk (see below). The two plexiform layers are the locations
for the connections between the retinal cells. Note that although light must pass
through the full thickness of the retina before striking the photoreceptors the
retina is highly transparent. Each human retina has roughly 10° photoreceptors,
but an output via only about 10° optic nerve axons. This is a massive conver-
gence and shows that considerable processing of visual input is done by the
retina to achieve this level of data compression.

Although all the cells in the retina (except pigment cells) are neurons, only
the ganglion cells are able to fire action potentials. Photoreceptors and retinal
interneurons signal by way of passively conducted synaptic potentials.

The gaze of the eye is usually adjusted so that the images are brought to focus
at the fovea. This region of the retina with a diameter of 1.5 mm has the greatest
visual acuity. The high visual acuity at the fovea is in part due to:

® the great density of photoreceptors;

® the displacement of overlying layers of the retina to the side so that light hits
the photoreceptors directly;

® the lack of blood vessels;

® the fovea lying on the optical axis of the eye so image distortion by the optics
(e.g. spherical or chromatic aberration) is minimal.

Direction of light Vitreous humor
- Optic nerve
Ganglion cell (e i fibers
layer \@@ . .
NI Inner plexiform
Inner nuclear\ ' layer
layer
» (”_— Outer plexiform
\ layer
Outer nuclear
layer
Photoreceptor
layer
Pigment epithelial Choroid
cell layer

Fig. 1. Section through the human retina viewed by light microscopy (x 1500).
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Rod and cone
cells

About 4 mm from the fovea towards the nose lies the optic disk, where optic
nerve fibers and retinal blood vessels pierce the retina. This region lacks
photoreceptors and accounts for the blind spot that occurs in the visual fields.

Retinal detachment can occur as a result of head trauma, the separation
occurring at the interface between the pigment epithelial cells and the photo-
receptors.

There are two populations of photoreceptors, rods and cones. Only about 10%
of light entering the eye succeeds in exciting photoreceptors, the rest is scattered
or absorbed.

Rod cells are 20-fold more numerous than cones and are distributed across
the entire retina except for the fovea and the optic disk (Fig. 2). They are about
1000 times more sensitive to light than cone cells and are used for scotopic (dim
light) vision. Indeed, rod cells saturate in daylight so that they become unre-
sponsive. The high sensitivity of rod cells comes about partly because they inte-
grate responses to incoming photons over a long period (~100 ms). The
disadvantage of this is that rods are unable to discern flickering light if the
flicker rate is faster than about 12 Hz. A second feature contributing to rod cell
sensitivity is that they are able to greatly amplify the effect of the photons
impinging upon them. Scotopic vision has a low acuity for two reasons. Firstly,
the image formed on the peripheral retina is quite distorted. Secondly, many
rods converge onto a single bipolar cell. Although this maximizes the chance of
a rod bipolar cell responding to a dim light signal, because it can capture light
signals from a large area of retina, by the same token information about localiza-
tion is less precise.

Cone photoreceptors are most dense at the fovea and their numbers fall off
sharply beyond 5 degrees of it. They have a low sensitivity to light and do not
saturate except in very intense light, so are used for photopic (daylight) vision.
Photopic vision has high acuity because there is little or no convergence
between cone cells and bipolar cells. Cone cells integrate photon responses over
a short time and so are able to resolve a flicker frequency of less than about 55
Hz.

At low light levels (e.g. dusk) rod cells operate alongside cones, boosting the
cone cell signal by means of electrical synapses to preserve color perception.
This is termed mesopic vision.

There are three populations of cone cells which differ in their spectral sensi-
tivity (Fig. 3).

Density of photoreceptors
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«— Nasal Fovea Temporal —
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Fig. 2. Distribution of cone (----) and rod (-

) photoreceptors in the human retina.
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Perceived colors
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Fig. 8. Spectral sensitivities of photoreceptors: S, short wavelength cones; R, rods; M,
medium wavelength cones; L, long wavelength cones.

Although more properly called short- (S), medium- (M) and long- (L) wave-
length cones they are often referred to as blue, green and red cones, respec-
tively, although their peak sensitivities are not best described by these colors.
The S cones are sensitive to wavelengths down to 315 nm. However, the normal
eye does not see wavelengths shorter than 400 nm because they are absorbed by
the lens. Absorption of ultraviolet light is an important cause of cataract, in
which the lens becomes progressively more opaque. This is especially prevalent
in countries at lower latitudes where sunlight is most intense.

Color vision requires comparisons of the relative strengths in the outputs of
the S, M and L cones. S cones constitute only about 5-10% of the total number of
cones and are absent from the center of the fovea. This is because the eye suffers
from chromatic aberration, in which short-wavelength light is not brought to
focus at the same point as longer wavelengths and so causes slight blurring of
the image. This would compromise high-acuity vision. Consequently, color
vision at the central fovea is dichromatic and furthermore, M and L cones are
distributed randomly leaving patches in which there is only one population of
cone. These features mean that color vision is coarse grained and cannot resolve
fine detail. Scotopic vision is achromatic because all rod cells have the same
spectral sensitivity curve. They are unable to distinguish between wavelengths
on the rising and falling limbs of the spectrum that excite the cell to the same
extent.

Under scotopic vision the wavelength sensitivity of the eye is determined by
the rod cells and peaks at around 500 nm. Under photopic conditions the wave-
length sensitivity is governed by cones and is maximal at 555 nm. This shift in
wavelength sensitivity between scotopic and photopic vision is called the
Purkinje shift. It accounts for the fact that as dusk falls the last color sensations
to be lost are blues and greens.

When moving from bright to very dim light the sensitivity of the retina to
light increases a million-fold over a period of 30 minutes or longer. This is called
dark adaptation and is a property of photoreceptors. Dark adaptation has two
phases (Fig. 4). The first is due to cone cells which increase sensitivity about 100-
fold, the second longer phase is due to rod cells.

Light adaptation occurs when going from dim to brightly lit conditions. It is
very much faster than dark adaptation.
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Color blindness
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Fig. 4.  The timecourse of dark adaptation.

Almost all color blindness is genetic in origin and results from loss or abnor-
mality of cone cells. Trichromats retain all three cone populations but have
abnormalities in the opsins (visual pigments) of S, M or L cones, most
commonly the M opsin. Dichromats have only two cone populations and their
visual defect is more severe than that of the trichromats. Dichromats are classi-
fied as protanopes (without L cones), deuteranopes (lacking M cones) and
tritanopes (who lack S cones). Most affected, but rare, are monochromats who,
lacking two or all three types of cone cell, have no color vision. Those without
any cones have no photopic vision and are effectively blind in daylight.

Abnormality of S opsin or loss of S cones is quite rare and afflicted individ-
uals may be unable to distinguish colors having a short-wavelength component
(violet) from those without (yellow); both appear gray. The gene for S opsin is
on chromosome 7 and defects in S cone vision are inherited as an autosomal
dominant trait. In defects of M or L cone vision it is not possible to discriminate
red from green or either from gray. M and L opsin genes lie on the X chromo-
some so red—green color blindness is an X-linked recessive trait. Not surpris-
ingly it is much more common in males (4-8% in Europe, depending on
ethnicity) than females (about 0.4%).

Loss of rod cell function has also been described. Afflicted individuals have
only narrow, central visual fields and, lacking scotopic vision, are blind when-
ever light levels fall below those needed to excite cones.



Section G - Vision

G4 PHOTOTRANSDUCTION

Key Notes

Photoreceptor
structure

Photoreceptors have an inner segment (containing the nucleus), which
has a synaptic terminal and an outer segment, the plasma membrane of

which is invaginated into deep folds to form disks. The visual pigments,
rhodopsin of rods or cone opsins are situated in the disk membrane.
Photoreceptors cannot divide but their outer segments are continuously
turned over.

Photoreceptor
transduction

Photoreceptors in the dark have quite a low (depolarized) membrane
potential because of the influx of sodium and calcium ions through cyclic

Related topics

nucleotide-gated ion channels in the outer segment plasma membrane.
Light causes a hyperpolarizing receptor potential by closing the channels.
Transduction in rod cells starts when photons are captured by the
prosthetic group in rhodopsin, retinal, which undergoes photo-
isomerization. This activates the rhodopsin which in consequence couples
with a G protein, transducin. Transducin stimulates a phosphodiesterase
that hydrolyzes cyclic guanosine monophosphate, reducing its
concentration, so closing the cyclic nucleotide-gated channels.
Subsequently the photo-isomerized retinal dissociates from the rhodopsin
leaving the pigment bleached. Dark adaptation is the regeneration of
rhodopsin.

Metabotropic receptors (D2) Retina (G3)

Photoreceptor
structure

Photoreceptor
transduction

Rod and cone photoreceptors have similar structures (Fig. 1). Photoreceptors
have diameters of 1-4 um, being smaller at the fovea, a factor contributing to the
higher visual acuity achieved by this area. The inner segment contains the
nucleus, is rich in mitochondria and has an axon-like process connected to a
synaptic terminal. The outer segment in the cone cell has its plasma membrane
invaginated into numerous closely packed parallel folds, forming disks. In rod
cells the disks are pinched off the plasma membrane to become completely
intracellular. The disk membrane is densely packed with visual pigment. In rod
cells this is thodopsin. Each population of cone cells has its characteristic cone
opsin. The outer segment is continually regenerated from the base, whilst its
apical tip is phagocytosed by pigment epithelial cells at the rate of 3—4 disks per
hour. Failure of this phagocytotic mechanism may underlie some forms of the
X-linked disorder retinitis pigmentosa. Photoreceptors are neuroepithelial cells
and incapable of mitotic division.

The resting potential of the photoreceptor plasma membrane in the dark is quite
low, about —40 mV. Light produces a hyperpolarizing receptor potential, the
amplitude of which is related to the light intensity (Fig. 2).
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Fig. 1. Photoreceptors: (a) a rod cell; (b) a cone cell.
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Fig. 2. Cone receptor potentials in response to light flashes of increasing relative intensity (1,
4 and 16).

The hyperpolarization is produced by the light-evoked closure of cyclic
nucleotide-gated cation channels that are open in the dark. The normal, rela-
tively depolarized, state of the photoreceptor is caused by the flow of a dark
current, as shown in Fig. 3.

The cyclic nucleotide-gated cation channel allows Na* and Ca* ions to flow
into the outer segment in darkness. Na* ions are actively extruded by the Na*—K"
ATPase in the inner segment. Ca* leaves the photoreceptor via a Na'—K'-Ca™
transporter. When light photons strike the outer segments a cascade of biochem-
ical events is initiated which results in the closure of the cation channels,
reducing the dark current, and hyperpolarizing the photoreceptor. The trans-
duction process in rod cells is well understood. Rhodopsin consists of a G
protein receptor, opsin, and a prosthetic group, retinal, synthesized by retinol
dehydrogenase from retinol (vitamin A). Retinol cannot be synthesized de novo
in mammals and hence must be supplied in the diet. Lack of vitamin A in the
diet causes night blindness and if prolonged results in irreversible damage to
rod cells.

In the dark, retinal is present as the 11-cis-isomer. Light causes photo-isomer-
ization to the all-trans isomer. The isomerization occurs within a few picosec-
onds of the photon being absorbed and triggers a series of conformational
changes in the rhodopsin to form photoexcited rhodopsin (R*). Photoexcited
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Fig. 3. The ionic basis of the rod photoreceptor dark current.

rhodopsin couples with a G protein, transducin (G,) and exchange of GDP for
GTP occurs. The GTP-bound form of the transducin alpha subunit activates a
phosphodiesterase (PDE) which catalyzes the hydrolysis of 3’,5’-cyclic guano-
sine monophosphate (cGMP) to 5-GMP. This reduces the concentration of
c¢GMP in the photoreceptor and so the cation channels, normally kept open by
the cyclic nucleotide, close. The opening of each channel requires three mole-
cules of cGMP with high positive cooperativity. This means that small changes
in cGMP concentration effect big changes in the number of open channels. This
sequence of events is summarized below (Fig. 4).

This second messenger cascade has a large amplification. A single photon
activates about 500 transducin molecules, closes hundreds of cation channels,
blocking the influx of 10° Na* ions to cause a hyperpolarization of about 1 mV.

Several mechanisms act sequentially to terminate the cascade:
® Like other G proteins, transducin has an intrinsic GTPase which hydrolyzes

the bound GTP to GDP, stopping the activation of PDE.
® Photoexcited rhodopsin is phosphorylated by rhodopsin kinase, and then

binds arrestin which blocks the binding of transducin.
® Within a few seconds the bond between retinal and opsin in photoexcited
rhodopsin spontaneously hydrolyzes and the all-trans retinal diffuses away

Photoreceptor plasma

11-cis retinal membrane
Photon — | Rhodopsin

i Na*
all-trans : Disc membrane <
retinal | cGMP

\ . .

Metarhodopsin I Cyclic nucleotide-
" gated cation
R By channel
cGMP
T-GDP Ta-GTP
~O PDE <
Cytosol
5-GMP

Fig. 4.  The role of transducin in photoreceptor transduction. T, transducin, PDE, phosphodi-
esterase.
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from the opsin. In high light levels most of the rhodopsin exists in this disso-
ciated state in which it is described as being bleached and the rod said to be
saturated. Regeneration of rhodopsin occurs in the dark: retinal isomerase
catalyzes the isomerization of the all-trans isomer to the 11-cis isomer which
then reassociates with the opsin. This process underlies dark adaptation.

Restoration of the dark state, in addition, requires the synthesis of cGMP.
This is catalyzed by guanylate cyclase.

Light adaptation, in which photoreceptors become less sensitive during light
exposure, allows them to respond to levels of illumination that vary by as much
as four orders of magnitude (Fig. 5). Light-evoked closure of the cation channels
reduces Ca™ influx, so the Ca* concentration in the rod outer segment falls.
Since Ca* normally inhibits the guanylyl cyclase needed for cGMP synthesis,
this drop in Ca™ concentration increases the production of cGMP, offsetting its
destruction by the light.

aNa % E K+ Cygl\'c nucleotide-gated
Ca2+ Ca2+ /cation channel

Light \\_/

\ /@
\
@ CGMP<_N\Q
PDE @
I—— Guanylyl cyclase
5-GDP GTP Photoreceptor outer

segment plasma membrane

Fig. 5. The role of Ca** in photoreceptor light adaptation.
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G5 RETINAL PROCESSING

Key Notes

Bipolar cells and on
and off channels

Horizontal cells and
lateral inhibition

Ganglion cells

l Rod signaling ]

l Amacrine cells ]

Related topics

Photoreceptors synapse with either invaginating bipolar cells which
depolarize in response to light, or flat bipolar cells which hyperpolarize
when light stimulated. Midget bipolar cells, which get their input from
cones, are of either type and synapse directly with ganglion cells, which
respond in the same way to light as their bipolar cells; light increases the
firing of on ganglion cells, and silences off ganglion cells. Hence the retina
has on channels, formed from cone-depolarizing bipolar cell (on ganglion
cell), and off channels, routed through cone-hyperpolarizing bipolar cell
(off ganglion cell). The transmitter of all photoreceptors is glutamate and
the opposite responses of the two types of bipolar cell are because they
have different glutamate receptors. On channels signal the presence of
local bright patches and off channels local dark regions of an image.

Bipolar and ganglion cell receptive fields are circular and divided into
center and surround. Light stimulation has the opposite effect on the cell
depending on whether it falls on the center or surround. This is lateral
inhibition and its effect is to enhance contrast at boundaries. It is
mediated by GABAergic horizontal cells that form reciprocal connections
with adjacent photoreceptors. Because horizontal cells are heavily
interconnected, the surround signal they generate represents light
intensity averaged over an area of retina.

There are two populations of ganglion cell. P ganglion cells are small,
slowly conducting, get their input from single cone types, are wavelength
selective and show sustained responses. They are implicated in form and
color vision. P ganglion cells exhibit color opponency, a sort of lateral
inhibition in which they are excited by one type of cone but inhibited by
one or both of the others. M ganglion cells in contrast are large, rapidly
conducting, get input from middle- and long-wavelength cones together
and show transient responses. M ganglion cells detect brightness (but not
color) contrast and movement.

In daylight only the cone channels are functional. At dusk rod cells
become sensitive but transmit their signals via gap junctions to cone cells,
boosting their function to maintain high acuity and color vision. When it
is very dark cone cells fail and the rods cells signal exclusively through
their own pathway via depolarizing (rod) bipolar cells and amacrine cells.

These interneurons, with neurites that have properties of both axons and
dendrites, are extremely diverse. Different types are involved in rod cell
pathways, surround inhibition and in signaling the direction of
movement of a stimulus.

Location coding (E3) Retina (G3)
Attributes of vision (G1)
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Bipolar cells and
on and off
channels

(a)

Invaginating
synapse in
cone pedicle

Depolarizing
bipolar cell

On ganglion cell

II nerve

I ) N—

Photoreceptors synapse with bipolar cells. Two types of bipolar cell can be
distinguished on the basis of both morphology and physiological responses.
Those with processes that form triad ribbon synapses (Fig. 1) deep in the
photoreceptor terminal are invaginating bipolar cells and they depolarize in
response to light striking the photoreceptor. Triad ribbon synapses are so called
because they have three postsynaptic components, the bipolar cell dendrite and
dendrites of two horizontal cells. By contrast, flat bipolar cells form superficial
basal synapses with photoreceptors and hyperpolarize in response to light
shone on the photoreceptor.

Cone cells form synapses with midget bipolar cells (so called because of their
size) of either one or the other type. Midget bipolar cells synapse directly with
ganglion cells which respond to light in the same sense as their bipolar cells.
This arrangement gives rise to two labeled lines: on channels are formed by
cone-depolarizing bipolar cell (on ganglion cell), whereas off channels are cone-
hyperpolarizing bipolar cell (off ganglion cell). On ganglion cells are depolar-
ized and increase their firing rate as a function of light intensity. Off ganglion
cells are silenced by hyperpolarization (Fig. 2).

All photoreceptors use glutamate as a transmitter. The opposite responses of
invaginating and flat bipolar cells come about because they have different gluta-
mate receptors. For invaginating bipolar cells, tonic release of glutamate from

Cone cell pedicle

Bipolar cell dendrite

Horizontal cell neurites

Fig. 1. A triad ribbon (invaginating) synapse.

Light stimulus (b) Light stimulus
]
Basal
’\/ synapse

N

Hyperpolarizing
f\ bipolar cell

—
Off ganglion cell w\

II nerve

Fig. 2. (a) On channel and (b) off channel in the retina. In each case electrophysiological responses of the cells to light
stimulation recorded intracellularly is shown on the right. All cells depicted use glutamate as a neurotransmitter.
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Horizontal cells
and lateral
inhibition

photoreceptors in the dark is inhibitory. When light hyperpolarizes the photore-
ceptor glutamate release is suppressed, and inhibition lifted, so the bipolar cell
depolarizes. For flat bipolar cells the response to tonic glutamate release is exci-
tatory and light, by reducing that excitation, causes the bipolar cell to hyperpo-
larize.

On channels respond with increased firing to light levels that are greater than
the local average. Off channels show increased firing in response to dark
regions, i.e. where light levels are lower than the local average. In this way the
existence of separate on and off channels is a mechanism to enhance the bounda-
ries between regions that reflect different amounts of light. It is one of several
processes by which the visual system is adapted to respond preferentially to
stimulus change as opposed to steady-state stimulation.

An important mechanism for enhancing contrast in the retina is lateral inhibi-
tion brought about by horizontal cells. Lateral inhibition can be seen in the
receptive fields (RFs) of both bipolar and ganglion cells. These are circular and
divided into an inner center and an outer surround. Stimulation of these two
regions separately produces opposite effects on the cells. In the case of an on
ganglion cell, for example (see Fig. 3), background firing rate is dramatically
increased by illumination of the center but silenced by light on the surround.
When light fills the whole of the receptive field there is little change in the back-
ground firing rate. Off ganglion cell RFs have the converse response, with center
illumination producing inhibition and surround illumination excitation.

Lateral inhibition arises because horizontal cells form reciprocal connections
at triad synapses between neighboring photoreceptors. The details are a bit
complicated. In the dark, horizontal cells are excited by glutamate release from
photoreceptors but themselves release GABA which tends to inhibit the
photoreceptors. Light which hyperpolarizes surrounding photoreceptors causes
them to secrete less glutamate so reducing horizontal cell excitation. This means
that GABA release from the horizontal cells is lowered, which in turn allows the
central cone to depolarize somewhat, so that it releases more glutamate. The

Light stimulus
I

(b)

(c)

(d)

Fig. 3. Extracellular recording from on ganglion cells: (a) receptive field; (b) central illumina-
tion; (c) surround illumination; (d) overall illumination.

© 0 ©
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Ganglion cells

final step in the sequence depends precisely on the type of bipolar cell the
central cone synapses with. If it is a depolarizing (on) bipolar cell the increased
glutamate will cause it to hyperpolarize, as glutamate is inhibitory at invagi-
nating synapses. If it is a hyperpolarizing (off) bipolar cell the increased gluta-
mate will make the bipolar cell depolarize. Note that in each case the bipolar cell
response (and hence that of the ganglion cell with which it synapses) is the
opposite for surround compared with central illumination (Fig. 4).

Horizontal cells are extensively interconnected via gap junctions forming a
network which spans an area of retina termed the S space. The S space hori-
zontal cells provide the signal for surround inhibition and it is thought that this
signal is a measure of the mean luminance over quite a wide area of retina.

Light Light
Central cone
f Glu release
Surrounding cone from cone
—_ T~ —
Hori GABA release by Glu release
orizontal ’
cell \(_\ HC terminal from cone
_ 7 M N
Invaginating
synapse
—
Depolarizing
bipolar cell
®
On ganglion cell -~
Surround
inhibition

Fig. 4.  The mechanism of lateral inhibition by horizontal cells (HC).

Ganglion cells are the output cells of the retina. Their axons become myelinated
at the optic disk and form the optic (second cranial) nerve. Ganglion cells are the
only retinal cells capable of firing action potentials. In the macaque Old World
monkey (which has vision similar to that of humans) there are two major popu-
lations of ganglion cells. Parvocellular (P) ganglion cells are small and by far
the most numerous; about a million in each retina. Magnocellular (M) ganglion
cells are large and number about 100 000 per retina.
These two types differ in several important respects:

® P cells have smaller RFs than M cells.

® Because of their smaller size, P cells have a slower conduction velocity than
M cells.

® Whereas P cells often show sustained responses, M cells respond transiently
to a prolonged visual stimulus.

® P cells are usually wavelength selective whereas M cells are not.

® M cells are much more sensitive than P cells to low-contrast stimuli.

From these differences it can be inferred that P cells must get their input from
single cones, or from several cones with the same wavelength sensitivity (S, M
or L). By contrast, M cells get input from M and L cones together (but not S
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Rod signaling

cones), and from rods. Hence P, but not M, cells must be involved in color
vision. The rapid, transient responses of M cells make them adapted for motion
detection. The small RFs of P cells, and their sustained responses are suitable for
fine-form discrimination. The distinct functional properties of P and M ganglion
cells are the starting point for parallel processing in the visual system.

P cells are color single opponent cells. They have RFs that are excited by one
type of cone cell but inhibited by another. Two types of P cell can be distin-
guished by the nature of their RFs (Fig. 5). Most common are the red—green cells
in which the RF compares input from M and L cones. Blue-yellow cells do not
have a center surround pattern but are either excited by S cones and inhibited
by a combined M plus L cone signal, or vice versa. They are called blue-yellow
cells because combining the inputs of M and L cones gives the sensation of
yellow.

The red—green cells respond differently to small or large spots of light. For
example, a green-on/red-off cell will be equally stimulated by a small green or
white spot that covers the center of the RF. This is because white light contains
the wavelengths that excite the green cones. However, the same cell will be
excited by a large green spot but not by a large white spot. This is because the
white light contains the wavelengths that stimulate the red-off surround. A
large red spot will silence the cell. So, in general these cells are more wavelength
selective for large stimuli than small ones. For small spots, they cannot distin-
guish red or green from white light, but they can signal brightness.

M cells get combined input from two types of cones so they are called broad
band cells and their RFs measure only brightness contrast; M cells are color
blind.

M+ L+ L- L+

(a) @ (b) @ @
On cell Off cell M- M+

© ©

) .

Fig. 5. Receptive fields of retinal ganglion cells: (@) M ganglion cells; (b) concentric single
opponent (red—green) P cells; (c) coextensive single opponent (blue-yellow) P cells.

Signaling by rod cells depends on the light intensity. At high light levels rods
are saturated, and only cones operate. In the partially dark-adapted eye (e.g. at
dusk) rod cells come on stream but signal through gap junctions to neighboring
cones. This effectively augments cone cell function so maintaining acuity and
color vision (mesopic vision). However, when it is very dark (e.g. moonless
night sky) cone cells fail even with signal boosting from rods. Rod cells in the
dark will have a greater influx of Ca* via the dark current. One effect of this
increase in Ca™ is to close the gap junctions between the rod and cone cells. Rod
signaling is now relayed via depolarizing (rod) bipolar cells which synapse with
a population of amacrine cells. The effect of this is to increase contrast sensi-
tivity.
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Amacrine cells

Amacrine cells have no axons but their extensive neurites share properties of
both axons and dendrites. They are a very diverse group morphologically, and
most of the neurotransmitters identified in the nervous system are used by one
or other of the 30 or so types of amacrine cell.

Amacrine cells are implicated in rod signaling, surround inhibition and
detecting the direction of motion of an object across the visual field.
Dopaminergic amacrine cells are only about 1% of all amacrine cells but their
long dendrites interconnect, possibly via gap junctions, to form a network.
These cells get input from cone bipolar cells so the network is able to signal
average illumination which is used to produce surround inhibition. In the dark-
adapted eye, ganglion cells become much more sensitive to light by virtue of the
fact that this dopamine surround inhibition is turned off. Some ganglion cells
are sensitive to the direction of motion of a stimulus. Direction sensitivity is
conferred by amacrine cell circuits.
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G6 EARLY VISUAL PROCESSING

Key Notes

nucleus the right side of the visual field. The primate LGN has six layers, two
magnocellular layers get input from M ganglion cells and contain
movement-sensitive cells, four parvocellular layers are innervated by P
ganglion cells, and cells in these layers are wavelength selective. Each
layer gets a precise retinotopic input from just one eye. The properties of
LGN cells are similar to those of the ganglion cells which supply them
and have circular receptive fields with surround inhibition. The LGN
projects to the primary visual cortex and receives extensive connections
from it which may be involved in visual attention.

‘ Lateral geniculate The sorting of fibers in the optic chiasm means that the left LGN maps

Primary visual The striate cortex in the occipital lobe is the primary visual cortex (V1)

cortex and gets a retinotopic projection from the LGN, with the fovea occupying
a disproportionately big area. The M and P LGN cells project to different
sublayers in layer 4C of the cortex, giving rise to distinct streams of
information flow through the cortex. Most cells in V1 have elongated
receptive fields and respond to linear features rather than spots. Simple
cells are position sensitive. Complex cells are less sensitive to position
than simple cells, many having a preference for linear stimuli moving at
right angles to the long axis of their receptive fields.

Orientation columns |  All cells lying within radial columns extending through V1 respond to
linear features having approximately the same orientation. All
orientations are represented for each point on the retina. These
orientation columns are ordered so that a smooth gradient for orientation
exists; columns with the same orientation are aligned in stripes across the
cortex.

Binocular cells Many cells in V1 get input from both eyes, but most show ocular
dominance in that they are preferentially driven by one eye. These cells
occur in discrete ocular dominance columns that are aligned in stripes
across the cortex in which ipsilateral and contralateral eye dominance
alternates. Binocular cells get input from corresponding positions on the
two retinas and measure retinal disparity, from which the visual system
computes the depth of an object in three-dimensional space.

Hypercolumns The volume of cortex in which every orientation is mapped for
corresponding positions on both retinas is called a hypercolumn. It
consists of a complete set of orientation columns and ocular dominance
columns for a single pixel of the visual field.

Related topics Organization of the central Eye and visual pathways (G2)
nervous system (A5) Parallel processing in the visual
Attributes of vision (G1) system (G7)




175

Lateral
geniculate
nucleus

Primary visual
cortex

Pathways for visual perception start with the retinogeniculate fibers, axons of
ganglion cells that end in the lateral geniculate nucleus (LGN). Because of the
manner in which fibers are sorted in the optic chiasm, the left optic tract and left
LGN carry axons from the left side of both retinas. Thus the left LGN represents
the right side of the visual field (see Fig. 2, Topic G2).

The primate LGN has six layers (Fig. 1). The two most ventral are the magno-
cellular (large-cell) layers which receive input from M ganglion cells. Dorsal to
these are the four parvocellular (small-cell) layers that are innervated by P
ganglion cells. Interleaved between these major layers are koniocellular layers
containing very small cells. These are thought to receive input from small
slowly conducting retinal ganglion cells with large dendritic trees and large
receptive fields which signal average illumination.

LGN cells have circular RFs with surround antagonism. They show little or
no response to diffuse light covering the whole receptive field. Each layer in the
LGN gets input from only one eye and no cells show binocular responses
(responses to both eyes). It is not until the visual cortex is reached that input
from both eyes is integrated. The responses of the LGN cells match those of the
ganglion cells which supply them, so on and off channels remain independent
and P cells display precisely the same color opponency properties as retinal
ganglion cells. There is a very precise topographic (retinotopic) mapping from
the retina onto each of the layers of the LGN, with the representation of the
fovea taking up about half of the nucleus. The maps in each layer are in precise
register with each other so that any given vertical axis through the LGN passes
through cells with RFs representing the same place in visual space.

The LGN contains two populations of neurons. Those that project to the
primary visual cortex are geniculostriate neurons. In addition, there is a
substantial population of smaller interneurons the exact function of which is not
known. Furthermore only about 20% of the synaptic connections on geniculo-
striate neurons are from retinal ganglion cells. Other synapses are made by back
projections from the visual cortex and by the reticular formation. They may play
a role in visual attention, modifying geniculostriate neuron responses so that
only a selected proportion of retinal input is transmitted through to the visual
cortex.

Parvocellular
layers

Magnocellular
layers

Contralateral eye Ipsilateral eye

Fig. 1. The structure and inputs of the lateral geniculate nucleus.

The fibers of the optic tract terminate in the striate cortex (Brodmann’s area 17)
on the medial surface of the tip of the occipital lobe. This region is the primary
visual cortex (V1). Precise retinotopic mapping is maintained up to V1 with the
fovea having a disproportionate representation.
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There are at least three parallel streams of information into the primary visual
cortex. The movement-sensitive M LGN cells input into layer 4Ca, the P LGN
cells go to layer 4CB, whereas the koniocellular layers of the LGN project to
layers 2 and 3. These streams remain quasi-independent throughout the visual
system. The connections of the primary visual cortex are illustrated for the
primate in Fig. 2.

The great majority of cells in V1 have elongated receptive fields (RFs) with
both inhibitory and excitatory regions, and respond to bars, slits, edges and
corners rather than spots of light. Most fall into two categories based on their RF
properties, simple or complex cells. Both are orientation selective, in that they
respond to linear features in only a narrow range of orientations.

1. Simple cells are pyramidal cells found mostly in layers 4 and 6. They are

highly sensitive to the position of a stimulus on the retina. They have small
oval RFs with center-surround antagonism (Fig. 3). A simple cell gets its
input from a linear array of LGN cells having the same RF properties, so the
RF of the simple cell emerges as a consequence of the RFs of the LGN inputs.
Complex cells are most abundant in layers 2, 3 and 5. They have larger RFs
than simple cells and, lacking distinct inhibitory or excitatory regions, a stim-
ulus of the appropriate orientation anywhere in the RF evokes a response.
Hence, complex cells are much less fussy about position than simple cells.
Many complex cells show a preference for movement at right angles to the
long axis of the stimulus. Some complex cells receive their inputs from
simple cells but others get their input directly from the LGN.

Spiny stellate Pyramidal cell
excitatory interneuron
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extrastriate colliculus
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Fig. 2. Canonical circuitry in the primary visual cortex illustrated for parvocellular (P) LGN input. Magnocellular (M)
circuitry (not illustrated) has its input to 4Co. Spiny stellate cells here send axons to pyramidal cells in 4B and these send
collaterals to pyramidal cells in layers 5 and 6 directly rather than via more superficial layers. Koniocellular input is directly
to pyramidal cells in blobs of 2 + 3. Feedback collaterals are dotted. Cortical layers are designated by Arabic numbers.
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Fig. 8. (a) Receptive fields of three simple cells; (b) a diagram depicting how lateral geniculate nucleus (LGN) cells
contribute to the simple cell receptive field (RF), four on-center LGN cell RFs generate an on-centre simple cell RF.

Orientation
columns

Binocular cells

Hypercolumns

In common with other sensory cortex, the primary visual cortex is divided into
radial columns 30-100 um across. In each of these all cells respond preferentially
to linear features with a given orientation so they are called orientation
columns. The cortex is organized so that adjacent columns have an orientation
preference that differs by only about 15°; in other words, orientation is repre-
sented in a systematic way across the cortex. Columns which have the same
orientation are arranged in stripes across the cortex. The obvious inference, that
orientation selectivity is how the visual system represents straight-line segments
which can be built up to give the form of an image, need not be true. Computer
modeling shows that orientation selectivity is a property of neural networks that
learn the curvature of curved surfaces from their shading. Hence orientation
selectivity might, counter-intuitively, be concerned with representations of
curves rather than linear features in the visual world.

V1 is the first region in which input from both eyes is combined. Many cells,
particularly in layers 4B, 2 and 3 show binocular responses in that they can be
driven by either eye. This is a necessary condition for stereopsis. Most binocular
cells show a preference for one eye, a phenomenon referred to as ocular domi-
nance. Cells which have the same ocular dominance (e.g. those that are driven
preferentially by the ipsilateral eye) occupy ocular dominance columns that are
situated in long stripes about 500 pm across. Columns representing ipsilateral
and contralateral input alternate regularly over the cortex which when visual-
ized at the level of layer 4C look like the pattern of stripes on a zebra.

The receptive fields of binocularly driven cells resemble those of simple or
complex cells, lie in corresponding positions in the two retinas, have identical
orientation properties and have similar arrangements of excitatory and
inhibitory regions. Similar input from both eyes into arrays of binocular cells is
needed for perception of a fused image. To the extent that inputs into these cells
are unequal they measure retinal disparity and so the depth of an object in
three-dimensional visual space. Cells that respond to visual disparity have been
discovered in the primate visual cortex (including V1). These are responsible for
stereopsis.

A higher-order modularity exists in the primary visual cortex. Called a hyper-
column (Fig. 4), it represents a given corresponding position for both retinas,
and maps every orientation for that position. It consists of a full-thickness slab
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Interstripe interval (V2)
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of cortex with an area of about 1 mm?’ containing a complete set of orientation
columns for both ipsilateral and contralateral ocular dominance. The retinotopic
map in V1 occurs because adjacent pixels of the retina map to adjacent columns
in an orderly fashion.
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Fig. 4. Modular structure of the primary visual cortex. Cortical layers are designated by Roman numerals. |, ipsilateral;
C, contralateral (blobs are described in Topic G7).
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G7 PARALLEL PROCESSING IN
THE VISUAL SYSTEM

Key Notes

Parallel processing
in V1

There are three relatively independent pathways for processing
information in the visual system. The magnocellular (M) pathway gets its

input from M LGN cells which synapse with neurons in 4Co.. The M
pathway is color blind and involved in analysis of moving stimuli,
control of gaze and stereopsis. The parvocellular (P) systems arise from P
LGN cells which synapse with cells in 4CB. There are two P systems. The
parvocellular—interblob pathway is concerned with form, its cells are
orientation selective and binocular. The parvocellular-blob pathway
mediates color vision; wavelength-selective cells in this pathway have
double opponent receptive fields in which the center is excited by some
cones and inhibited by others, whilst the converse situation occurs in the
surround. Three features of color perception — color constancy,
perceptual cancellation and simultaneous color contrast — can be
explained by the manner in which double opponency is organized.

Extrastriate visual
cortex

All cortical areas involved in vision other than V1 are together referred to
as extrastriate visual cortex. It includes much of the occipital cortex and

parts of the parietal and temporal cortex. The secondary visual cortex
(V2) receives input from V1 which then projects to other extrastriate
cortex. The three streams of visual information remain segregated in V2,
as revealed by stripes in cytochrome oxidase staining, and throughout
the extrastriate visual cortex. The M pathway goes via thick stripes in V2
to V3 and then V5. Destruction of human V5 causes a loss of ability to see
objects in motion. The parvocellular-interblob pathway goes via V2
interstripes to V3 and V4 whilst the parvocellular-blob pathway goes
from V2 thin stripes to V4, cells of which show color constancy.
Destruction of human V4 causes loss of color vision.

Where and what
streams

Beyond V5 and V4 information is divided into two streams. From V5 a
dorsal stream to the medial superior temporal cortex and the posterior

Related topics

parietal cortex is concerned with object location. The ventral stream from
V4 to the inferotemporal cortex is concerned with recognition of objects.
The two streams are called ‘where’ and ‘what’ streams respectively.

Attributes of vision (G1) Arousal and attention (O4)
Early visual processing (G6)

Parallel
processing in V1

Three relatively independent pathways, each of which processes different
aspects of vision in parallel, in a quasi-autonomous fashion, can be delineated in
the primary visual cortex.

The magnocellular pathway from M ganglion cells to M LGN cells has its
input to spiny stellate cells in layer 4Co. (see Fig. 2, Topic G6). These excitatory
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interneurons synapse with pyramidal cells in layer 4B which show orientation
and direction selectivity. These cells send axon collaterals to pyramidal cells in
layers 5 and 6. Layer 5 cells project to subcortical regions, the pulvinar (a thalamic
nucleus involved in visual attention), the superior colliculus and pons. Layer 6
pyramidal cells go to the extrastriate cortex. The M pathway is specialized for
analysis of motion. Its outputs via layer 5 are important in visual attention and
gaze reflexes. Some cells in the M pathway are binocular so it contributes to stere-
opsis. Because it originates with ganglion cells which combine input from two
classes of cone cell it is not wavelength selective, the M system is color blind.

There are two parvocellular pathways. They arise from P ganglion cells via P
LGN cells which synapse with spiny stellate cells in 4Cf. Like the M pathway the
interneurons connect with pyramidal cells in 4B. However, in the parvocellular
paths, 4B cells (which are orientation-selective simple cells) synapse with pyra-
midal cells in layers 2 and 3 which then relay with deep pyramidal cells in layer
5. Segregation of the two parvocellular pathways occurs in layers 2 and 3. When
stained for the mitochondrial enzyme, cytochrome oxidase, layers 2 and 3 show
pillars of high activity, blobs. Each blob is centered on an ocular dominance
column. Between the blobs lies the interblob region. Cells in the interblob region
are orientation-selective, binocularly driven, complex cells. They are not wave-
length selective or motion sensitive. They are part of the parvocellular—interblob
(PI) pathway which processes high-resolution analysis of form in the visual
world. By contrast cells in the blobs are wavelength selective, show poor orienta-
tion selectivity and are monocular. The parvocellular-blob (PB) pathway medi-
ates color vision. Blob pyramidal cells get direct input from the koniocellular
LGN layers but the function of this input is not yet understood.

Wavelength selective blob cells are double opponent cells with receptive
field (RF) properties derived from their inputs, the single opponent parvocel-
lular LGN cells. Double opponent cells have center—surround antagonist RF
configuration, they signal color contrast and come in four classes categorized by
their preferred stimuli. The top left cell in Fig. 1 is excited by L cones in the
center and inhibited by L cones in the surround. In addition, it is inhibited by M
cones centrally but excited by M cones in the surround. The preferred stimulus
for this cell is a red spot in a green background. However the cell gives off
responses if exposed to a green spot in a red background (Fig. 2).

(d)

Double opponent cells in V1 blobs. Preferred stimuli: (a) red spot, green surround; (b) green spot, red surround;

(c) blue spot, yellow surround; (d) yellow spot, blue surround.

(b)

(a)
MWWWWM HEHE

Fig. 2. Responses of the double opponent cell in Fig. 1(a): (a) preferred stimulus; (b) off
response which might account for successive color contrast (see text for details).
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Unlike single opponent cells which are excited by small spots of white light,
double opponent cells are unaffected by white light stimuli of any size, so they are
more selective detectors of color contrast. The organization of double opponent
cell RFs explains some of the properties of color vision described in Topic G1.

1. Color constancy. The way in which the brain computes color constancy is
not understood in detail but is partly accounted for by the behavior of double
opponent cells. A shift in the wavelength composition of light will produce
equal but opposite effects on the responses of the center and surround of
double opponent cells. There will be little effect overall on the RF of the cell
which will continue to signal the same color. On the scale of the entire visual
field, color constancy is thought to involve comparing red—green brightness,
blue-yellow brightness (from color single opponent cells) and total bright-
ness (added outputs of S, M and L cones) over large areas of retina.

2. Perceptual cancellation is explained by the way in which color opponency
happens to be organized as red (R) versus green (G) and yellow (R+G) versus
blue channels. Since mutual antagonism occurs between red and green or
between yellow and blue only one color in each pair can be seen at a single
pixel of the retina at any time.

3. Simultaneous color contrast can also be accounted for by the properties of
double opponent cells. For example, the cell in Figure 2 cannot discriminate
between a green stimulus to its surround or a red stimulus to the center; the
response is the same for both. So a gray disk viewed in a green background is
interpreted as red. A similar mechanism explains the complementary after-
images that appear after staring at a uniform patch of color (Fig. 2b).

The segregation of visual information for motion, form and color in V1 is main-
tained in the extrastriate visual cortex, which is a term applied to all of the
visual cortex except V1. The extrastriate cortex of primates contains about 30
regions that can be differentiated on the grounds of cytoarchitecture, connec-
tions and physiological properties. Most have a retinotopic map of some aspect
of the visual world. It includes not only occipital cortex areas 18 and 19 but also
areas of parietal and temporal cortex. In humans it is estimated that almost one
half of the cerebral cortex is implicated in vision, more than is devoted to any
other single function. This implies that vision is the most complex task that the
brain performs. The terminology usually adopted for extrastriate cortex is based
on studies of the macaque monkey. It is thought that most regions in this
primate have counterparts in humans. The location and connections of the
major visual cortical areas are depicted in Figure 3a and 3b respectively.

Most outputs from V1 go to V2, the secondary visual cortex, which occupies
part of area 18. V2 shows a characteristic cytochrome oxidase staining pattern,
alternating thick and thin stripes running at right angles to the V1/V2 border.
Pathway-tracing techniques and electrophysiological studies reveal how the
magnocellular and parvocellular pathways continue into V2 and beyond.

Cells in the V2 thick stripes are motion sensitive and binocular, being driven
by a preferential retinal disparity. The thick stripe receives inputs from layer 4
of the interblob region of V1 and sends much of its output, via V3, to the medial
temporal (MT) visual cortex, V5. Lesions of human V5 result in loss of the
ability to perceive motion (akinetopsia). Hence, the V2 thick stripe-V3-V5 (MT)
connection is the extension of the magnocellular pathway (Fig. 3b) and
concerned with motion and depth perception.
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Fig. 8. Parallel processing in the visual system. (a) Anatomy of the visual areas in the macaque: (i) left cerebral
hemisphere; (ii) coronal section through the posterior third of the hemisphere; (i) horizontal section. Modlified from Kandel,
Schwartz, Jessell (eds) (1991) Principles of Neural Science, 3rd edn. (b) Flow diagram of M and P channels in the primate
visual system. IT, Inferotemporal cortex; MST, medial superior temporal cortex; MT, medial temporal cortex; PP, posterior

parietal cortex.

The interstripe region of V2 gets its inputs from the V1 interblob regions
(layers 2 and 3) and sends outputs to V3 and then to V4. Many cells in V3 and a
proportion of those in V4 are orientation selective and these represent a continu-
ation of the PI parvocellular pathway. It is primarily concerned with form
perception.

The blobs of V1 project to the thin stripe of V2 which in turn sends outputs to
visual area V4. Thin stripe V2 cells, and some V4, cells are both wavelength
selective and show color constancy, so the blob-V2 thin stripe-V4 route is the
extension of the PB parvocellular pathway for color vision. This is supported by
the loss of color vision (achromatopsia) that occurs in patients with damage to
human V4.

Although the M, PI and PB pathways operate in parallel they are not
completely independent. Reciprocal pathways exist between V3-V4 and V5-V4,
which presumably allow interactions between M and PI systems, both of which
contribute to stereopsis. Interaction of motion and form analysis is probably
required for the identification of moving objects. There seems to be no cross talk
however between M and PB pathways. The M system is color blind and for
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equiluminant stimuli (those varying in color but not in brightness), which can
only be perceived by the PB system, the perception of motion vanishes. The PI
system must receive input from wavelength-selective cells in V4 since it is able
to use color contrast to localize borders as part of its role in analyzing form.
However, form information seems not to be available to the PB pathway. When
viewing equiluminant blocks of color they appear to ‘jump around’ because the
PB system is unable to localize boundaries.

Saccades are rapid stereotyped movements of the eyes which serve to bring
an object at the periphery of the visual field to the fovea. During saccades black
and white gratings detectable only to the M system vanish while equiluminant
stimuli detectable by the parvocellular pathway remain visible; thus the M, but
not the P, system is shut down during saccades. This means that the M (motion)
system is not confused by the rapid eye movement. The response times of the
cells in the P system are sufficiently slow that they are unaffected by the shifting
image.

Parallel processing beyond V5 and V4 results from the segregation of informa-
tion into two streams. The dorsal stream, largely from MT, goes to the medial
superior temporal (MST) and posterior parietal (PP) cortex. Cells in the PP
cortex have large RFs, show selectivity for size and orientation of objects and
fire as a monkey makes hand movements to grasp an object. Many cells show
gaze-dependent responses, i.e. their firing depends on where an animal is
looking. Lesions to MST and PP in primates results in optic ataxia, in which
visuospatial tasks are profoundly affected, but are without any effect on the
ability of animals to recognize objects.

By contrast, the ventral stream from V4 to the inferotemporal cortex (IT) is
crucial for object recognition. Cells of the IT cortex have extremely large RFs,
usually bilateral, are sensitive to form and color but are relatively unfussy about
object size, retinal position or orientation. Many of these cells respond selec-
tively to specific objects such as hands or faces. Unusually for visual cortex, the
IT area has no retinotopic map. Lesions of the IT cortex cause visual agnosia in
which animals fail to perform or learn tasks that require the recognition of
objects. Visuospatial tasks are unaffected.

The very different functions of the dorsal and ventral streams are epitomized
by their being referred to as where and what streams respectively. Clinical data
suggest that a similar dichotomy exists in humans. Optic ataxia occurs with
posterior parietal damage. These patients have no difficulty in recognizing
objects but cannot seem to reach for, or grasp them. By contrast, patients with
damage to the occipito-temporal cortex fail to recognize common objects,
including once familiar faces, a disorder termed prosopagnosia. These people
experience no difficulty in understanding where objects are located in space or
how to reach for, or avoid them.

Bilateral loss of V1 causes total loss of visual perception. However, there are
examples of primates and humans with this damage who are able to avoid
obstacles whilst moving through space much better than chance. This phenom-
enon is called blindsight. Humans possessing it report that they are completely
unaware of the visual world and do not understand how they are able to navi-
gate through space. Blindsight is mediated by a pathway that goes directly from
the magnocellular LGN to the thick stripe of V2. This provides input to the
where system. The implication of this condition is that V1 is required for
conscious visual perception.



Section G - Vision

G8 OCULOMOTOR CONTROL

Key Notes

Eye movements Eye movements either keep the gaze fixed on an object when the head is
turning, or shift the gaze to follow a moving object. Gaze fixation is
brought about by the vestibulo-ocular reflex, which relies on signals from
the semicircular ducts, and the optokinetic reflex which depends on
visual input. Gaze shift can be produced either by saccades (fast), smooth
pursuit (slow) or vergence movements. Vergence allows an object to be
tracked as it approaches or recedes and requires the eyes to move in
opposite directions.

muscle control three principal axes. During conjugate eye movements in which both eyes
move in the same direction, eye muscle activity in one eye is
complementary to eye muscle activity in the other. The extraocular
muscles are controlled by motor neurons in the nuclei of the oculomotor,
trochlear and abducens nerves, which in turn are driven by brainstem
reticular and medial vestibular nuclei. Firing of eye motor neurons
encodes the velocity of the movement and the change in eye position.

‘ Extraocular eye The actions of three pairs of muscles allow the eyes to be rotated about

Vestibulo-ocular Rotation of the head, detected by the semicircular ducts, causes a well-

reflexes (VORs) matched opposite rotation of the eyes to keep the retinal image
stationary. For large horizontal head rotations, once the eyes have rotated
as far as possible they are rapidly reset to frontwards gaze. This causes
nystagmus, flickering eye movements with slow phases in which the
gaze is fixed and fast phases when gaze is reset. Vestibulo-ocular reflexes
adapt in response to alterations in visual input. This is an example of
motor learning by the cerebellum.

Optokinetic reflexes | Slow head rotation causes images to move across the retina. This triggers

(OKRs) eye movement in the opposite direction. Nystagmus occurs for large
rotations.
l Saccades ] Fast movements taking the fovea to a new point in visual space are

saccades, produced reflexly by visual, auditory or somatosensory stimuli.
Burst cells in brainstem reticular nuclei are directly responsible for the
signals to the eye motor neurons, but saccades are produced in response
to activity in the superior colliculus and frontal cortex. The superior
colliculus generates reflex saccades. Because it has sensory and motor
maps, each point in the superior colliculus represents a location in
sensory space and specifies the saccades necessary to point the gaze
towards it. The size and direction of saccades is actually determined by
the average firing of many collicular neurons. The frontal eye fields,
located in the frontal cortex, trigger saccades via connections with the
superior colliculus and brainstem, and basal ganglia. The frontal cortex is
responsible for intentional saccades.
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Smooth pursuit
movements

These are used to voluntarily track an object that is moving in the visual
field. The velocity of the object is signaled by the cortex of the visual

‘where’ system to neurons in the pons. These cells convert the velocity
signals to smooth pursuit motor commands.

l Vergence

] Signals for vergence include blurring of the retinal image or the degree of

Related topics

accommodation and require the visual cortex. Fast vergence movements
are made during saccades.

Balance (F5) Cerebellar function (K6)
Eye and visual pathways (G2) Basal ganglia function (K8)
Cortical control of voluntary

movement (K1)

Eye movements

Extraocular eye
muscle control

The purpose of eye movements is either gaze stabilization, in which the eyes
remain fixated on an object during rotation of the head, or gaze shifting which
allows the central part of the retina, the fovea, to be brought to bear on an object,
or track a moving object. Five types of eye movements, each controlled by a
distinct neural system, bring about these aims.

Gaze stabilization is controlled by the vestibulo-ocular and optokinetic
systems. Rapid head rotation, detected by the semi-circular ducts provides
input for vestibulo-ocular reflexes (VOR), whereas optokinetic reflexes depend
on visual input to monitor slow head rotations. For both systems their output
causes conjugate eye movements in the opposite direction to the head rotation,
so that retinal images do not shift.

Three systems organize gaze shift. The saccadic system generates extremely
rapid eye movements, saccades, which move the gaze from one point in the
visual field to another, bringing new targets onto the fovea. The smooth pursuit
system permits gaze to follow a moving target, so that its image remains on the
fovea. Finally, for animals with binocular vision, the vergence system allows the
eyes to move in opposite directions (disjunctive movements); either both
converge or both diverge, so that both eyes can remain directed towards an
object as it gets closer or recedes.

The output of all five eye motor systems is via oculomotor neurons in the
brainstem, the axons of which run in three pairs of cranial nerves to the skeletal
muscles that move the eyes.

Each eye is moved by three pairs of extraocular eye muscles. Two pairs of
rectus muscles (superior and inferior, medial and lateral) originate from a
common annular tendon attached at the back of the orbit. These muscles insert
into the sclera in front of the equator of the eyeball. The third pair is the oblique
muscles (superior and inferior) which insert into the sclera behind the equator
of the eyeball (Fig. 1).

Working in concert these muscles act to rotate the eye about three principal
axes (Fig. 2). The actions of the medial and lateral rectus muscles are simple.
They cause the eye to rotate about the vertical axis so that the gaze moves hori-
zontally. The medial rectus brings about rotation towards the midline (adduc-
tion) while the lateral rectus causes lateral rotation (abduction). The other two
pairs of muscles produce rotations that have components along two of the
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Fig. 1. The right orbit showing the extraocular muscles.
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Fig. 2. Principal axis for rotation of the eye, shown for the right eye. In health, torsional
movements (rotation about the anteroposterior axis) are small.

principal axes, and the components change depending on the horizontal posi-
tion of the eye. These actions are summarized in Table 1.

Eye muscles act in complementary fashion in the two eyes during conjugate
movements in which the two visual axes move in parallel. Thus, contraction of
the lateral rectus in one eye is coupled with contraction of the medial rectus in
the other eye for a conjugate horizontal shift in gaze (see Table 1).

The extraocular muscles are innervated by motor neurons in the nuclei of the
oculomotor (III), trochlear (IV) or abducens (VI) cranial nerves. These neurons
are the final common path for the output of all five eye-movement systems and
are driven by brainstem reticular and medial vestibular nuclei axons that run in
the medial longitudinal fasciculus. Eye motor neurons fire both statically, in a
manner relating to eye position, and dynamically, reflecting eye velocity. To
hold the eye steady in a given position requires tonic discharge by a particular
set of motor neurons. The set will be different for different positions. Each
motor neuron fires with a frequency needed to maintain eye position, so its
firing rate is linearly related to position. Activity by a given neuron is not
needed for all positions (e.g. sustained leftward gaze requires high firing rates
of motor units in the left lateral rectus, but the left medial rectus is an antagonist
of this movement so its motor neurons remain silent).
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Table 1. Actions of extraocular eye muscles. For the muscles moving the eye vertically the action is different
depending on whether the eye is also abducted or adducted. For example, the superior rectus elevates the eye if
the lateral rectus is active at the same time, but causes intorsion if the eye is adducted by the medial rectus.

Contralateral eye

Muscle Innervation Movement complementary muscle
Lateral rectus Abducens (V) Abduction Medial rectus
Medial rectus Oculomotor (Il Adduction Lateral rectus

Superior rectus
Inferior rectus
Inferior oblique
Superior oblique

Elevation and intorsion
Depression and extorsion
Extorsion and elevation
Intorsion and depression

Oculomotor (Il
Oculomotor (Il
Oculomotor (Il
Trochlear (IV)

Inferior oblique
Superior oblique
Superior rectus
Inferior rectus

o =o=o =

Vestibulo-ocular
reflexes (VORSs)

Eye movements are brought about by high-frequency pulses of action poten-
tials in oculomotor neurons. The discharge rate during a pulse is directly propor-
tional to the velocity of the movement. The eye movement will bring the eye to a
new position, which needs the generation of a new position signal. This is thought
to be achieved by integrating the velocity signal, an operation probably done by
the vestibulocerebellum and prepositus nucleus of the brainstem reticular system.

Head rotation detected by the semicircular ducts triggers equal and opposite rota-
tion of both eyes. For large head rotations the eyes cannot continue to rotate but
must be reset to a central position by rapidly moving in the same direction as the
head. This gives rise to nystagmus, eye movements characterized by slow phases
that stabilize the retinal image, and quick phases that reset the eyes. By conven-
tion the direction of the nystagmus is the direction of the quick phase (Fig. 3).

The horizontal semicircular ducts are effectively wired to the medial and
lateral rectus muscles to produce the eye movements that counter the head rota-
tion (Fig. 4).

The gain of the VOR (the magnitude of the eye rotation divided by the magni-
tude of the head rotation) is quite close to one for fast head rotations. This
means there is a good match between eye and head movements, which makes
for a stable retinal image. The VOR can be modified by visual experience. When
human subjects wear magnifying lenses, which means that they should make
bigger eye movements to match head rotations, the gain of their vestibulo-
ocular reflexes increases appropriately over the next few days. The cerebellum is
required for this adaptation to occur, but not for it to be maintained once estab-
lished. The instability of the retinal image acts as an error signal which is

Slow phase

Left

Eye position i /\/‘\\/\

Right Quick phase

\J

Time

Fig. 3. Leftward nystagmus during head rotation.
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Fig. 4. Circuitry for the vestibulo-ocular reflex. Stimulation of the horizontal semi-circular
ducts by the leftward rotation of the head excites the ipsilateral medial rectus and the contralat-
eral lateral rectus and inhibits their antagonists. Excitatory neurons, open circles; inhibitory
neurons, filled circles. Firing patterns are shown for cranial nerve neurons.

relayed to the cerebellum from the inferior olivary nucleus. The cerebellum
learns to minimize the error and alters its drive to the extraocular muscles. This
is an example of motor learning. Lesions of the vestibulocerebellum impair the
ability to maintain steady gaze, causing inappropriate nystagmus.

Slow rotation of the head causes an apparent movement of the visual world in
the opposite direction called retinal slip, This is detected by large, movement-
sensitive retinal ganglion cells and is used to produce eye movements which are
equal in speed but of opposite direction to the retinal slip. As in the VOR,
nystagmus occurs for large head rotations.

Saccades are very fast conjugate eye movements that move the fovea to target a
different point in visual space. The saccade system uses visual, auditory and
somatosensory input to determine the eye rotation required to realign the gaze.
Horizontal saccades are controlled by the paramedian pontine reticular forma-
tion (PPRF) which lies at the midline adjacent to the nuclei of the oculomotor,
trochlear and abducens cranial nerves. Vertical saccades are organized by the
rostral interstitial nucleus of the medial longitudinal fasciculus, situated in the
midbrain rostral to the oculomotor (III) nerve nucleus.

Both of these structures contain burst cells which code for the size and direc-
tion of the eye movement and produce saccades by exciting the oculomotor
neurons. The signals that trigger saccades come from two sources, the superior
colliculus and the frontal eye fields in the cortex of the frontal lobes. Both these
structures can generate saccades independently of the other. Destruction of both
renders primates incapable of making saccades.
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The superior colliculus lies in the tectum of the midbrain and is divided into
superficial, intermediate and deep layers. The superficial layers receive visual
information from the retina and visual cortex that gives rise to a map of the
contralateral visual field. The deep layers get auditory and somatosensory input
and so have two maps; an auditory map depicting the location of sounds in
space, and a somatotopic map in which the body parts closest to the eyes get the
greatest representation. The intermediate layers are the site of a motor map.
Neurons here are called collicular saccade-related burst neurons because they
fire a high-frequency burst of action potentials about 20 ms before a saccade.
Each one has a movement field (the equivalent of a receptive field) that covers
the sizes and directions of the saccades it participates in. These movement fields
are large, in that the cells are active for many similar saccades, but they fire
maximally for a preferred saccade. The broad tuning of these cells means that
the direction of any given saccade is encoded by a population of neurons whose
firing precisely determines the direction of the required saccade. This is exactly
the way in which the primary motor cortex uses population coding to determine
the direction of a movement.

A key function of the superior colliculus is to turn sensory coordinates into
motor coordinates. All of its four maps are in register so each point on the su-
perior colliculus represents a specific location in sensory space and the saccades
necessary to direct gaze towards it. Visual input to the superficial layers need
not lead to firing of collicular saccade-related burst cells in the intermediate
layer. This is because superficial layer cells do not synapse directly with inter-
mediate layer cells but instead connect with them indirectly via a relay through
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Fig. 5. Circuitry for saccades. The superior colliculus has three layers: S, superficial; I, inter-
mediate; D, deep. FEF, frontal eye fields; VI, primary visual cortex.
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Smooth pursuit
movements

Vergence

the pulvinar of the thalamus and the visual cortex. The purpose of this relay
may be to decide the importance (salience) of a particular visual stimulus and
so allow saccades only to stimuli with high salience. Fig. 5 is a diagram of the
circuitry involved in saccades.

In addition to generating saccades the superior colliculus causes head rota-
tion, by way of the tectospinal tract, to neck muscle motor neurons. This allows
orientation towards a stimulus, so called orienting responses.

The frontal eye field (FEF) of the frontal cortex triggers saccades via the inter-
mediate layers of the superior colliculus, and the pontine and midbrain reticular
nuclei. The FEF directly stimulates the collicular saccade-related burst neurons
in the intermediate layers of the superior colliculus. Additional control of
saccades by the FEF is achieved by an oculomotor circuit in the basal ganglia.

Lesions of the superior colliculus cause temporary impairment in triggering
saccades, but recovery occurs because the FEF can trigger saccades by its direct
connections with the pons and midbrain. Damage to the FEF causes transient
paralysis of gaze towards the opposite side, but reflex saccades soon return,
produced by the superior colliculus. However, loss of the FEF prevents inten-
tional or anticipatory saccades.

Intentionally tracking a moving object so that its image remains on the fovea is
done by the smooth pursuit system. Smooth pursuit movements differ from
optokinetic reflexes in being voluntary, and in attending to movement over a
small part of visual space. By contrast, optokinetic reflexes are involuntary and
are responses to movement of the entire visual world.

Signals relating to the velocity (i.e. speed and direction) of the target are
generated by the medial temporal cortex of the visual ‘where’ system which
analyzes motion. Lesions of this cortex impair pursuit movements. These signals
are transmitted to the dorsolateral pontine nucleus (DLPN), which translates
the target velocity into the motor commands for the pursuit movement. The
DLPN projects to the vestibulocerebellum, cells of which fire in a precisely
correlated way with smooth pursuit movements. Its output to the medial
vestibular nuclei drives the smooth pursuit movements.

Vergence is the only disjunctive eye movement. For example, shifting gaze to a
closer target requires adduction of both eyes, which is achieved by contracting
both medial rectus muscles. Signals to produce vergence include blurring of the
retinal image by a large degree of retinal disparity, the extent of accommoda-
tion, or monocular cues to distance. These all require the visual cortex. Fast
vergence movements occur during saccades.
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H1 ACOUSTICS AND AUDITION

Key Notes

l Sound waves

|

Sound pressure
amplitude

Frequency response
of human hearing

Related topics

Sound is longitudinal pressure waves in a medium. The frequency of the
wave is the pitch of the sound and given in Hertz (cycles per second).

The change in pressure produced by a sound wave is the sound pressure
amplitude (P). By comparing P with a reference amplitude at the
threshold of human hearing a sound pressure level (SPL) can be
calculated. The unit of SPL is the decibel. Differences in SPL are
perceived as differences in the loudness of a sound. Loudness varies
with frequency in a manner that is determined by the sensitivity of the
ear.

In the young the detectable frequency range is between 20 Hz and 20
kHz. Peak sensitivity (the ability to hear quiet sounds) and auditory
acuity (the ability to discriminate tones) both lie between 1000—4000 Hz.
Two pure tones are better discriminated if they are heard in succession
than at the same time.

Anatomy and physiology of the Peripheral auditory processing (H3)
ear (H2) Central auditory processing (H4)

Sound waves

Sound is the oscillation of molecules or atoms in a compressible medium. The
energy of the oscillations is transmitted as a longitudinal wave in which the
medium is alternately compressed and rarefied, causing periodic variations in

the pressure of the medium (Fig. 1).

(a)

(b)

Fig. 1.

Peak-to-peak amplitude
Pressure

| Period, T |

sure wave; (b) sine wave representation of a pressure wave.

Sound waves: (a) density of air molecules during propagation of a longitudinal pres-



192

Sound pressure
amplitude

Frequency
response of
human hearing

For a sine wave the period, T, is the time taken for one complete cycle. The
frequency of the wave, the perceived pitch of the sound, is the reciprocal of the
period (i.e. f = 1/T). The unit of frequency is the Hertz (Hz); one cycle per
second.

The amplitude of a sound wave is the total change in pressure that occurs
during a single cycle. Because of the huge range in sound wave amplitudes, P, it
is expressed in a logarithmic scale as a ratio of a reference pressure, P

ref*

Sound pressure level (SPL) = 20 log,, P/P

ref

P, is 2 x 10® Pa, a sound pressure which is at the threshold of human hearing.
The unit of SPL is the decibel (dB). Each ten-fold increase in SPL is equivalent to
20 dB. Sound pressure levels in excess of 100 dB can result in damage to
hearing, and at 120 dB auditory pain results.

Differences in sound pressure level are perceived as differences in loudness.
Loudness varies with frequency so that for tones (single-frequency sounds) that
have the same SPL; it is greatest at 4000 Hz and falls off dramatically above this
value and below 250 Hz. This reflects the sensitivity of the ear to sounds of
different frequencies.

The frequency response of the human ear is from 20 Hz to 20 kHz optimally,
but rapidly narrows with age, with most of the loss occurring at the higher
frequencies. By 50 years the upper limit averages about 12 kHz. The highest
sensitivity (the ability to detect quiet sounds) occurs over 1000-4000 Hz. This
closely matches the frequency range of human speech, 250 Hz-4000 Hz.
Greatest auditory acuity (the ability to discriminate between tones) is also found
between 1000 and 4000 Hz. Over this bandwidth, tones differing in frequency
by only 2-6 Hz can be differentiated if they are heard in succession. For compar-
ison, the smallest interval in conventional Western music, the semitone, corre-
sponds to frequency differences of 62-234 Hz over this bandwidth.

The same resolution does not, however, apply to pure tones played simultane-
ously, which must differ by about one third of an octave before they can be told
apart. However, virtually no naturally occurring sounds or musical notes are
pure tones, but have harmonics that span many octaves and permit them to be
much better resolved even when they occur at the same time.



Section H - Hearing

H2 ANATOMY AND PHYSIOLOGY
OF THE EAR

Key Notes

The middle ear

Inner ear anatomy

Cochlea function

Related topics

The middle ear converts pressure waves in the air into vibrations of
perilymph in the inner ear. Sound waves striking the ear drum cause it
to vibrate. This vibration is transmitted by three articulated middle ear
bones, the malleus, incus and stapes, to the oval window and so to the
perilymph. Because perilymph is incompressible it is set in motion en
mass, with the pressure being transmitted through to the round window.
The surface area of the oval window is 20 times less than that of the ear
drum. This gives a four-fold amplification of the sound across the
middle ear. Two middle ear muscles, upon contraction, act on the
middle ear bones to reduce sound transmission. They are activated by
tympanic reflexes which may afford some protection against loud
sounds.

The auditory inner ear is the cochlea, a bony canal arranged in a coil.
Within it lies the cochlea duct, a part of the membranous labyrinth, which
divides the cochlea cross-section into three compartments. Within the
cochlea duct is the scala media, which contains endolymph. On either
side lie the perilymph-containing scala vestibuli and scala tympani. These
are continuous with each other at the apex of the cochlea so that
vibrations of the oval window are propagated through the scala vestibuli
to the scala tympani and then to the round window. Pressure waves
moving through the perilymph cause the basilar membrane on the floor
of the scala media to oscillate. The organ of Corti, a sheet of epithelium
running the length of the cochlea duct rests on the basilar membrane.
Hair cells in the organ of Corti have their stereocilia embedded in a
gelatinous matrix, the tectorial membrane.

Vibrations of the basilar membrane cause it to shear with respect to the
tectorial membrane and bend the stereocilia to and fro. This results in
periodic hair cell depolarization and hyperpolarization by the same
transduction mechanism that operates in vestibular hair cells. The
periodic changes in the release of transmitter from the hair cells alter the
firing of the auditory primary afferents with which they synapse. Because
the basilar membrane differs in width, mass and stiffness systematically
along its length, different frequencies of sound make the membrane
vibrate maximally at different distances along it. This is the basis of pitch
discrimination.

Balance (F5) Acoustics and audition (H1)
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The middle ear

The function of the middle ear is to convert pressure waves in the air into vibra-
tions of the perilymph in the inner ear. Sound waves pass along the external
auditory meatus striking the tympanic membrane (ear drum), which resonates
faithfully in response. The ear drum is critically damped in that it stops
vibrating the instant the sound ceases. A sound at hearing threshold causes
the ear drum to vibrate with an amplitude of about 0.01 nm — one tenth the
diameter of a hydrogen atom! The movement of the ear drum is transferred
with an overall efficiency of about 30% to the fluid in the inner ear by a lever
system, composed of three ear ossicles, lying in the tympanic cavity (middle
ear) (Fig. 1).

The malleus (hammer) is fixed at its thin end (the handle) to the tympanic
membrane. Its thick end (the head) articulates with the head of the incus (anvil)
via a saddle-shaped joint. The long process of the incus makes a ball and socket
joint with the head of the stapes (stirrup). The base of the stapes is attached by
an annular ligament to the oval window (fenestra vestibuli). The malleus
vibrates with the tympanic membrane. Inward movement locks the joint
between the malleus and the incus driving the long process of the incus inward,
pushing the stapes in the same direction to exert a pressure on the perilymph
beyond the oval window. This pressure wave is transmitted through the peri-
lymph to cause a compensatory bulge of the round window (fenestra cochleae).
Outward movement reverses these motions. Since the area of the oval window
is 20 times smaller than the tympanic membrane, the pressure (force per unit
area) at the oval window is proportionally greater. This is important because
perilymph is incompressible and so must be driven to vibrate en masse. This
needs more force than it takes to transmit sound waves through air. In addition
it results in an amplification of the sound by about 20 dB, corresponding to a
four-fold increase in loudness, by the middle ear.

Incus

Malleus

Oval window

Q}/Fiound window

Tensor tympani
muscle

External

N\

auditory
meatus
! To pharynx
Tympanic Auditory
membrane canal
(ear drum)

Fig. 1. The anatomy of the middle ear.
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Inner ear anatomy

There are two middle ear muscles, the tensor tympani and stapedius. When
they contract together the handle of the malleus and the tympanic membrane
are pulled inwards and the base of the stapes is pulled away from the oval
window. This reduces sound transmission by 20 dB, especially for low frequen-
cies. Reflex contraction of these muscles in response to loud noise may prevent
damage to the inner ear but since the reaction time is 40-60 ms this tympanic
reflex affords no protection against brief loud sounds. The auditory canal
connects the middle ear to the pharynx which allows the air pressure to be
equalized to ambient pressure. This is important when going to high altitude.
Impairment to middle ear function causes conduction deafness. The most
common cause is otosclerosis, a bone disease in which the stapes becomes fused
to the oval window. It is amenable to surgical correction.

The auditory part of the inner ear is the cochlea, a bony canal 3.5 cm long,
which spirals two and three-quarter turns around a central pillar, the modiolus.
Within the cochlea lies a tubular extension of the membranous labyrinth, the
cochlear duct, attached to the modiolus and the outer wall of the cochlea. This
divides the cochlea into three compartments, the scala media, which contains
endolymph, the scala vestibuli and the scala tympani.

The two latter compartments contain perilymph and are continuous with
each other via a small gap known as the helicotrema situated at the apex end of
the cochlea, where the cochlear duct ends blindly (Fig. 2). Pressure waves gener-
ated at the oval window are propagated through the scala vestibuli into the
scala tympani and so to the round window where the energy dissipates. During
their passage the pressure waves cause oscillations of the basilar membrane,
the floor of the scala media on which rests the sensory apparatus, the spiral
organ of Corti (Fig. 3).

The spiral organ is a narrow sheet of columnar epithelium running the length
of the cochlear duct. The epithelium consists of supporting pillar cells and
Hensen’s cells, and sensory hair cells resembling those in the vestibular appa-
ratus. A single row of 3500 inner hair cells form ribbon synapses with myeli-
nated axons of large bipolar cells (type I) in the spiral ganglion of the cochlear
nerve. Each inner hair cell is innervated by about tan such axons, a large degree
of divergence. There are about 12 000 outer hair cells arranged in three rows.
These are innervated by an unmyelinated axon from small bipolar cells (type II)

Vestibular Scala vestibuli (perilymph)
membrane
Stapes /
. \‘:@ -/ -~ -~ — \\__— Apexof cochlea
Middle ear L )
.~ [~ -~ = Helicotrema
Cochlear duct
(endolymph)

R .
ound window Scala tympani (perilymph)

Basilar membrane

Spiral organ of Corti

Fig. 2. The cochlea, depicted unfurled. Arrows show the direction of propagation of sound
waves through the perilymph.
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Cochlea function
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Fig. 3. Transverse section through the cochlea showing the organ of Corti.

in the spiral ganglion, each of which synapses with ten hair cells, representing
considerable convergence.

Cochlea hair cells lose their kinocilia during development and the tips of their
tallest stereocilia are embedded in the overlying tectorial membrane, a matrix
of mucopolysaccharides and proteins. Oscillations of the basilar membrane in
response to a sound stimulus cause it to shear with respect to the tectorial
membrane, bending the stereocilia first one way and then the other. This results
in periodic depolarization and hyperpolarization of the hair cells, producing
cyclical alterations in the tonic secretion of glutamate. The transduction mecha-
nism for hair cells is like that of vestibular hair cells.

A sound stimulus causes a traveling wave (like that generated by twitching
the free end of a rope fixed at its other end) to spread from the base to the apex
of the basilar membrane. High frequencies cause vibration at the basal end
whereas low frequencies cause vibration towards the apex. This frequency
sorting is a result of the continuous variation in the width, mass and stiffness of
the basilar membrane along its length. The basilar membrane is narrow (50 um)
and stiff at the base, wider (500 um) and less stiff at the apex. The relationship
between frequency and length is logarithmic. At a given frequency, as the SPL
increases so do the amplitude of the displacement and the length of the basilar
membrane vibrating.

Outer hair cells (OHCs) contract in a voltage-dependent manner.
Depolarization causes them to shorten. The speed with which they change
length is so fast that they are able to follow the high-frequency voltage changes
produced by sound stimuli. By this means OHCs augment the vibrations of the
basilar membrane, a process called cochlear amplification. It probably
contributes to the high sensitivity and fine tuning to frequency exhibited by the
basilar membrane, since these features are lost when OHCs are selectively
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damaged by aminoglycoside antibiotics such as streptomycin. Cochlear ampli-
fication causes vibrations of perilymph that are transmitted to the oval window
across the middle ear in the ‘wrong’ direction to the tympanic membrane which
now acts as a loudspeaker producing otoacoustic emissions. They may occur
spontaneously or be evoked by sound. They are usually pure tones, inaudible
and are not the cause of tinnitus (ringing in the ears), the origin of which is
unknown. Otoacoustic emissions are not necessary for normal audition but
provide insights into ear function and are used clinically to test the hearing of
babies.



Section H - Hearing

H3 PERIPHERAL AUDITORY
PROCESSING

Key Notes

Primary auditory
afferents

Primary auditory afferents have their cell bodies in the spiral ganglion
and send their central axons to the pons via the auditory (VIII cranial)

nerve. Auditory afferents fire tonically and increase firing in response to
a tone. Most are sharply tuned in that, for low-sound pressures, they
show highest sensitivity for a narrow range of frequencies.

Coding of sound
frequency

Frequency is coded in two ways. For frequencies above 3000 Hz the
frequency response of an afferent depends on where along the basilar

membrane it is from. This is a place coding; specifically the mapping of
frequency to position is referred to as tonotopic mapping. For lower
frequencies, afferents fire during a particular phase of a sound wave. This is
called phase locking. A population of afferents encodes the entire waveform.

Coding of sound
level

An auditory afferent responds only to a limited range of sound pressure
levels. The full range is encoded by afferents with different dynamic

Related topics

ranges. Afferents that display the highest rate of spontaneous firing are
the most sensitive. Efferents from the superior olivary complex make
inhibitory synapses with outer hair cells, reducing the sensitivity of
auditory afferents with increasing sound pressure levels.

Acoustics and audition (H1) Central auditory processing (H4)

Primary auditory
afferents

The primary afferents have their cell bodies in the spiral ganglion located in the
modiolus. Their centrally directed axons project through the vestibulocochlear
(VIII) nerve to synapse in the cochlear nuclei of the lower pons. In humans,
about 30 000 type I afferents from inner hair cells provide the bulk of the output
from the cochlea. Three-quarters of the hair cells (the OHCs) send their output
to only about 3000 type II afferents. The nature of type II cell signaling is
unknown. Auditory afferents fire tonically.

In response to a tone, type I afferents show an increase in firing which adapts.
When the sound stops, firing ceases for a brief period. Hence they exhibit both
dynamic and static responses (Fig. 1). Responses of type I afferents plotted as
tuning curves (Fig. 2) show that they are sharply tuned at low sound pressure

Fig. 1. Firing of auditory primary afferent (upper trace) in response to a tone (lower trace).
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Fig. 2. Tuning curve for a type | cochlear afferent. The plot shows the minimum SPL required
to evoke a response over a range of frequencies.

levels. The frequency to which the unit is most sensitive is the characteristic
frequency (CF). At high SPLs the primary afferents respond to a much wider
frequency range.

The nervous system has two ways of encoding the frequencies of a sound. Place
coding is possible because the CF of an afferent is determined by the position of
its hair cells along the cochlea. Fibers with successively lower CFs are found
closer to the apex of the cochlea. This mapping of frequency to position is
known as tonotopic mapping and is retained in the central auditory pathway.
Place coding is most important for frequencies above 1-3 kHz. For lower
frequencies coding uses the property that afferents fire with greatest probability
during a particular phase of a sound wave, phase-locking. It is only necessary
that an individual afferent fires during some cycles if a group of cells is
involved. Moreover, if different groups phase-lock onto different parts of the
cycle then a whole population of cells acting in concert can encode frequency.

Auditory afferents have a dynamic range of about 30 dB, beyond which further
increase in SPL has no additional effect. The full range of SPL (0-100 dB) is
signaled by afferents with different sensitivities. Cells with the same CF may
differ in threshold SPL by 70 dB. Afferent sensitivity correlates with its sponta-
neous rate (SR) of firing. High SR cells have the greatest sensitivity. Low SR cells
are least sensitive and are concerned with encoding the frequencies of loud
sounds.

The sensitivities of afferents can be modified by efferents which have their
cell bodies in the superior olivary complex (SOC) and form inhibitory synapses
on OHCs. These neurons alter the gain of the cochlear amplifier, reducing the
sensitivity of type I afferents as sound pressure levels increase.



Section H - Hearing

H4 CENTRAL AUDITORY
PROCESSING

Key Notes

Central auditory
pathways

|

Cochlear nuclei ]

|

Tonotopic mapping ]

l Sound level ]

Localization of
sound

Related topics

Primary auditory afferents terminate in the cochlear nuclei in the pons.
Ventral cochlear axons go to the superior olivary nucleus on both sides.
This structure projects to the nuclei of the lateral lemniscus, and is
primarily concerned with localizing the direction of a sound source. The
dorsal cochlear nucleus projects directly to the contralateral nucleus of the
lateral lemniscus. The nuclei of the lateral lemniscus sends axons to the
inferior colliculus, which in turn projects to the medial geniculate nucleus
(MGN). The auditory radiation, which originates in the MGN, goes to the
primary auditory cortex, and is responsible for conscious sound
perception. Although the largest auditory pathway is contralateral,
extensive connections across the midline ensure interactions between sides.

Distinct cell types within the cochlear nuclei are able to process different
features of a sound stimulus. Bushy cells signal exact timing information to the
superior olivary nucleus which, by comparing input from both ears, is able to
localize sound. Stellate cells signal sound level. Many cells are finely tuned to
particular frequencies and show lateral inhibition which sharpens this tuning.

Maps in which frequency is represented in a systematic way occur in all
auditory structures. In humans all frequencies have about equal neural
representation. In the primary auditory cortex isofrequency columns are
found perpendicular to the cortical surface. These are arranged in bands
which form an ordered tonotopic map.

Cells responding to differences in sound level are found throughout the
auditory system. Some are finely tuned to a characteristic sound level. In
humans there are no maps of sound level.

The source of a sound can be localized in the vertical plane (elevation) and
in the horizontal plane (azimuth). Elevation is signaled by the delay caused
by sound waves being reflected from the pinna (external ear). The azimuth
of a sound source is measured in two ways. For higher frequencies, the
difference in sound level between the ear nearest and that furthest from the
sound source is computed by neurons in the lateral superior olivary
nucleus. This nucleus projects to the tectum, which controls eye and head
reflexes in response to sound. For lower frequencies, cells in the medial
superior olivary nucleus compute the phase difference that occurs because
sound entering the ear furthest from the source is slightly delayed. These
time differences are mapped topographically in the medial superior olivary
nucleus. In the auditory cortex most cells respond preferentially to input in
the contralateral ear and are either excited or inhibited by ipsilateral input.

Location coding (E3) Acoustics and audition (H1)
Peripheral auditory processing (H3)
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Central auditory
pathways

Cochlear nuclei

Primary auditory afferents bifurcate to terminate in both the ventral and dorsal
cochlear nuclei. From the ventral cochlear nucleus axons run to the superior
olivary nucleus (SON) on both sides and the contralateral inferior colliculus. The
auditory fibers that cross the pons constitute the trapezoid body (TB). The SON
compares input from the two ears to compute the whereabouts of a sound source.
It projects to the nuclei of the lateral lemniscus. The dorsal cochlear nucleus sends
axons directly to the contralateral nucleus of the lateral lemniscus (Fig. 1).

The nucleus of the lateral lemniscus projects to the inferior colliculus (IC).
The IC relays with the medial geniculate nucleus (MGN) of the thalamus
which sends its output via the auditory radiation to the primary auditory
cortex, Al (Brodmann'’s areas 41 and 42) located in the superior temporal gyrus.
This is the pathway for conscious auditory perception. The biggest auditory
pathway is contralateral. However, reciprocal connections between the nuclei of
the lateral lemniscus (via Probst’s commissure) and between the IC, ensure
extensive interactions between the input from both ears.

The ascending sensory pathways are matched by descending projections. The
auditory cortex sends axons back to both the medial geniculate nucleus and the
inferior colliculus and the latter in turn projects to the SON and the cochlear
nuclei. The SON sends efferents to the spiral organ to modify the sensitivity of
cochlear afferents.

Auditory radiation

Primary auditory

cortex
Medial geniculate
nucleus
Inferior colliculus
MIDBRAIN

Nucleus of the

Probst's commissure lateral lemniscus

Cochlear dorsal PONS
nuclei ventral Lateral lemniscus
Soral Acoustic striae
pira
ganglion MEDULLA

) Trapezoid body
Superior

olivary
complex

Fig. 1. Central auditory pathways.

Central auditory pathways process three features of sound input in parallel,
tone, loudness and timing. From the last two the brain calculates the location of
the sound in space. Parallel processing begins in the cochlear nuclei.

Several neuron types are present in the cochlear nuclei that can be distin-
guished both by their shape and responses. Numerous bushy cells reproduce
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Fig. 2. Response map of a type IV cell in the dorsal cochlear nucleus. Excitatory region, +;
inhibitory region, —.

the firing pattern of the primary afferents faithfully, including phase-locking.
Their output, which precisely signals the timing of sound, goes to the superior
olivary nucleus which compares the input from both ears to compute the loca-
tion of a sound source. By contrast stellate cells have a much greater dynamic
range than bushy cells and signal sound level. Hence, timing and sound level
are processed in parallel.

Receptive fields of auditory neurons are called response maps and are
plotted in the same way as the primary afferent tuning curve. Five classes of cell
can be distinguished in the cochlear nuclei on the basis of their RFs. Type I cells
have a purely excitable RF that precisely matches primary afferent tuning
curves, but all the other types have inhibitory responses which arise by lateral
inhibition and which fine tune their frequency response (Fig. 2). Type IV cell
axons are the main output of the dorsal cochlear nucleus.

Tonotopic Tonotopic maps are found in the cochlear nuclei, superior olivary nucleus, infe-
mapping rior colliculus and auditory cortex. Some structures have multiple maps. The
cochlear nucleus is divided into isofrequency strips, each containing cells with
similar characteristic frequencies (CFs). Strips representing increasingly higher
Central sulcus
Lateral sulcus
Occipital lobe
T Frontal lobe
f(kHz) Primary auditory
Secondary auditory cortex (A1)
0.5
1 cortex (A2)
Isofrequency 2
bands 4
8
16

Fig. 3. Tonotopic map of the human primary auditory cortex.
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Sound level

Localization of
sound

frequencies are found progressively more posteriorly. In the primary auditory
cortex, isofrequency columns running through the entire thickness of the cortex
are arranged in isofrequency strips running mediolaterally, with low frequen-
cies represented rostrally and high frequencies caudally (Fig. 3). There are at
least three other tonotopic maps in the auditory cortex. Adjacent maps are
always mirror images of each other. In humans there is no great over-represen-
tation of particular frequencies.

Some regions of auditory cortex, e.g. secondary auditory cortex (AII), are less
well tonotopically organized and contain cells that respond to a wider range of
frequencies.

Cells throughout the auditory system respond to differences in sound level and
fall into two broad classes. Monotonic cells have sigmoid plots of sound level
against firing rates. Non-monotonic cells are more finely tuned with a maximum
firing rate at a characteristic sound level. Maps of sound level are found in bats
which echolocate but have not been found in other species, including humans.

The ability to localize the source of a sound in space is very important in
avoiding danger. The co-ordinates of a sound source in vertical and horizontal
planes are elevation and azimuth respectively. Different mechanisms are
involved in determining these two co-ordinates.

For finding elevation the pinna of the outer ear is crucial. Sound waves
entering the ear do so by two routes, one direct, the other reflected from the
pinna, will arrive at slightly different times at the ear drum. Sound coming from
different directions in the vertical plane will be reflected differently, because of
the peculiarities of the shape of the pinna, and so have different delay times (Fig.
4). The auditory system uses the delay times to compute the sounds’ position in
the vertical plane. Although the human pinna is small and immobile it is impor-
tant in this respect.

The superior olivary complex uses two methods to localize sound in the hori-
zontal plane. Both compare input into the two ears (binaural sound
localization) and allow azimuth to be pinpointed with a precision of about one
degree of arc.

\

Direct path
Reflected path

Pinna elevation —10°

Direct path Reflected path
Elevation —85°

Fig. 4.  Role of the pinna in localizing the sound direction in elevation.
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1. Interaural level differences (ILDs). If the head is orientated so that one ear is
closer to the sound source, then the head forms a shadow which reduces the
sound level entering the other ear. Using ILD to find azimuth is most accu-
rate for high frequencies. The brain can use ILDs as low as 1 dB to compute
azimuth. Neurons of the lateral superior olivary nucleus (LSO) have a tono-
topic map restricted largely to high-frequency input. These cells receive
inputs from both ipsilateral and contralateral cochlear nuclei. However, the
contralateral route is by way of a glycinergic inhibitory neuron. Equal sound
level in both ears causes overall inhibition of the LSO neuron and increasing
the sound level in the contralateral only serves to augment the inhibition.
However, increased sound level to the ipsilateral ear causes LSO firing.
Maximum firing rate is seen when ILD is 2 dB or more. Corresponding cells
in the opposite LSO will show reverse responses to the same sound. The LSO
projects to the ventromedial part of the IC central nucleus. The IC connects
extensively with the deep layers of the superior colliculus to form an audi-
tory space map in register with the retinotopic map. Hence the superior
colliculus is implicated in the auditory reflexes organizing gaze and head
rotation towards the sound source.

2. Interaural time differences (ITDs). A sound wave enters the closer ear
slightly earlier than the further one. For low frequencies (< 3 kHz) this results
in a phase difference, in which the time delay is less than one period, which
can be analyzed by neurons capable of phase-locking. At higher frequencies
input into the furthest ear is delayed by more than a single period, and this
makes phase-locking unreliable, so ITDs cannot provide an unambiguous
cue to location. ITDs as short as 20 us can be detected.

The neural system for measuring ITDs depends on cells in the medial superior
olivary nucleus (MSO) acting as coincidence detectors. The MSO has inputs from
bushy cells in both cochlear nuclei that phase-lock in response to low-frequency
stimuli. If a phase difference exists between the two ears then the bushy cells
corresponding to the furthest ear fire slightly later. The MSO circuitry for trans-
forming this timing difference to azimuth has been worked out for the owl, but
the mammalian circuit is obviously different and not yet understood.

Most cells in Al are binaural (respond to input from either ear) and fall into
two groups of cortical columns. Cells within a column show similar binaural
responses. Those in summation columns show bigger responses to input from
both ears than to one. By contrast, cells in suppression columns have a prefer-
ence for input from one ear (Fig. 5), with weaker responses to input from the

SPL (dB)

|
-90 0 +90

Ipsilateral Azimuth Contralateral

Fig. 5. Location tuned neuron in a suppression column of the auditory cortex. Higher density
of shading corresponds to a greater firing rate.
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other ear or both ears. Summation and suppression columns are arrayed alter-
nately and at right angles to isofrequency strips. There are clear similarities
between the organization of the primary auditory and visual cortices, and it is
likely that summation and suppression columns form the basis for a spatial map
of sound location. However, despite the fact that lesions of Al (in cats) do
impair localization of sound on the contralateral side, no orderly map of sound
location has been discovered in the auditory cortex.






Section | - Smell and taste

I1 OLFACTORY RECEPTOR
NEURONS

Key Notes

l Olfactory epithelium ] Bipolar olfactory receptor neurons lie in the olfactory epithelium. Their

dendrites extend to the surface of the epithelium to form a swelling with
a cluster of olfactory cilia. Their axons form the olfactory (cranial I) nerve
and synapse with neurons in the olfactory bulb.

Olfactory
transduction

Odor molecules are detected by odorant receptors in the olfactory cilia.
The receptors are a family of about 1000 G protein-coupled receptors in

Related topics

which the associated G protein (G,) is related to G,. Most odorant
receptors are positively coupled to the cAMP second messenger system.
The rise in cAMP on binding of an odorant molecule opens a cation
channel, resulting in a depolarizing generator potential that is graded
according to the concentration of odorant. Each olfactory sensory neuron
expresses just a single species of odorant receptor and each odorant
receptor binds a range of related molecules with differing affinities.

Metabotropic receptors (D2) Taste (I3)

Olfactory
epithelium

Olfactory
transduction

A sense of smell in humans is important in feeding and probably also in sexual
behavior. The olfactory epithelium lies in the dorsal nasal cavity. It consists of
bipolar olfactory receptor neurons (ORNs) and supporting cells. A dendrite
emerges from one pole of the ORN and extends to the surface of the epithelium,
where it forms a swelling that gives rise to a cluster of 6-12 immobile olfactory
cilia. These project into a layer of mucus secreted by the supporting cells. The
centrally directed unmyelinated axon passes, in the olfactory (cranial I) nerve,
through the cribiform plate of the ethmoid bone to synapse with cells in the
olfactory bulb. Human olfactory epithelium contains about 10° ORNs. The
mucus provides a medium to absorb airborne odor molecules, which then reach
the high surface area presented by the densely packed layer of olfactory cilia.

Odor molecules are usually small (M, < 200 Da), lipid soluble and volatile.
Initially they bind to odor-binding proteins in the mucus which concentrate the
odor molecules in the vicinity of the cilia. Odor molecules are recognized by
odorant receptors in the cilia plasma membrane. These are G-protein-coupled
receptors, and around 1000 have been identified in mammals. Each odorant
receptor, unlike the G-protein-coupled receptors for neurotransmitters, binds a
range of related odor molecules with various affinities. Each odor molecule can
interact with 2-6 odorant receptor subtypes. Each ORN expresses just a single
subtype of odorant receptor. Because odorant receptors are relatively non-
specific, individual ORNs respond to a number of odors. The mammalian
nervous system is able to discriminate some 10 000 distinct odors on the basis of
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precisely which array of odorant receptors (and so which sensory neurons) are
stimulated, and with what relative intensities.

Odorant receptors are coupled to G proteins which are closely related to the
G, proteins that stimulate adenylyl cyclase, and are termed G,. Most odorant
receptors are linked to the cAMP second messenger system. Binding of an odor
molecule causes a rise in cAMP within about 50 ms. This activates a cyclic-
nucleotide-gated (CNG) channel, a non-specific cation conductance allowing the
flow of Na®, K" and Ca* ions (Fig. 1). The resulting depolarization of the
dendritic knob of the ORN spreads passively across the cell membrane to
trigger action potentials at the axon hillock. The generator potential is graded
with an amplitude that signals the concentration of the odor molecule.
However, a maximal response is produced by the opening of only a small frac-
tion (3-4%) of the CNG channels available. This means that the concentration
range that can be signaled by firing of an ORN is narrow, about a 10-fold differ-
ence.

High odor concentration or prolonged exposure allows a high Ca* influx
through the CNG channels. This ion has a number of modulatory effects in
olfactory receptor neurons. Ca* activates heme oxygenase 2, an enzyme that
synthesizes carbon monoxide (CO), which can activate guanylyl cyclase (GC) as
shown in Fig. 1. Because Ca* also inhibits GC, there is no overall activation of
the cyclase in the target ORN. However, CO is freely diffusible so it can activate
GC in adjacent unstimulated ORNs, producing cyclic guanosine monophosphate
(cGMP) which binds to and opens the CNG channels. In this way odorant exci-
tation spreads to a cluster of ORNs. Since neighboring ORNs respond to the
same odors this does not produce a loss of specificity.

ORNs show adaptation to protracted stimulation. Ca* binds to calmodulin
(CaM) which can then bind to CNG channels, reducing the efficacy with which
the cyclic nucleotides can open them. Hence Ca* attenuates the size of the
generator potential.

Odorant Odorant Adenvivi CNG Stimulates guanylyl
receptor enyvl g+ cyclase in adjacent ORNs
cyclase
Go\f

Plasma membrane /\ @ @
of olfactory cilium Na*

ATP CcAMP

Ca2+

@ / CaM
Heme oxygenase 2

Fig. 1. Olfactory transduction in olfactory receptor neurons mediated by receptors coupled
to the cAMP second messenger system. CaM, calmodulin;, CNG, cyclic-nucleotide-gated
channel.

CO
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12 OLFACTORY PATHWAYS

Key Notes

Olfactory bulb

Olfactory receptor neurons synapse with mitral cells or tufted cells (M/T)

and periglomerular cells within glomeruli in the olfactory bulb.
Glomeruli are odor specific; each one receives terminals from receptor
neurons that respond to the same set of odors. Odor discrimination is
maximized by lateral inhibition which suppresses glomeruli responding
to slightly different odorants. A given odor excites a group of glomeruli.

Central olfactory
connections

M/T neurons project to the olfactory cortex via the olfactory tract.
Olfactory cortex is three-layered paleocortex (old cortex); the only cortex

Related topic

to receive sensory input directly rather than by way of the thalamus.
Olfactory cortex projections to hypothalamus and amygdala are
important for emotional and motivational aspects of odors, a pathway to
the hippocampus is concerned with smell memory, and output via the
thalamus to orbitofrontal cortex mediates the conscious perception of
smell. Brainstem aminergic pathways alter the responsiveness of M/T
cells in the context of the behavioral state (e.g. hungry or sated).

Olfactory receptor neurons (I1) Cell determination (N2)

Olfactory bulb

The axons of the ORNs run in the olfactory nerve to make excitatory synapses
on the dendrites of mitral cells or tufted cells (M/T) and short axon inhibitory
periglomerular cells in the olfactory bulb. M/T cells send their axons into the
olfactory tract. Synapses between ORNs and M/T and periglomerular cells are
found in olfactory glomeruli, spherical zones some 150 um across. The olfactory
bulb contains about 2000 glomeruli. Each glomerulus receives the terminals of
25000 ORNs which respond to the same odors. Hence, glomeruli are odor-
specific functional units (Fig. 1). Low concentrations of a given odor molecule
activate cells in the single glomerulus which gets input from the ORNs bearing
odorant receptors with the highest affinity for the molecule. At higher concen-
trations, cells in other glomeruli are activated as their ORN odorant receptors’
low affinity binding sites for the molecule are occupied. Each glomerulus has
dendrites from about 75 M/T cells. The M/T cells integrate weak inputs from a
large number of ORNs within a glomerulus to generate a strong signal.

Lateral inhibition dampens responses from glomeruli with slightly different
odor specificities so as to heighten odor discrimination. This is brought about by
reciprocal dendrodendritic synapses between M/T cells and inhibitory
interneurons termed granule cells. Via these synapses, M/T cells excite granule
cells, which then inhibit the same, and adjacent M/T cells.

There is a topographical organization to the fibers of the olfactory nerve and
their projections to the olfactory bulb. Thin strips of olfactory epithelium
running in an anteroposterior direction go to neighboring glomeruli. A given
odor excites a particular array of glomeruli across the olfactory bulbs, an odor
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Fig. 1. Circuitry of the olfactory bulb. Reciprocal synapses are denoted by <.
Neurotransmitters used by specific cell types are shown in parentheses: DA, dopamine;
GABA, y-aminobutyric acid; 5-HT, serotonin; NA, norepinephrine.

image. The higher the concentration of the odor molecule the bigger the area
activated.

M/T cell axons project via the olfactory tract (OT) to the olfactory cortex. This
cortex is unusual is two respects. Firstly, it is paleocortex (old cortex), struc-
turally resembling the forebrain cortex of non-mammalian vertebrates, in only
having three layers. Secondly, it is the only cortex to receive sensory input
directly, rather than via the thalamus.

There are five regions of the olfactory cortex with distinct connections and
functions but all receive input from the olfactory tract. The anterior olfactory
nucleus gives rise to axons that cross the midline in the anterior commissure to
go to the contralateral olfactory bulb (Fig. 2). The anterior perforated substance
(called the olfactory tubercle in non-primates) sends output to the posterior
hypothalamus. This pathway, together with that to the corticomedial amygdala,
which then projects to the medial hypothalamus, are concerned with the
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Fig. 2. Connections of the left olfactory cortex viewed from below. M/T, mitral and tufted
cells.

affective and motivational aspects of odors and directly influence feeding and
mating. A pathway from the olfactory tract to the entorhinal cortex, which sends
its entire output to the hippocampus, presumably encodes olfactory compo-
nents of episodic memories.

A large part of the olfactory cortex is the pyriform cortex. This is concerned
with olfactory discrimination. It send axons which terminate in the medial
dorsal thalamus, which in turn projects to the orbitofrontal cortex. This cortex
mediates the conscious perception of smell.

Olfactory processing is subject to considerable modulation. The olfactory bulb
receives inputs from noradrenergic and serotonergic neurons in the brainstem
and cholinergic neurons in the forebrain. In addition the anterior perforated
substance receives a projection from the brainstem dopaminergic system. These
various inputs are implicated in modifying olfaction on the basis of the behav-
ioral state and in olfactory learning. This is likely to be important in feeding and
mating. In rats, for example, mitral cell responses to food odors depend on
whether the animal is hungry or sated.
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I3 TASTE

Key Notes

Gustation

The sense of taste provides a way in which harmful foods may be

avoided and nutritious foods selected. There are at least five tastes: salty,
sweet, sour, bitter and umami (glutamate). It is one of several senses
(others include smell) involved in the oral sensory experience of eating.
Taste and smell regulate autonomic responses to feeding.

Taste buds

Taste buds are clusters of neuron-like epithelial cells, the gustatory

receptor cells. Microvilli on the apical border of gustatory receptor cells
are in contact with the contents of the mouth via taste pores. Receptor
cells make synaptic connections with gustatory primary afferents, the
axons of which travel through the VII, IX or X cranial nerves. Taste buds
are found not only in the tongue but also in the pharynx and upper
esophagus.

Taste transduction

Salt taste is mediated by receptor cell depolarization brought about by

Related topics

the opening of amiloride-sensitive sodium channels. Hydrogen ions (sour
taste) produce depolarization by blocking voltage-dependent K*channels.
The sensation of sweetness involves the taste molecule binding to a G
protein-linked receptor coupled (usually) to the cAMP second messenger
system. This causes depolarization by closing a potassium channel. There
are multiple transduction pathways for bitter molecules but all result in
receptor cell depolarization. Umami is mediated by a metabotropic
glutamate receptor.

Metabotropic receptors (D2)

Gustation

Taste buds

The sense of taste, gustation, provides a means of avoiding potentially noxious
foodstuffs or selecting for foods which have a high-energy content. Five tastes
are well defined — salty, sour, sweet, bitter and unami (due to monosodium
glutamate) — on the basis that no cross adaptation occurs between them. Plant
alkaloids, some of which are toxic in high concentrations, are extremely bitter. A
sour taste may signify a food degraded by microbiological action. By contrast a
sweet food has a high content of sugars and so a readily available supply of
metabolic energy. The sensory experience produced by having food in the
mouth is called flavor perception, and relies on several sensory modalities.
Apart from smell and taste, information about food texture is provided by
mechanoreceptors and proprioceptors in the mouth and jaw innervated by
trigeminal afferents. Flavor perception is important in triggering or modifying
autonomic responses to feeding, e.g. salivation, gastric secretion and changes to
gastrointestinal motility.

Gustatory receptor cells are epithelial cells but have many neuron-like features.
They are organized into small clusters of 50-100 which, with supporting cells,
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Fig. 1. A taste bud.

form taste buds. As with other epithelial cells, gustatory receptor cells are
continually replaced from basal cells about every ten days. Microvilli on the
apical border of each receptor cell project through taste pores in the gustatory
epithelium, bringing them into contact with the contents of the mouth. The
microvilli carry out taste transduction (Fig. 1).

Receptor cells form synaptic connections with gustatory primary afferent
neurons. Each afferent branches to synapse with receptor cells in more than one
taste bud. The axons of the primary afferents run through the facial (VII), glos-
sopharyngeal (IX) and vagus (X) cranial nerves.

Taste buds are located in the epithelium of the tongue, palate, pharynx,
epiglottis and the upper part of the esophagus. In the tongue they are present in
small projections, papillae, supplied by the VII and IX nerves. The few taste
buds in the epiglottis and esophagus are innervated by the X nerve.

Many of the ions or molecules responsible for taste sensation are hydrophilic
and freely diffusible. Those which are hydrophobic include plant alkaloids
which may bind to proteins in the saliva, equivalent to odorant binding
proteins, for presentation to gustatory receptor cells. Transduction involves
changes in membrane conductance which causes a depolarizing generator
potential, triggering action potentials, calcium influx and so neurotransmitter
release. Gustatory receptor cells have voltage-dependent Na*, K* and Ca™ and
are excitable.

Salt taste is caused by Na* ions. Salt transduction (Fig. 2a) occurs by the influx
of Na' through an amiloride-sensitive Na' channel which depolarizes the
receptor cell (i.e. producing a generator potential) so causing it to fire.

H" ions responsible for sour (acid) sensation cause a generator potential by
blocking voltage-dependent K* channels in the apical membrane which at rest
carry an outward, hyperpolarizing current. Blockade of other channels by
protons may also contribute. The amplitude of the generator potential is propor-
tional to the H" concentration.

Sugars, some amino acids and some proteins produce sweet sensations by
interacting with metabotropic G protein-linked receptors coupled to second
messengers. Sugars activate adenylyl cyclase and the consequent rise in cAMP
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Fig. 2. Taste transduction: (a) salt, sour and sweet transduction mechanisms, note that an
amiloride-sensitive Na* channel is implicated in both salt and sour taste; (b) one of several
mechanisms involved in bitter transduction.

produces depolarization by closing a K* channel. Some compounds responsible
for sweetness (e.g. artificial sweeteners) increase inositol trisphosphate (IP,)
levels and mobilize Ca* within receptor cells. How this triggers action poten-
tials in these cells is not known.

Multiple pathways mediate bitter taste transduction (Fig. 2b). This reflects the
wide diversity of molecules that are bitter flavored; divalent salts, alkaloids,
some amino acids and some proteins. Divalent salts and quinine block K* chan-
nels and so produce depolarization by reducing an outward potassium current.
In a mechanism with striking parallels to phototransduction, some bitter-tasting
agents bind metabotropic receptors coupled to transducin (G,) which activates a
phosphodiesterase. This enzyme breaks down cAMP, lowering its concentration
within the cytoplasm of the gustatory receptor cell. The final consequence of this
is dissociation of cAMP from a cyclic-nucleotide-gated (CNG) cation conduc-
tance, allowing influx of Na* and Ca* and so depolarization. In addition bitter
stimuli can activate phospholipase C, producing synthesis of IP, and mobiliza-
tion of Ca* from internal stores.

The umami taste sensation produced by L-glutamate seems to involve
metabotropic glutamate receptors of the mGluR4 subtype which are coupled via
G, proteins to the inhibition of adenylyl cyclase.
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14 TASTE PATHWAYS

Key Notes

Anatomy of taste
pathways

Gustatory primary afferent cell bodies lie in the ganglia of either the VII,
IX, or X cranial nerves. Their axons terminate in the nucleus of the

solitary tract (NST) in the medulla. While some NST cells project to the
lateral hypothalamus for regulating autonomic responses to feeding,
others project to the ipsilateral ventral posterior medial thalamic nucleus.
This nucleus sends axons to the ipsilateral cortex taste area I, located
adjacent to the somatosensory area for the tongue in the postcentral
gyrus, which mediates conscious taste perception. Taste area II in the
insula is thought to be involved in emotional responses to taste.

Gustatory coding

Gustatory afferents are broadly tuned. Those in the facial nerve respond

Related topic

best to salt or sweet stimuli, those in the glossopharyngeal respond
preferentially to sour and bitter stimuli, while vagal afferents measure the
extent to which the ionic concentration differs from extracellular fluid.
The classic taste sensations do not correspond to separate labeled lines,
neither are they topographically represented in the brain.

Retina (G3) Taste (I3)

Anatomy of taste
pathways

Gustatory coding

The gustatory primary afferents of cranial nerves, VII, IX and X have their cell
bodies in the geniculate, petrosal and nodose ganglia respectively. Their
centrally directed axons end in the rostral portion of the nucleus of the solitary
tract (NST) which lies in the dorsal medulla (Fig. 1). Taste primary afferents
secrete glutamate and substance P.

Some NST cells project to the lateral hypothalamus which organizes auto-
nomic responses to feeding. Gustatory neurons in the NST project via the central
tegmental tract to the ipsilateral ventroposterior medial nucleus (VPM) of the
thalamus, terminating on a population of small cells distinct from those receiving
somatosensory input from the tongue or pharynx. These cells send their axons to
the ipsilateral cortex. So, unlike most sensory pathways, that for taste is
uncrossed. Taste area I (Brodmann’s area 43) is located on the dorsal wall of the
lateral sulcus at the junction with the insula and adjacent to the somatotopic
mapping of the tongue. It is thought to be concerned with the conscious percep-
tion of taste. Taste area II is in the insula, a region of cortex buried deeply in the
lateral sulcus, which may be concerned with the affective aspects of taste.

Afferents in the VII nerve commonly exhibit preferences for either salty or sweet
stimuli, whereas most of those in the IX nerve, supplied by the posterior tongue,
are tuned to acids (sour) or bitter stimuli. Many vagal (X) afferents respond to
distilled water. These neurons have their lowest firing rate in 154 mM NaCl, and
increase firing as salt concentration increases or decreases from this value. Vagal
afferents thus appear to measure to what extent the pharyngeal contents differ
in ionic concentration from extracellular fluid.
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Fig. 1. Central gustatory pathways. VPMpc, parvocellular part of the ventral posterior medial
nucleus of the thalamus.

The fact that gustatory neurons are generally quite non-specific argues
against the existence of labeled lines corresponding to the classical taste sensa-
tions. Furthermore there is no topographical organization apparent in gustatory
pathways. Hence distinctive taste sensations arise from neurons with opponent
receptive fields that compare the outputs of differently tuned populations of
afferents. This is analogous to how color vision arises from opponent processing
that compares output from just three populations of cone photoreceptors.
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J1 NERVE-MUSCLE SYNAPSE

Key Notes

Neuromuscular The neuromuscular junction (nmj) is the synapse between a motor
junction neuron and a muscle fiber. Acetylcholine (ACh) released from the nerve

terminal activates nicotinic cholinergic receptors (nAChR) in the
postjunctional membrane, the endplate, causing it to depolarize.
Secretion of ACh from a single vesicle causes a miniature endplate
potential (mepp) of 0.4 mV. Release of ACh from many vesicles in
response to the arrival of an action potential in the terminal causes
summation of many mepps to give an endplate potential, a large
depolarization sufficient to trigger muscle fiber action potentials and so
contraction.

Neuromuscular Muscle relaxants, which block neuromuscular transmission, are used to
blocking agents paralyze skeletal muscles during surgery. They fall into two categories.
Non-depolarizing drugs are competitive antagonists of nAChR, and their
effects can be reversed by acetylcholinesterase inhibitors which increase
ACh concentrations in the cleft. Depolarizing drugs are nAChR agonists
that produce blockade by inactivating muscle calcium channels and
nAChR desensitization.

Related topics Ionotropic receptors (D1) Synaptogenesis and developmental
Elementary motor reflexes (J3) plasticity (N5)

Neuromuscular The axon of a motor neuron divides into a number of branches at the surface of

junction the muscle fiber. Each branch ends in a bouton which forms a synapse with the
muscle fiber, called a neuromuscular junction (nmj). The cleft of the nmj (Fig. 1)
is about 50 nm across. The postjunctional membrane, the endplate, which is
thrown into folds, has an extraordinarily high density of nicotinic acetylcholine
receptors concentrated under the active zones where acetylcholine (ACh) is
released. Overlying the endplate is a collagenous basement membrane (basal
lamina) to which is bound acetylcholinesterase (AChE). Soluble forms of the
same enzyme are also secreted into the cleft.

Nicotinic acetylcholine receptors (nAChR) are members of the ligand-gated
ion channel superfamily of receptors and mediate fast transmission by ACh. The
binding of ACh causing the opening of a cation channel, allowing Na" influx
and K' efflux. The reversal potential for this current is close to 0 mV, so acti-
vating nAChR causes depolarization.

Spontaneous release of a single quantum of ACh at the nmj causes a 0.4 mV
depolarization at the endplate called a miniature endplate potential (mepp).
The arrival of an action potential at the motor nerve terminal triggers the release
of 200-300 quanta which results in a massive depolarization, the summed effect
of all the individual mepps, an endplate potential (epp) to about 20 mV. This
greatly exceeds the threshold for activating voltage-dependent sodium channels
in the muscle membrane, so the effect of the epp is to set up an action potential
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Fig. 1. The neuromuscular junction: (a) a motor neuron forming synapses on two muscle
fibers (x 150); (b) a drawing of an electron micrograph of a neuromuscular junction.

which is propagated over the muscle fiber membrane. The neuromuscular junc-
tion is unique among vertebrate synapses in that firing of the motor neuron
almost invariably results in the triggering of muscle action potentials.

The concentration of ACh reaches 1 mM in the nmj within about 200 ps of the
arrival of an action potential at the motor nerve terminal but within a
millisecond or so the ACh concentration has fallen back to baseline levels
because of the high activity of AChE in the cleft. The enzyme hydrolyzes ACh to
choline and acetate. Choline is taken back into the nerve terminal via a Na'*-
dependent transporter.

Blockade of transmission at the nmj is used during surgery to produce relax-
ation of skeletal muscle. They are effective within one minute of injection.
Muscle relaxant drugs fall into two categories depending on their mode of
action and all have a structural resemblance to ACh.

Non-depolarizing drugs, such as tubocurarine, are competitive antagonists
of nAChR. The duration of action of these drugs ranges from 15-60 minutes.
Their action can be rapidly reversed by AChE inhibitors, such as neostigmine
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that cause a rise in the concentration of ACh which can then compete with the
drug for the nicotinic receptor.

Depolarizing drugs, of which succinylcholine is the only agent of clinical
importance, are nAChR agonists. Initially, agonist binding opens the nicotinic
receptor channel causing persistent depolarization of the endplate. This first
causes generalized disorganized contractions of muscles called fasciculations,
and is followed by flaccid paralysis as muscle Ca* channels inactivate and the
contraction mechanism fails as a result. This early stage in the action of depolar-
izing drugs (called phase I block) arises as a result of an ACh-like depolariza-
tion and so is augmented rather than reversed by AChE inhibitors. With
continuing exposure phase II block occurs in which the nAChR either desensi-
tizes, or suffers open channel blockade by the drug. Phase II block can be
reversed by AChE inhibitors. Succinylcholine is rapidly hydrolyzed by circu-
lating esterases, so its duration of action is only about 5 minutes.



Section J - Motor function: spinal cord and brainstem

J2 MOTOR UNITS AND MOTOR
POOLS

Key Notes

Motor units

A motor unit consists of a motor neuron together with all the muscle fibers

it innervates, which ranges from six to a few thousand. In mammals, each
muscle fiber gets input from just one motor neuron. An action potential in
a motor neuron causes a twitch, a single contraction, in all the fibers it
supplies. At high firing rates individual twitches summate to produce
tetanus, a prolonged maximal contraction. There are three types of motor
unit. Slow twitch (S) units drive type 1 muscle fibers that are adapted for
aerobic metabolism and capable of sustaining low forces for very long
periods. These dominate in postural muscles. Fast twitch fibers (divided
into fatigue resistant (FR) and fast fatigue (FF)) innervate type 2 muscle
fibers and can produce large forces rapidly, but only for short periods.

Motor pools

A motor pool is the set of motor neurons that innervates a single muscle.

The force of contraction of a muscle is determined by the firing frequencies
of individual motor neurons, and by the number of motor neurons in the
pool that are firing. Larger forces are generated by recruiting an increasing
number of motor units. Recruitment generally (but not always) follows the
size principle in which smaller motor neurons come on line before larger
ones. This gives the order S-FR-FF. Motor neurons are made
hyperexcitable to glutamatergic input by monoaminergic neurons in the
reticular system. This allows the generation of higher forces from the same
input when arousal is high and during locomotion.

Motor unit disorders

Myasthenic diseases are those in which transmission at the

Related topics

neuromuscular junction is compromised. Most common is myasthenia
gravis in which autoantibodies are made against nicotinic cholinergic
receptors. The result is that the endplate becomes less sensitive to
acetylcholine. Muscular dystrophies are disorders in which muscle fibers
die and are replaced at abnormally high rates. The X-linked recessive
Duchenne dystrophy is the commonest. Trauma that severs o motor
neuron axons causes flaccid paralysis of the disconnected muscle.

Nerve-muscle synapse (J1) Synaptogenesis and developmental
Elementary motor reflexes (J3) plasticity (IN5)
Axon pathfinding (N4)

Motor units

The final functional component of motor pathways is the motor unit. It consists
of a motor neuron and the muscle fibers it innervates. In mammals each muscle
fiber is supplied by only one motor neuron. However, each motor neuron
synapses with anything from six to a few thousand muscle fibers within a single
muscle. The size of a motor unit is related to the precision of motor control
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required of a given muscle. Finely regulated muscles (e.g. extraocular eye
muscles) consist of small motor units, less finely regulated muscles have larger
ones. The fibers of a single unit are scattered widely throughout a muscle so no
part of a muscle is controlled by just one motor unit.

A single action potential in the motor neuron causes a twitch, a single
contraction, in all of the muscle fibers to which it is attached (Fig. 1a). The
contraction and relaxation of muscle fibers is very much longer than the muscle
action potential of about 3 ms. If a volley of action potentials is fired and there is
insufficient time for the muscle to relax between successive impulses the
twitches summate to increase the force which oscillates about a plateau value.
This is called unfused tetanus (Fig. 1b). As the firing frequency increases the
oscillations smooth out and the plateau reaches maximum force. This is fused
tetanus (Fig. Ic).

Three types of motor unit can be distinguished by the firing behavior of their
motor neurons and the properties of their muscle fibers.

The most numerous are the slow twitch (S) motor units which take about 50
ms to develop peak force and show little decline in force after even an hour of
repetitive stimulation. The motor neurons of S units are small, have a low
conduction velocity and quite long refractory periods because they contain a
high density of Ca*-activated K* channels which cause a long after-hyperpolar-
ization. This limits maximum firing frequencies to quite low rates, but fused
tetanus is achieved at low frequencies (15-20 Hz). The type 1 muscle fibers of S
motor units are rich in mitochondria, have high activities of Krebs cycle
enzymes (which permits them to be selectively stained histologically), which fits
them for high rates of aerobic metabolism. Slow twitch motor units are capable
of exerting low force for very long times. They form the bulk of the antigravity
or postural muscles of the trunk and legs. These are red muscles because of their
high myoglobin content.

By contrast, fast twitch units contract maximally in 5-10 ms but cannot
sustain the contraction for very long. With repetitive stimuli, fatigue resistant
(FR) units can sustain moderate force for 5 minutes or so before a steady decline
sets in that takes many minutes. Fast fatigue (FF) motor units can achieve the
greatest force of the three types, but with repetitive stimuli the force falls precip-
itously after 30 seconds or so. The motor neurons of both FR and FF units are
large with high conduction velocities. For brief periods they fire at high rates
but action potential volleys are of short duration, particularly for FF units. Fast
twitch units contain type 2 muscle fibers which require firing frequencies of
40-60 Hz to produce fused tetanus. Type 2 fibers come in two varieties that
differ in their metabolism. The type 2b fibers of FF motor units are anerobic,
which explains why these units fatigue so quickly. Type 2a fibers, found in FR
units, are intermediate between types 1 and 2b in terms of metabolism. Both FR
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Fig. 1. Muscle fiber contraction: (a) single twitch; (b) unfused tetanus (firing frequency 12 Hz);
(c) fused tetanus (30 Hz). Note the increase in force of contraction in going from (a) to (c).
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Motor pools

and FF are adapted for producing rapid, large forces and so are found particu-
larly in muscles involved in executing fast movements. Muscle in which fast
twitch units predominate is white muscle because of its low myoglobin content.

In motor units the properties of the muscle fibers and motor neurons are
matched for optimal performance. This is brought about because muscle fiber
properties are determined by the motor neurons which innervate them. If type 1
muscle fibers are denervated and the axon of an FF unit sprouts to establish new
connections with the denervated fibers, they acquire the characteristics of type
2b muscle fibers.

Motor neurons that innervate the same muscle form a common motor pool.
Motor pools are topographically localized in motor nuclei of the brainstem and
spinal cord. Spinal motor nuclei extend over several spinal segments. Axons of
motor neurons leave the ventral horn of the spinal cord to run in the spinal
nerve of the same spinal segment. Sorting of fibers destined for the same muscle
but originating from different spinal segments occurs in the nerve plexuses.
Axon collaterals of motor neurons ascend and descend a few segments to influ-
ence the behavior of other motor neurons in the same pool.

The force of contraction of a muscle is determined by the motor pool in two
ways; the rate at which individual motor neurons fire and the number of motor
neurons in the pool that are firing. Small increases in force are met mostly by
increased firing rate, but larger contractions involve increasing the number of
active motor units, a process called recruitment. This is done in an orderly
manner. In general, the earliest units to be recruited are S, followed by FR and
finally FF, an order determined by the size principle. Two effects are at work
here. Firstly, the size of the motor neurons, secondly, how synapses onto them
are organized.

How does size of a motor neuron determine the size principle? Small cells
offer a bigger resistance to the flow of current than large ones. Ohm’s law says
that the relationship between the membrane voltage, V, and the current, I,
flowing into a cell is given by:

V=IR

This means that a given current will produce a greater change in membrane
voltage in a small cell (with large R) than it will in a big cell (with small R).
Neurons in a motor pool are excited by common inputs. For a given sized
synaptic current input into cells in the pool, the small cell body of an S motor
neuron will have a bigger excitatory postsynaptic potential than the larger cell
body of a fast twitch unit, because the S cell has the greater resistance (Fig. 2).
This means that the weakest inputs recruit the S units, because they have the
lowest threshold for synaptic activation. As the inputs to the pool get progres-
sively stronger the other motor neurons are excited in turn.

The second effect determining the size principle is that the synaptic inputs to
the three classes of motor unit are weighted in such a way that as input strength
increases so motor units are recruited in the sequence S-FR-FF. However,
recruitment does not always obey the size principle. In some instances synapses
are arranged so that large motor neurons get more excitation than small ones.
For example, in humans, cutaneous afferents preferentially excite fast twitch
motor units.

Motor neurons are subject to tonic modulation by monoaminergic neurons
(NA, 5-HT) that project in the reticulospinal tracts. This modulation greatly
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Fig. 2. The size principle in recruitment. The smaller slow twitch (S) motor neurons
are recruited before fast twitch (F) motor neurons because they have a bigger excitatory
postsynaptic potential in response to a given input.

enhances the response of the motor neurons to excitatory (glutamatergic) input.
For example, normally S motor units fire tonically at 20-30 Hz, but with
elevated monoamine input la afferents will produce firing rates in excess of 50
Hz. The firing rate of monoaminergic neurons increases with arousal so the
modulation by NA allows the generation of higher forces from the same input
when arousal is high, such as ‘fight or flight” situations. Serotonin neurons fire
during locomotion and their firing rate increases with the speed of locomotion,
driving motor neurons to fire at a higher frequency for a given excitatory input
than they otherwise would. Monoamines bring about motor neuron hyper-
excitability largely by the enhancement of a depolarizing current through L-type
calcium channels in their dendrites.

Normally the endplate potential (epp) generated by motor neuron firing consid-
erably exceeds the threshold for firing muscle fiber action potentials. The differ-
ence between the epp amplitude and the muscle firing threshold is the safety
margin for nmj transmission. This is compromised in myasthenic diseases,
which arise either presynaptically as a result of reduced ACh release or post-
synaptically due to defects in nAChRs or AChE. In Lambert—Eaton myasthenic
syndrome autoantibodies are produced against voltage-dependent Ca* chan-
nels in motor nerve terminals and this reduces ACh release. Myasthenia gravis
is an example of a postsynaptic disorder in which autoantibodies are directed
against the nAChR. This causes enhanced internalization and degradation of the
receptor so the muscle fiber becomes less responsive to ACh.

Muscular dystrophies are a group of diseases characterized by an increased
turnover of muscle fibers. The most common is Duchenne dystrophy, an X-
linked recessive disorder in which a large cytoskeletal protein, dystrophin, is
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abnormal or absent. Afflicted muscle fibers are weak and fatally damaged by
normal mechanical forces. High rates of formation of new fibers from myocytes
occur but they resemble fetal muscle fibers. They are small and do not propa-
gate action potentials effectively. The number of motor units and their recruit-
ment is normal in muscular dystrophies.

Peripheral nerve injury, which severs motor neuron axons, causes permanent
flaccid paralysis and loss of stretch reflexes in the affected muscle, which conse-
quently suffers disuse atrophy. The denervated muscle fibers synthesize large
numbers of nicotinic cholinergic receptors which become inserted throughout
the plasma membrane rather than being restricted to the endplate. These extra-
junctional receptors cause muscle fibers to become exquisitely sensitive to
acetylcholine (denervation supersensitivity) and they exhibit minute contrac-
tions, fibrillations, to the low concentration of circulating acetylcholine. Surgical
nerve repair may effect recovery, if done with sufficient precision, since periph-
eral axons will regrow at a few millimeters per day to reinnervate muscle fibers.
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J3 ELEMENTARY MOTOR
REFLEXES
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Control of muscle
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Related topics

Reflexes are stereotyped responses to sensory input mediated by reflex
arcs, which generally include a sensory neuron, a motor neuron and one
or more interneurons. Reflexes may be monosynaptic, disynaptic or
polysynaptic depending on whether their circuits have one, two or more
than two central synapses. The elapsed time between a stimulus and a
response, the reflex latency, is determined by the time for conduction in
the circuit and the number of synapses. Increasing the stimulus strength
or changing its location alters the character of a reflex. Reflexes are
modified by experience in a variety of ways such as habituation,
sensitization and conditioning.

Muscle spindle reflexes are monosynaptic reflexes which cause a muscle
to contract when it is stretched. They control muscle length by negative
feedback. The sensory component of the reflex is the muscle spindle,
which contains small intrafusal fibers that lie in parallel with the ordinary
extrafusal fibers. Afferents from the intrafusal fibers synapse with motor
neurons supplying the same and synergistic muscles. Intrafusal fibers
receive input from y fusimotor neurons. Contraction of the intrafusal fiber
by y fusimotor activity keeps it taut over all muscle lengths, so that it is
kept sensitive to stretch whatever the muscle length. During a movement
muscles shorten. To allow this, muscle spindle reflexes must be
overridden. This is achieved by the simultaneous firing of both the o
motor neurons and y fusimotor neurons so that both extrafusal and
intrafusal fibers shorten together.

Inverse myotatic reflexes control muscle tension by negative feedback.
Golgi tendon organs located in tendons measure muscle tension. Their Ib
sensory neurons synapse, via dedicated Ib inhibitory neurons, with o
motor neurons which go to the same and synergistic muscles. An
increase in muscle tension causes inhibition of the oo motor neurons,
reducing the force of contraction of the muscle, and hence the tension.

In many normal situations it is not possible to maintain a constant muscle
length and constant muscle tension at the same time. Hence rather than
controlling muscle length and tension independently, CNS motor
systems probably control muscle stiffness.

Frequency coding (E2) Motor units and motor pools (J2)
Nerve-muscle synapse (J1) Spinal motor function (J4)
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Properties of
reflexes

The simplest operation the nervous system can execute is the reflex, which
couples sensory input to motor output. A reflex is a stereotyped response to a
particular stimulus. When it involves the autonomic nervous system it is an
autonomic reflex and the effector is typically cardiac or smooth muscle or a
gland. When it occurs in the somatic nervous system it is a motor reflex and the
effector is skeletal muscle. They are mediated by specified neural circuits some-
times called reflex arcs (Fig. 1), which consist of a sensory neuron, a motor
neuron and usually interneurons interposed between the two, which may be
excitatory or inhibitory.

In humans, all but one reflex arc includes interneurons so they have several
central synapses (three in Fig. 1) and are said to be polysynaptic. In the case that
the reflex arc has only a single interneuron the reflex is disynaptic. The only
example of a monosynaptic reflex in which there is no interneuron is the stretch
reflex.

A sensory neuron will form synapses with several interneurons (or motor
neurons in the case of a monosynaptic reflex). Usually the effect of afferent
firing is to produce quite large epsps on a few neurons and more modest epsps
in a bigger group, depending on the number of synapses. The connections made
by several sensory neurons on interneurons overlap and this provides for the
possibility of integration. This integration is often non-linear; that is the excita-
tion of the motor neuron can be bigger than the sum of the individual inputs,
facilitation, or dominated by one input and hence little affected by additional
ones, occlusion.

The time between the stimulus and response is called the reflex latency or
reflex time. It results chiefly from the conduction time along afferent and
efferent fibers, but also includes the time taken for sensory transduction and for
activation of the effector (muscle or gland). A small interval is taken up by the
synaptic delay, usually between 0.5 and 1 ms. When conduction time is taken
into account reflex latencies reflect the number of central synapses.

Increasing the stimulus intensity will change the amplitude of the reflex (e.g.
the amount by which a limb moves) but may also alter the form of the response

Dorsal root ganglion

Sensory neuron

~———Sensory

Interneurons receptors

Motor neuron

Fig. 1. A polysynaptic spinal motor reflex arc.
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Muscle spindle
reflexes

by recruiting additional muscles, this is called irradiation. The exact form of the
reflex response depends on precisely where the stimulus is applied and so
which afferents are excited. This is called the local sign.

Probably all reflexes can be modified by experience. The attenuation of a
reflex by the repeated application of a constant innocuous stimulus is habitua-
tion. It is caused by synaptic depression. Any change to the stimulus (e.g. in its
intensity) causes dishabituation in which the reflex returns to its baseline state.
By contrast, repeated application of a noxious stimulus can enhance a reflex, by
a decrease in latency, increased amplitude or irradiation. This is known as
sensitization and results from increased transmitter release. Both habituation
and sensitization are examples of non-associative learning because only one
stimulus is involved. Some reflexes are capable of the more complicated associa-
tive learning, in which a response occurs if two stimuli are paired in time. These
are conditioned reflexes.

The most elementary modulation of motor unit output is made by sensory input
from the muscle spindles which measure the length and rate of change of
length (velocity) of the muscle. Any attempt to stretch the muscle rapidly, for
example by suddenly loading it, is met by contraction. This is the muscle
spindle reflex (stretch reflex, myotatic reflex) and is a negative feedback mecha-
nism which defends a constant muscle length in the face of external forces
which act to perturb it. A stretch reflex can be elicited from any skeletal muscle
by sharply tapping its tendon. The resultant stretch causes the muscle to
contract. The stretch reflex is most easily demonstrated by tapping the patellar
ligament between its insertion into the tibia and the kneecap, causing the
contraction of the quadriceps femoris, the powerful group of extensor muscles
on the front of the thigh (Fig. 2).

Dorsal root ganglion

la afferent

Quadriceps femoris
muscles

Muscle spindle

Tendon

o, motor neuron

Ventral horn of
spinal gray matter

Patella

Patellar
ligament

Fibula .
Tibia

Fig. 2. Basic circuit of a stretch reflex. Striking the patellar ligament excites a few hundred la
afferents.
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The sensory side of the stretch reflex consists of the muscle spindle and its
afferents. Muscle spindles lie in parallel with the standard extrafusal fibers so
any force acting on the whole muscle acts in the same way on the spindle. Each
muscle spindle is a fluid-filled capsule of connective tissue, 4-10 mm long and
100 um in diameter, containing about seven modified muscle fibers called intra-
fusal fibers (Fig. 3). Intrafusal fibers have contractile ends but their central
regions are non-contractile. There are two types of intrafusal fiber, nuclear bag
and nuclear chain.

Nuclear bag fibers (b) are swollen at their center, where their nuclei are clus-
tered, and are innervated by large-diameter myelinated (Ia) primary afferents,

Cut edge of
spindle capsule

Spindle capsule

Plate ending

Dynamic (b4)
nuclear bag fiber y2 Fusimotor
v1 efferents

Primary sensory ending

la
Aff t
Intrafusal fiber ' } e
cell nuclei
Static (b,)

Nuclear chain (C) nuclear bag fiber

fiber

Secondary sensory
endings

I

Muscle
length

Time

Fig. 3. Muscle spindles: (a) a spindle opened to show intrafusal fibers and their innervation.
A spindle normally contains one b,, one b, and several ¢ fibers; (b) responses of la and Il
afferents to muscle stretch.
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the ends of which spiral around the central region of the fiber. There are two
sorts of nuclear bag fibers which can be recognized by whether, in addition to
primary afferent innervation they also receive secondary, group II, myelinated
afferents. Those that do not are dynamic (b,), those that do are static (b,).

Primary afferents show dynamic responses, responding to the rate of change
of length (velocity). This is because of the properties of the dynamic nuclear bag
fiber. When stretched the central region elongates causing the Ia afferent to fire a
volley of action potentials. Subsequently however the poles of the fiber elongate
slowly permitting the central region to creep back to a shorter length so that the
firing rate of the Ia afferent drops off. Primary afferents also show static
responses, signaling muscle length, by virtue of their innervation of static (b,)
nuclear bag fibers which are stiffer than the dynamic fibers and hence elongate
in proportion to muscle stretch.

Nuclear chain fibers (c) are of uniform diameter, are about half the size of b
fibers and their central region contains a line (chain) of nuclei. They are inner-
vated by primary and secondary afferents and being stiff (like the b, fibers)
these afferents respond to muscle length. Typically a spindle will contain one b,,
one b, and 3-5 c intrafusal fibers.

The majority of Ia spinal afferents form synapses on homonymous motor
neurons, i.e. motor neurons going to the same muscle. However about 40%
make synapses with motor neurons which go to synergistic muscles. For
example, the quadriceps femoris consists of four muscles that act synergistically
(they are all leg extensors). Afferents from spindles in any one of them will
establish connections with its own motor pool and the pools of the other three
muscles.

A stretch reflex has two components. The phasic component is that seen by
tapping the tendon of a muscle. It occurs rapidly, is brief and occurs because of
the dynamic activity of the Ia afferents. The tonic component is the much more
sustained contraction brought about by the static activity of the Ia afferents and
the secondary, group II afferents. This component is particularly important in
maintaining posture. Standing in a moving vehicle, for example, the muscles in
the legs and trunk that are stretched by the swaying will be contracted, so
keeping the body upright. A sudden jolt will, of course, also trigger the phasic
component.

Cell size is bimodally distributed in motor pools. The neurons which drive
the extrafusal fibers to produce muscle contraction are Ao class with a cell body
diameter averaging 80 um, usually referred to as a motor neurons. In addition
there is a population of smaller cells belonging to the Ay class, called y motor
neurons, axons of which (fusimotor fibers) go to the muscle spindles. All intra-
fusal fibers have their contractile ends innervated by these y motor neurons.
Contraction of the ends of the intrafusal fibers keeps the central region taut so
that it can respond to muscle stretch. So, one purpose of v efferent discharge is
to maintain the sensitivity of the muscle spindle to changes in length over a
wide range of lengths. Without it, muscle contraction would cause the intrafusal
fibers to slacken and fail to respond to stretch.

There are two categories of Y motor neuron that can be activated indepen-
dently by the CNS; v, (dynamic) innervate b, while v, (static) innervate b, and c
fibers. Stimulation of v, fibers increases the sensitivity of the b, fibers, so that the
primary afferent firing rate in response to rapid stretch is higher. Stimulation of
v, fibers enhances firing of secondary afferents in response to constant stretch. In
both cases the 7y efferents are increasing the gain (sensitivity) of the spindle.
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Inverse myotatic
reflexes

Firing rates of y-efferents are raised when performing movements that are
particularly complex.

Stretch reflexes must be overridden to allow the execution of a movement
since the muscle must contract isotonically and shorten. This is achieved by
descending motor pathways exciting both o. and Yy motor neurons at the same
time. This is called coactivation. It makes the extrafusal and intrafusal fibers
shorten together in such a way that the intrafusal fibers are always sufficiently
taut to respond to stretch.

Clinically, stretch reflexes are rather misleadingly termed tendon reflexes. A
neurological examination includes eliciting stretch reflexes from several muscle
groups throughout the body since abnormal or absent reflexes can reveal the
level of any damage to the nervous system. An absent reflex may signify a
lesion anywhere in the reflex arc: sensory or motor neuron or CNS. The stretch
reflex can be studied by electrically stimulating the nerve which supplies a
muscle and recording the electrical activity of the muscle with electrodes
placed on the skin overlying the muscle or needle electrodes inserted into the
muscle. Recording muscle activity in this way is electromyography (EMG).
This procedure is most easily done by stimulating the tibial nerve at the back
of the knee and recording from the gastrocnemius and soleus (calf) muscles. Ia
fibers have the lowest threshold of any nerve fibers, so low-intensity stimula-
tion of the nerve elicits the stretch reflex which can be seen as the H (Hoffman)
wave on the EMG and occurs about 30 ms after the stimulation. This is the
reflex latency. Progressively increasing the stimulus strength eventually results
in exciting the oo motor neurons, as well as the Ia afferent, with the appearance
of the M (motor neuron) wave with a latency of only 5-10 ms. In the clinic this
procedure can show whether an absent reflex is due to loss of sensory or
motor function.

Located in the tendons, in series with muscle fibers are Golgi tendon organs
(GTO) which measure muscle tension. Increases in muscle tension activate a
negative feedback reflex, the inverse myotatic (Golgi tendon) reflex, which
opposes the increases in tension. It is brought about by GTO input activating
inhibitory interneurons that synapse with o motor neurons supplying the
muscle (Fig. 4).

The GTO is composed of the collagen fibers which join muscle fibers to
tendons, interwoven through which are axon branches of a group Ib afferent
neuron. The increased tension that occurs with muscle contraction stretches the
collagen fibers, distorting the terminals of the Ib afferent wh