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Introduction and Preface

During the past five years since the publication of the Second Edition — a two-volume set — of the
Biomedical Engineering Handbook, the field of biomedical engineering has continued to evolve and expand.
As a result, this Third Edition consists of a three-volume set, which has been significantly modified to
reflect the state-of-the-field knowledge and applications in this important discipline. More specifically,
this Third Edition contains a number of completely new sections, including:

• Molecular Biology
• Bionanotechnology
• Bioinformatics
• Neuroengineering
• Infrared Imaging

as well as a new section on ethics.
In addition, all of the sections that have appeared in the first and second editions have been significantly

revised. Therefore, this Third Edition presents an excellent summary of the status of knowledge and
activities of biomedical engineers in the beginning of the 21st century.

As such, it can serve as an excellent reference for individuals interested not only in a review of funda-
mental physiology, but also in quickly being brought up to speed in certain areas of biomedical engineering
research. It can serve as an excellent textbook for students in areas where traditional textbooks have not
yet been developed and as an excellent review of the major areas of activity in each biomedical engineer-
ing subdiscipline, such as biomechanics, biomaterials, bioinstrumentation, medical imaging, etc. Finally,
it can serve as the “bible” for practicing biomedical engineering professionals by covering such topics as a
historical perspective of medical technology, the role of professional societies, the ethical issues associated
with medical technology, and the FDA process.

Biomedical engineering is now an important vital interdisciplinary field. Biomedical engineers are
involved in virtually all aspects of developing new medical technology. They are involved in the design,
development, and utilization of materials, devices (such as pacemakers, lithotripsy, etc.) and techniques
(such as signal processing, artificial intelligence, etc.) for clinical research and use; and serve as members
of the health care delivery team (clinical engineering, medical informatics, rehabilitation engineering,
etc.) seeking new solutions for difficult health care problems confronting our society. To meet the needs
of this diverse body of biomedical engineers, this handbook provides a central core of knowledge in those
fields encompassed by the discipline. However, before presenting this detailed information, it is important
to provide a sense of the evolution of the modern health care system and identify the diverse activities
biomedical engineers perform to assist in the diagnosis and treatment of patients.

Evolution of the Modern Health Care System
Before 1900, medicine had little to offer the average citizen, since its resources consisted mainly of
the physician, his education, and his “little black bag.” In general, physicians seemed to be in short



© 2006 by Taylor & Francis Group, LLC

supply, but the shortage had rather different causes than the current crisis in the availability of health
care professionals. Although the costs of obtaining medical training were relatively low, the demand for
doctors’ services also was very small, since many of the services provided by the physician also could be
obtained from experienced amateurs in the community. The home was typically the site for treatment
and recuperation, and relatives and neighbors constituted an able and willing nursing staff. Babies were
delivered by midwives, and those illnesses not cured by home remedies were left to run their natural,
albeit frequently fatal, course. The contrast with contemporary health care practices, in which specialized
physicians and nurses located within the hospital provide critical diagnostic and treatment services, is
dramatic.

The changes that have occurred within medical science originated in the rapid developments that
took place in the applied sciences (chemistry, physics, engineering, microbiology, physiology, phar-
macology, etc.) at the turn of the century. This process of development was characterized by intense
interdisciplinary cross-fertilization, which provided an environment in which medical research was able
to take giant strides in developing techniques for the diagnosis and treatment of disease. For example,
in 1903, Willem Einthoven, a Dutch physiologist, devised the first electrocardiograph to measure the
electrical activity of the heart. In applying discoveries in the physical sciences to the analysis of the
biologic process, he initiated a new age in both cardiovascular medicine and electrical measurement
techniques.

New discoveries in medical sciences followed one another like intermediates in a chain reaction. How-
ever, the most significant innovation for clinical medicine was the development of x-rays. These “new
kinds of rays,” as their discoverer W.K. Roentgen described them in 1895, opened the “inner man” to
medical inspection. Initially, x-rays were used to diagnose bone fractures and dislocations, and in the pro-
cess, x-ray machines became commonplace in most urban hospitals. Separate departments of radiology
were established, and their influence spread to other departments throughout the hospital. By the 1930s,
x-ray visualization of practically all organ systems of the body had been made possible through the use of
barium salts and a wide variety of radiopaque materials.

X-ray technology gave physicians a powerful tool that, for the first time, permitted accurate diagnosis
of a wide variety of diseases and injuries. Moreover, since x-ray machines were too cumbersome and
expensive for local doctors and clinics, they had to be placed in health care centers or hospitals. Once
there, x-ray technology essentially triggered the transformation of the hospital from a passive receptacle
for the sick to an active curative institution for all members of society.

For economic reasons, the centralization of health care services became essential because of many other
important technological innovations appearing on the medical scene. However, hospitals remained insti-
tutions to dread, and it was not until the introduction of sulfanilamide in the mid-1930s and penicillin in
the early 1940s that the main danger of hospitalization, that is, cross-infection among patients, was signi-
ficantly reduced. With these new drugs in their arsenals, surgeons were able to perform their operations
without prohibitive morbidity and mortality due to infection. Furthermore, even though the different
blood groups and their incompatibility were discovered in 1900 and sodium citrate was used in 1913 to
prevent clotting, full development of blood banks was not practical until the 1930s, when technology
provided adequate refrigeration. Until that time, “fresh” donors were bled and the blood transfused while
it was still warm.

Once these surgical suites were established, the employment of specifically designed pieces of medical
technology assisted in further advancing the development of complex surgical procedures. For example,
the Drinker respirator was introduced in 1927 and the first heart–lung bypass was done in 1939. By the
1940s, medical procedures heavily dependent on medical technology, such as cardiac catheterization and
angiography (the use of a cannula threaded through an arm vein and into the heart with the injection
of radiopaque dye) for the x-ray visualization of congenital and acquired heart disease (mainly valve
disorders due to rheumatic fever) became possible, and a new era of cardiac and vascular surgery was
established.

Following World War II, technological advances were spurred on by efforts to develop superior
weapon systems and establish habitats in space and on the ocean floor. As a by-product of these efforts,
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the development of medical devices accelerated and the medical profession benefited greatly from this
rapid surge of technological finds. Consider the following examples:

1. Advances in solid-state electronics made it possible to map the subtle behavior of the fundamental
unit of the central nervous system — the neuron — as well as to monitor the various physiological
parameters, such as the electrocardiogram, of patients in intensive care units.

2. New prosthetic devices became a goal of engineers involved in providing the disabled with tools
to improve their quality of life.

3. Nuclear medicine — an outgrowth of the atomic age — emerged as a powerful and effective
approach in detecting and treating specific physiologic abnormalities.

4. Diagnostic ultrasound based on sonar technology became so widely accepted that ultrasonic
studies are now part of the routine diagnostic workup in many medical specialties.

5. “Spare parts” surgery also became commonplace. Technologists were encouraged to provide car-
diac assist devices, such as artificial heart valves and artificial blood vessels, and the artificial heart
program was launched to develop a replacement for a defective or diseased human heart.

6. Advances in materials have made the development of disposable medical devices, such as needles
and thermometers, as well as implantable drug delivery systems, a reality.

7. Computers similar to those developed to control the flight plans of the Apollo capsule were used to
store, process, and cross-check medical records, to monitor patient status in intensive care units,
and to provide sophisticated statistical diagnoses of potential diseases correlated with specific sets
of patient symptoms.

8. Development of the first computer-based medical instrument, the computerized axial tomography
scanner, revolutionized clinical approaches to noninvasive diagnostic imaging procedures, which
now include magnetic resonance imaging and positron emission tomography as well.

9. A wide variety of new cardiovascular technologies including implantable defibrillators and
chemically treated stents were developed.

10. Neuronal pacing systems were used to detect and prevent epileptic seizures.
11. Artificial organs and tissue have been created.
12. The completion of the genome project has stimulated the search for new biological markers and

personalized medicine.

The impact of these discoveries and many others has been profound. The health care system of today
consists of technologically sophisticated clinical staff operating primarily in modern hospitals designed
to accommodate the new medical technology. This evolutionary process continues, with advances in
the physical sciences such as materials and nanotechnology, and in the life sciences such as molecular
biology, the genome project and artificial organs. These advances have altered and will continue to alter
the very nature of the health care delivery system itself.

Biomedical Engineering: A Definition
Bioengineering is usually defined as a basic research-oriented activity closely related to biotechnology and
genetic engineering, that is, the modification of animal or plant cells, or parts of cells, to improve plants
or animals or to develop new microorganisms for beneficial ends. In the food industry, for example, this
has meant the improvement of strains of yeast for fermentation. In agriculture, bioengineers may be
concerned with the improvement of crop yields by treatment of plants with organisms to reduce frost
damage. It is clear that bioengineers of the future will have a tremendous impact on the qualities of
human life. The potential of this specialty is difficult to imagine. Consider the following activities of
bioengineers:

• Development of improved species of plants and animals for food production
• Invention of new medical diagnostic tests for diseases
• Production of synthetic vaccines from clone cells
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FIGURE 1 The world of biomedical engineering.

• Bioenvironmental engineering to protect human, animal, and plant life from toxicants and
pollutants
• Study of protein–surface interactions
• Modeling of the growth kinetics of yeast and hybridoma cells
• Research in immobilized enzyme technology
• Development of therapeutic proteins and monoclonal antibodies

Biomedical engineers, on the other hand, apply electrical, mechanical, chemical, optical, and other
engineering principles to understand, modify, or control biologic (i.e., human and animal) systems, as
well as design and manufacture products that can monitor physiologic functions and assist in the diagnosis
and treatment of patients. When biomedical engineers work within a hospital or clinic, they are more
properly called clinical engineers.

Activities of Biomedical Engineers
The breadth of activity of biomedical engineers is now significant. The field has moved from being
concerned primarily with the development of medical instruments in the 1950s and 1960s to include a
more wide-ranging set of activities. As illustrated above, the field of biomedical engineering now includes
many new career areas (see Figure 1), each of which is presented in this handbook. These areas include:

• Application of engineering system analysis (physiologic modeling, simulation, and control) to
biologic problems
• Detection, measurement, and monitoring of physiologic signals (i.e., biosensors and biomedical

instrumentation)
• Diagnostic interpretation via signal-processing techniques of bioelectric data
• Therapeutic and rehabilitation procedures and devices (rehabilitation engineering)
• Devices for replacement or augmentation of bodily functions (artificial organs)
• Computer analysis of patient-related data and clinical decision making (i.e., medical informatics

and artificial intelligence)
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• Medical imaging, that is, the graphic display of anatomic detail or physiologic function
• The creation of new biologic products (i.e., biotechnology and tissue engineering)
• The development of new materials to be used within the body (biomaterials)

Typical pursuits of biomedical engineers, therefore, include:

• Research in new materials for implanted artificial organs
• Development of new diagnostic instruments for blood analysis
• Computer modeling of the function of the human heart
• Writing software for analysis of medical research data
• Analysis of medical device hazards for safety and efficacy
• Development of new diagnostic imaging systems
• Design of telemetry systems for patient monitoring
• Design of biomedical sensors for measurement of human physiologic systems variables
• Development of expert systems for diagnosis of disease
• Design of closed-loop control systems for drug administration
• Modeling of the physiological systems of the human body
• Design of instrumentation for sports medicine
• Development of new dental materials
• Design of communication aids for the handicapped
• Study of pulmonary fluid dynamics
• Study of the biomechanics of the human body
• Development of material to be used as replacement for human skin

Biomedical engineering, then, is an interdisciplinary branch of engineering that ranges from theoretical,
nonexperimental undertakings to state-of-the-art applications. It can encompass research, development,
implementation, and operation. Accordingly, like medical practice itself, it is unlikely that any single
person can acquire expertise that encompasses the entire field. Yet, because of the interdisciplinary nature
of this activity, there is considerable interplay and overlapping of interest and effort between them.
For example, biomedical engineers engaged in the development of biosensors may interact with those
interested in prosthetic devices to develop a means to detect and use the same bioelectric signal to power
a prosthetic device. Those engaged in automating the clinical chemistry laboratory may collaborate with
those developing expert systems to assist clinicians in making decisions based on specific laboratory data.
The possibilities are endless.

Perhaps a greater potential benefit occurring from the use of biomedical engineering is identification
of the problems and needs of our present health care system that can be solved using existing engineering
technology and systems methodology. Consequently, the field of biomedical engineering offers hope in
the continuing battle to provide high-quality care at a reasonable cost. If properly directed toward solving
problems related to preventive medical approaches, ambulatory care services, and the like, biomedical
engineers can provide the tools and techniques to make our health care system more effective and efficient;
and in the process, improve the quality of life for all.

Joseph D. Bronzino
Editor-in-Chief
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I
Molecular Biology
Michael Domach
Carnegie Mellon University

1 Historical Perspective and Basics of Molecular Biology

2 Systems and Technology Involving Bacteria
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1

3 Recombinant DNA Technology Using Mammalian Cells
. . . . . . . . . . . . . . . . . . . . . . . . . . . 3-1

WHETHER IT IS DEVELOPING NEW DRUGS, fathoming how a material will behave in the
body or coaxing stem cells to develop into a particular type of tissue, a sometimes bewildering
array of molecular actors produced by cells that dictate outcome have been identified. The

understanding of the deterministic molecular basis for cellular events and responses also continues to
expand and improve. Within the sciences, chemistry and other fields have “fused” their expertise with
“molecular biology,” and the same can now be said for some subfields in bioengineering. Accordingly, this
volume of the handbook now includes a section on Molecular Biology.

The subject of Molecular Biology is large and ultimately overlaps with tissue engineering, metabolic
engineering, gene therapy, and other technologies that are covered well in this handbook. Thus, the main
aim of this section is to bring the traditional engineer quickly up to speed on the basics of Molecular Biology
and some key technological applications. This base can then be used to augment the understanding of
some other sections in the handbook.

Biology emerged, and to provide facility with the language of the science. Some technological aspects
are also covered such as DNA manipulation. Because this is an engineering as opposed to a science
handbook, an introduction to new technologies and issues inspired by advances in molecular biology are

I-1

then provided in Chapters 2 and 3. These two chapters cover bacterial and eukaryotic cells.

Nathan R. Domagalski, Michael Domach

Nicole Bleckwenn, William Bentley

Tina Sauerwald, Michael Betenbaugh

. . . . . . . . . . . . . . . . . . . . . . . . . 1-1

In Chapter 1, a historical perspective and definitions are provided in order to explain how Molecular
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Molecular Biology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-22
More Information and Archives Regarding DNA Arrays . . . . 1-22

1.1 Introduction

This chapter provides first a historical perspective on the origins of molecular biology. A historical
perspective is important because the emergence of molecular biology has radically altered how living
systems are viewed by scientists and biomedical engineers. It is thus useful for a biomedical engineer
to be acquainted with the evolution of the discipline in order to fully appreciate the technological and

1-1
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1-2 Tissue Engineering and Artificial Organs

social impact of molecular biology. For example, a mechanistic basis for the origin of many diseases
can now be established, which paves the way for developing new treatments. It is also now possible to
manipulate living systems for technological purposes, such as developing bacteria that can produce the
therapeutic, human insulin. Acquiring the capability to manipulate the genetic potential of organisms and

the major historical developments, the“Central Dogma of Molecular Biology”will be presented and salient
mechanistic details will be provided. This chapter concludes with some largely stable Internet resources
that can provide quick definitions of terms, documentaries of prominent molecular biologists and their
accomplishments, as well as other useful resources that can be used while reading this section.

1.2 Molecular Biology: A Historical Perspective

Nineteenth-century biologists and their predecessors emphasized the collection and inventorying of life
on Earth. The physical or other similarities between organisms led to classification schemes. As new
organisms were discovered or new ideas emerged, schemes were often debated and then reorganized.
Thus, unlike physics or chemistry, unifying rules and descriptions that had a mechanistic basis and could
account for behavior were scant in biology.

Toward the end of the 19th century, scientists began to gaze within cells, and as result, some striking
observations were made that began to demystify biological systems. In 1897, Buchner found that cell-free
extracts (i.e., the molecules found within yeast cells) executed chemical reactions. His finding was signific-
ant because a debate had been underway for decades. The question driving the debate was “What exactly
is the role of cells, such as yeast, in practical processes such as wine making?” Hypotheses were abundant.
The German chemist Jutus von Liebig, for example, proposed in 1839 that yeast emit certain vibrations
that can reorganize molecules, which accounts for the yeast-mediated conversion of sugar to alcohol. In
1876, William Kuhne coined the term enzyme to imply that something contained within yeast is associ-
ated with processes, such as converting sugar to alcohol. Bucher’s experiments were powerful because the
results showed that cells are not required for chemical reactions to occur. Rather, it seemed plausible that
the “rules” of chemistry apply to living systems as opposed to “vibrations” or other phenomena unique
to living systems being operative. Many now credit the Bucher brothers with launching the modern field
of biochemistry. In 1894, Emil Fisher developed a theoretical model for how enzymes function. Later in
1926, Charles Sumner provided some useful closure and a method for characterizing cells at the molecular
level. He and his colleagues showed that enzymes are proteins and crystallization is one means that can be
used to isolate specific enzymes from cells.

The omnipresence of deoxyribonucleic acid (DNA) within cells piqued curiosity. Miescher discovered
the DNA molecule in 1869, which was 3 years after Mendel published his experiments on heredity
in plants. Mendle’s work incorporated the notion that a “gene” is a conserved and transmittable unit
of trait information. However, science had to wait until 1943 for the link to be made between the
manifestation of traits and the presence of DNA within a cell. Oswald Theodore Avery (1877–1955) and
his coworkers showed that by simply adding the DNA from a virulent form of the bacterium Pneumococcus
to a suspension of nonvirulent Pneumococcus, the nonvirulent bacterium acquired the traits of the virulent
form. With this link established, the nature of the DNA molecule became a subject of intense interest.
In 1951, Pauling and Corey proposed that the DNA molecule forms an α-helix structure, and experimental
evidence was reported by Watson and Crick in 1953.

By the 1950s, knowledge had accumulated to the extent that it was known that (1) enzymes cata-
lyze reactions, (2) cellular reactions are understandable in terms of organic chemistry fundamentals,
(3) the DNA molecule possesses the information for traits, and (4) the DNA molecule has an intriguing
spatial organization that may “somehow” confer information storage and expression capabilities. Addi-
tionally, it had been established that all DNA molecules contain four bases: adenine (A), thymine (T),
guanine (G), and cytosine (C). However, how information is actually stored in DNA and used were still
mysteries. Interestingly, basic questions on how life “works” were unresolved while at the same time,

ultimately humans also raises new important ethical issues (see Section VII, Ethics). After summarizing
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Yuri Alexeyevich Gagarin’s (1961) and John Glenn’s (1962) pioneering orbits of the Earth extended the
reach of human life to space.

Molecular biology had now supplanted descriptive biology, and inspired further research. Through the
1950s to the mid1960s, many workers from varied disciplines solved many key problems in molecular
biology. In 1958, François Jacob and Jacques Monod predicted the existence of a molecule that is a working
copy of the genetic information contained in DNA (messenger RNA), and the information is conveyed
from where DNA is stored (the cell’s nucleus) to where proteins are produced (the ribosomes). In 1966,
Marshall Nirenberg and colleagues cracked the genetic code. They showed that sequences of three of
the four bases (e.g., AAT, GCT) that compose DNA specifies each of the 20 different amino acids used
by a cell to produce proteins. In 1971, this accumulated knowledge enabled Stanley Cohen and Herbert
Boyer to insert into a bacterial cell the DNA that encodes an amphibian protein, and, in turn, compel
the bacterium to produce a protein from a vastly different organism. The prospect of using bacteria and
simple raw materials (e.g., glucose) to produce human-associated and other proteins with therapeutic or
commercial value led to the formation of the company Genentech in 1976. More recently, the DNA from
humans and other sources has been successfully sequenced, which should lead to further commercial and
medical impacts, as well as ethical challenges.

Section 1.3 and Section 1.4 present the Central Dogma of Molecular Biology/Molecular Genetics and
summarizes salient features of how cells function at the molecular level.

1.3 The Central Dogma of Modern Molecular Biology

The Central Dogma of Molecular Biology/Molecular Genetics in its original form proposes that informa-
tion encoded by DNA is first transcribed to a working copy. The working copy is messenger RNA (mRNA).
The information contained by a given mRNA is then translated to produce a particular protein. The col-
lection of proteins/enzymes a cell possesses at any point in time, in turn, has a strong bearing on a cell’s
behavior and capabilities.

The central dogma has been proven to be largely correct. Salient aspects of how the central dogma is
manifested at the molecular level are described below. Thereafter, an important deviant from the Central
Dogma and additional refinements are presented.

1.3.1 DNA Base Composition, Connectivity, and Structure

Because DNA contains information, it follows that the composition of DNA must play a role in the
information that the molecule encodes. DNA is composed of four different mononucleotide building

sugar, (2) an organic nitrogen-containing base, and (3) one (i.e., “mono”) phosphate group (PO4). The
ribose sugar can possess one or two hydroxyl groups (–OH); the “deoxy” form, which is present in DNA,
has one hydroxyl. Five bases are commonly found within cells: adenine (A), guanine (G), cytosine (C),
uracil (U), and thymine (T). A, G, C, and T are the four bases that appear in the nucleotides that comprise
the DNA molecule, and thus the base present distinguishes one building block from another. A, G, C,
and U appear in ribonucleic acid (RNA) molecules. Thus, DNA and RNA molecules differ by the number
of hydroxyl constituents possessed by the ribose, and whether thymine (DNA) or uracil (RNA) is the base
present.

The number of bound phosphates can vary in a nucleotide. When phosphate is absent, the molecule is
referred to as a nucleoside or a deoxynucleoside, depending on the hydroxylation-state of the sugar. Up to
three phosphate groups can be present. When one or more phosphates are present, the compound is com-
monly referred to by the base present, how many phosphates are present, and whether the deoxy-form
of the sugar is used. For example, when the base adenine is present and there are two phosphates,
the corresponding deoxyribonucleotide and ribonucleotide are typically referred to by the abbrevi-
ations, dADP and ADP. The former and latter abbreviations indicate “deoxy-adenine diphosphate” and

blocks. As shown in Figure 1.1, a mononucleotide molecule has three “parts” (1) a five-carbon ribose
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FIGURE 1.1 The mononucleotide, deoxycytidine 5′-phosphoric acid. A less formal, or more likely used name
and abbreviation are deoxy cytosine monophosphate and dCMP, respectively. Replacing the circled hydrogen with a
hydroxyl group (OH) would produce cytosine monophosphate (CMP). The 3′ and 5′ carbons are marked as well as
the 1′ carbon, which is the starting point of the labeling system in the five-carbon sugar (pentose) ring.

“adenine diphosphate,” respectively. Overall, the deoxy monophosphates, dAMP, dTMP, dGMP, and
dCMP, are the constituents of the DNA molecule.

polymeric chain is commonly called single stranded DNA (abbreviated as ssDNA). Based on the numerical
labeling of the carbon atoms in ribose, links exist between the third and fifth carbons of successive riboses;
hence, “3′–5′ bridges or links” are said to exist. Also, based on this numbering scheme, practitioners note
that a strand has either a “free 3′ or 5′ hydroxyl end.”

When discussing the nucleotide composition or sequence present in DNA from a particular source,
experts often drop naming formalities and simply use the bases’ names or abbreviations, because the
base distinguishes the building blocks. For example, the “G + C percent content” of the DNA from one
organism is often compared to the content in the DNA from another organism in order to highlight
a difference between the two organisms. The sequence in which the nucleotide building blocks appear
in a section of a DNA molecule is also abbreviated. For example, GCCATCC, refers to the order in
which the guanine-, cytosine-, adenine-, and thymine-containing mononucleotides appear in a section
of DNA.

Within a cell, the DNA molecule actually consists of two hydrogen-bonded antiparallel strands as
depicted in Figure 1.2b. The strands are “antiparallel” because the end of one strand has a free 3′ OH while
the adjacent end of the companion strand has a free 5′ OH. Thus, one strand is said to run in 3′ → 5′
direction, while the other has the opposite 5′ → 3′ “polarity.” This allows the A, G, C, and T bases on
the two strands to interact via hydrogen bonding, as illustrated in Figure 1.2c. An A on one strand can
interact with a T residue on the other strand via two hydrogen bonds. Likewise, G and C residues on
adjacent strands interact, but the interaction is stronger because three hydrogen bonds can be formed
in a G–C association. The interaction between bases on different strands is referred to as base-pairing,
and a complex of two strands is known as a duplex or doubled stranded DNA (abbreviated as dsDNA).

The mononucleotides in DNA are connected by phosphodiester bonds as shown in Figure 1.2a. This
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FIGURE 1.2 Connections and pairing of strands in the DNA duplex. (a) A connected strand has a direction where
the example shown has a “free” 3′ end. (b) In the cell, two strands run in an “antiparallel direction” allowing the G–C
and A–T residues to base pair thereby holding the duplex together. (c) The illustration demonstrates that hydrogen
bonding, shown as zig-zag lines, dictates which bases are complimentary to one another. Three hydrogen bonds form
between guanine and cytosine. Similarly, two hydrogen bonds form between adenine and thymine (or uracil in RNA).

Although individually rather weak when compared to ionic or covalent bonds, the cumulative effect of
numerous hydrogen bonds results in a rather strong and stable molecular interaction. Finally, the two
strands of DNA have to be complementary in that every position an A (or G) appears, the other strand
must have a T (or C) present. The base-paired, duplex assumes an α-helical structure.

The DNA molecule represents only a small fraction of the total weight of a cell. However, each DNA
molecule itself is quite large in terms of molecular weight. The DNA molecule found in the bacterium
Escherichia coli, for example, contains about 4.2 million base pairs, which represents a molecular weight
on the order of 2.8 billion Daltons.

1.3.2 Base Sequence, Information, and Genes

Some details on the molecular species that actually decipher and then use the information in DNA for
producing a functional protein will be described after summarizing how information storage is accom-
plished at the “base sequence information level.” A sequence of three bases encodes for an amino acid
in a protein. That is, when the information encoded by a strand of DNA is read in a fixed direction, the
“word” formed from three letters (e.g., ATT) denotes that a particular amino acid should be added to a
lengthening protein chain. There are a total of 20 amino acids; hence, at the minimum 20 code words
are required. Words consisting of different three-letter combinations of A, G, C, and T can yield 43 = 64
unique “code words,” which exceed the 20 required for all the amino acids; hence, there are 44 extra
“words.” The extra words result in synonyms for amino acids, which is known as degeneracy. Other extra
“words” provide signals for where a protein’s code starts and stops. A sequence of three bases that encode

all codons that encode the amino acid sequence of a protein is called a structural gene.
for a particular amino acid is called a codon or triplet. Table 1.1 summarizes the genetic code. The set of
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TABLE 1.1 The Genetic Code

Second position

U C A G

phenylalanine serine tyrosine cysteine U

phenylalanine serine tyrosine cysteine C

leucine serine STOP STOP A
U

leucine serine STOP tryptophan G

leucine proline histidine arginine U

leucine proline histidine arginine C

leucine proline glutamine arginine A
C

leucine proline glutamine arginine G

isoleucine threonine asparagine serine U

isoleucine threonine asparagine serine C

isoleucine threonine lysine arginine A

A

methioninea threonine lysine arginine G

valine alanine aspartic acid glycine U

valine alanine aspartic acid glycine C

valine alanine glutamic acid glycine A
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1.3.3 Codon Information to a Protein

the enzyme, RNA polymerase (RNApol). The copy of the gene RNApol has helped to produce what is
called messenger RNA (mRNA). The raw materials for mRNA synthesis are ATP, CTP, GTP, and UTP. The
analogous mRNA copy is complementary to the original DNA; hence, wherever G, C, A, and T appear in
the DNA-encoded gene, C, G, U, and A appear in the mRNA.

Thinking mechanistically, if mRNA synthesis is blocked, then a protein cannot be produced. Therefore,
one logical place to exercise control over gene expression is at the level of mRNA synthesis. One example
of gene regulation is illustrated in Figure 1.3. As shown, a binding site upstream from the gene, known as
an operator region, is often used to control whether mRNA is produced or not. A protein called a repressor
normally binds to a repressor region that lies within the operator region. When the repressor is bound,

As shown in Figure 1.3, the information encoded by a gene on one DNA strand is first translated by
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FIGURE 1.3 Simplified schematic demonstrating one example of gene regulation. RNApol binds to the promoter
region forward of a gene. However, an active repressor may bind to the repressor region and block the RNApol from
translating the gene into a molecule of mRNA. Binding of an inducer molecule to the repressor leads to inactivation
and causes the repressor to release from the DNA. RNApol is now free to produce mRNA from the gene. Ribosomes
next bind to the mRNA, sequentially adding amino acids in a growing chain that becomes a protein.

RNApol’s access to the gene is blocked. The repressor normally possesses another binding site. The second
site can bind a ligand that serves as a signal for indicating that the protein the gene codes for is now needed.
Such a ligand is termed an inducer. When the inducer binds, the repressor’s three-dimensional structure is
altered such that its ability to bind to the operator site is significantly reduced. Consequently, the tendency
for the repressor to dissociate from the promoter site increases. The result of repressor dissociation is
that RNApol can now access the gene and commence mRNA synthesis. It is important to note that there
are many variations in how binding is used to regulate gene expression that differ from the scenario in
Figure 1.3. For example, in addition to providing RNApol access to a gene, binding between RNApol and
other molecular “signals” occur that actually increase the avidity of RNApol–DNA binding.

Ribosomes, which are large protein–nucleic acid complexes, bind to the newly produced mRNA usually
before synthesis of the entire strand is even complete. In fact, multiple ribosomes will bind to the same
mRNA molecule thereby creating a polyribosome. Ribosomes mediate the sequential addition of amino
acids, where each amino acid is prescribed by the complementary codon information now contained in
the mRNA. What occurs is that all 20 amino acids have been “prepped” by being enzymatically esterified
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FIGURE 1.4 RNA splicing. Genes found in humans include coding sequences (introns) and noncoding sequences
(exons). After both transcription and RNA splicing, an mRNA molecule is created.

to an amino acid-specific transfer RNA (tRNA). Each tRNA possesses a binding site that binds to one
amino acid’s codon(s) on the mRNA; the binding site on the tRNA is called an anticodon. The enzymes
that mediate the attachment of a particular amino acid to its tRNA are very specific for both the amino
acid and its tRNA. Any sloppiness could result in a tRNA being “charged” with the wrong amino acid.
The consequence of an error is that the wrong amino acid would be added to a protein even though the
correct anticodon-codon binding event occurred.

The growing strand of amino acids are joined together by an amide linkage known as a peptide
bond. Without knowing structural or functional information, this strand may be simply referred to as a
polypeptide. However, when the polypeptide is organized into an active conformation, it is finally called
a protein.

Although this description of the Central Dogma is operative in many microorganisms, there are other
significant intermediate steps that are required by higher organisms. One such step is RNA splicing. As
shown in Figure 1.4, a typical gene in, for example, a human cell is composed of numerous coding
(exons) and noncoding (introns) stretches of DNA sequences. While bacterial proteins are predominantly
encoded by a continuous, uninterrupted DNA sequence, most higher cells, such as those that compose
humans, must have the translated introns removed to produce a molecule of mRNA. After the entire gene
is translated into a large RNA molecule known as a primary transcript, a complex of RNA modification
enzymes deletes the introns and splices the exons into a true mRNA molecule. The splicing process is
known as ligation. Subsequently, the mRNA is processed by the mechanisms described previously.

1.3.4 DNA Replication

While the base composition of DNA explains much, a lingering issue is how DNA replication occurs and
results in the faithful transmission of genetic information when a parent cell divides and forms two cells.
DNA replication has been proven to be a semiconservative replication process. When a cell undergoes
asexual division to form two cells, each daughter cell must obtain identical amounts of DNA, and each
copy should contain all the information that the parent possessed. It has been established that each strand
in a parental duplex serves as a template for its reproduction. Enzymes called DNA polymerases replicate
each strand. The result is that the resulting two duplexes that are derived from the parental duplex each
possess one of the original strands from the parental DNA.
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1.3.5 mRNA Dynamics

For the Central Dogma to work, the control of gene expression should depend on whether or not mRNA
synthesis occurs. Implicit in this requirement is mRNA must have a short lifetime in cells. If the lifetime
of mRNA was on the order of cell lifetime or more, then “ON–OFF” controls of mRNA synthesis would
have little effect because working copies of mRNA from many genes would be ample and omnipresent.
It has been found that in bacterial cells, for example, the lifetime of mRNA is on the order of minutes.
From the engineering standpoint, an interesting control system and dynamics is thus manifested by many
cells. “ON–OFF” controls dictate whether new mRNA is produced or not, and the transduced output from
repressor–promoter binding (mRNA) has a short lifetime, which leads to “sharp” ON–OFF dynamics for
the production of specific, gene-encoded proteins.

1.3.6 Variations and Refinements of the Central Dogma

Some viruses do not directly follow the DNA→ mRNA→ protein path. Retroviruses, for example, are
composed of RNA and consequently replicate by a pathway of RNA→ DNA→ mRNA→ protein. After
a retrovirus infects a cell, the viral RNA cargo is converted to DNA via the enzyme, reverse transcriptase.
The viral DNA then integrates into the host cell’s DNA. Expression of the viral genes by the host’s
transcriptional and translational machinery build the components for new viruses. Self-assembly of the
components then occurs. Retroviruses are not biological curiosities; they are the agents of diseases, such as
human T-cell leukemia and acquired immune deficiency syndrome (AIDS).

Another variant is found on the border of living vs. self-assembling/propagating systems. We note
this case because of its medical importance. Prions are altered proteins that lead to diseases, such as
Creutzfeldt–Jakob Disease in humans, Chronic Wasting Disease in deer and elk, and Bovine Spongiforme
Encephalopathy in cattle. It is now thought that a prion is a protein that has been altered to be significantly
more resistant to natural degradation mechanisms as well as the heat treatment that occurs during
sterilization or the preparation of food. When a prion encounters a natural form of its precursor protein,
a binding interaction is thought to occur that converts the normal protein into a likewise degradation-
resistant form. Subsequent binding events result in a chain reaction that propagates the accumulation
of prions. The accumulation of prions can interfere with normal neurological function leading to the
aforementioned diseases. Prions are currently under intense investigation. Future research will reveal if
the “protein-only hypothesis” is a sufficient explanation, or if an expanded or alternate mechanistic model
is required to explain prion formation and propagation.

It is now also known that controls beyond ON–OFF mRNA synthesis also play a role in whether the
information in a gene is expressed within cells. These other controls do not necessarily negate the utility
of the Central Dogma as a model. Rather, from the control engineering standpoint, these additional
mechanisms represent different interesting means of “fine tuning” and adding additional levels of control
over gene expression. At the protein level, where enzymes are gene products, some enzymes possess
binding sites to which reaction products or other metabolites can bind. When binding occurs, the rate
of the enzyme-catalyzed reaction is either accelerated or decreased leading to feedback and feed-forward
control of the pace at which some expressed gene products function.

to find that other processes can also influence the rate and extent to which the information in a gene can
be manifested as an active functional protein. Such translational level controls can entail competition for
ribosomes by the numerous mRNAs from different genes. Alternately, the base interactions that occur
in a duplex DNA molecule that lead to the α-helix can also result in structural organization in mRNA.
For example, the bases within an mRNA strand can self-complement thereby leading to the formation of
hairpin loops. Such “secondary structures” that result from a primary structure (the base sequence) can
influence how fast and successfully the ribosomal-mediated translation process occurs.

Lastly, the control architecture of cellular gene expression is not limited to the previously described case
of one promoter-one signal-one structural gene. Different genes can be expressed from a particular set

The prior description of mRNA regulation (see Figure 1.3) has many steps. Thus, it is not surprising
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of environmental “signals” when shared control elements and/or molecular components are used. One
example entails the “stress response of cells.” Here, nutrient deprivation or another “signal” unleashes
the expression of various genes that collectively enhance the survival chances for a cell. Sometimes these
“circuits” utilize different transcriptional molecular components, which thereby provides for subsystem
isolation and specialization. Alternately, even microbes are capable of intercellular communication, a trait
more typically attributed to different cells in a complex biosystem, such as a human. Examples of such
distributed and specialized control circuits will be provided in the next chapter.

1.4 Molecular Biology Leads to a Refined Classification of Cells

The science of classification is called taxonomy and the organization of life by ancestor-descendent (evol-
utionary) relationships is called phylogeny. The characterization and comparison of key intracellular
molecules has altered prior classification and relationship schemes.

The components of the ribosomes found in cells are the basis for modern taxonomy. A ribosome is
composed of different parts that enable mRNA binding and amino acid addition. The parts are called
subunits. Different subunits are characterized and distinguished by centrifugation. Based on such physical
sorting, the subunits are assigned S-values, where “S” stands for a Svedberg unit. The larger the value
of S, the more readily a subunit is driven to the bottom of a centrifuge tube. The sedimentation unit’s
namesake, Theodor Svedberg (1884–1971), studied the behavior of macromolecules and small particles;
for his pioneering work, he received the Noble Prize in 1926.

One key part of a ribosome is the 16S rRNA component, which is found in the 30S subunit along with
proteins. Many seemingly different cells are actually similarly based on their constituent 16S rRNA. Not
only is the S-value the same, the genes that encode for the 16S RNAs in seemingly different cells exhibit
similar base sequences. When the degree of base overlap in a coding sequence is extensive, the DNAs
from different sources are said to exhibit high homology. Other cells, however, have been found to possess
significantly different components that make up the intact ribosome. The S-value can also vary somewhat.
For example, in mammalian cells, the rRNA that fulfills the 16S rRNA function in bacterial cells settles
somewhat faster at 18S on the Svedberg scale. More notably, the genes that encode 18S mammalian and
16S bacterial rRNA exhibit low homology. Thus, cells are grouped together based on the homology of
their 16S rRNA-encoding genes.

The current classification of cell types and how they are believed to have evolved from one ancestor are
shown in Figure 1.5. The three types are Bacteria, Archaea, and Eucarya. Bacteria are unicellular organisms
capable of reproduction. Bacteria vary in size and shape; a typical length scale is 1 µm (10−6 m). Archaea
resemble bacteria in many ways. They are about the same size and they can metabolize an array of raw
materials. One notable difference is that Archaea are often found in extreme environments, such as hot
springs and acidic waters. Such environments may resemble those present in the early days of the Earth;
hence, Archaea are believed to be remnants of the early Earth. The ability of Archaea to function well

Bacteria

Eucarya

Archaea

FIGURE 1.5 Family tree of three cell types originating and then diverging from one ancestor.
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in extreme environments has also intensified some people’s curiosity about the possibility of life beyond
the Earth. Others regard Archaea proteins and other molecular constituents as potentially useful catalysts

distinguishing characteristic is that unlike Bacteria or Archaea, Eucarya have compartments within them.
The compartments are called organelles. One important organelle is the nucleus, which houses the DNA
molecule.

1.5 Mutations

What traits an organism presents is called the phenotype, and the traits are linked to the instructions
encoded in the DNA. The raw instructions are, in turn, called the genotype. An alteration in an organism’s
genetic code is termed a mutation.

Mutations can occur that involve large sections of DNA. Some common examples are described below:

• Translocations involve the interchange of large segments of DNA between two different chromo-
somes. Gene expression can change when the gene is located at the translocation breakpoint, or if
the gene is reattached such that its expression is controlled by a new promoter region that responds
to a different inducer.
• Inversions occur when a region of DNA flips its orientation with respect to the rest of the

chromosome. An inversion can have the same consequences as a translocation.
• Sometimes large regions of a chromosome are deleted, which can lead to a loss of important genes.
• Sometimes chromosomes can lose track of where they are supposed to go during cell division.

One of the daughter cells will end up with more or less than its share of DNA. This is called a
chromosome nondisjunction. When a new cell gets less or more than its share of DNA, it may have
problems with gene dosage. Fewer or more copies of a gene can affect the amount of gene-encoded
protein present in a cell.

More modest alterations occur at the single base level and are called point mutations. Common
examples and consequences are summarized below:

• A nonsense mutation creates a stop codon where none previously existed. The resulting protein is
thus shortened, which can eliminate functionality.
• A missense mutation changes the amino acid “recipe.” If an AGU is changed to an AGA, the protein

will have an arginine where a serine was meant to go. This amino acid substitution might alter the
shape or properties of the protein. The sickle cell mutation is an example of a missense mutation
occurring on a structural gene. Hemoglobin has two subunits. One subunit is normal in people
with sickle cell disease. The other subunit has the amino acid valine at position 6 in the protein
chain instead of glutamic acid.
• A silent mutation has no effect on protein sequence. Changing one base results in a redundant

codon for a particular amino acid.
• Within a gene, small deletions or insertions of a number of bases not divisible by three will result

in a frame shift. Consider the coding sequence:

AGA UCG ACG UUA AGC→ arginine–serine–threonine–leucine–serine

Inserting a C–G base pair between bases 6 and 7 would generate the following altered code and
amino acid errors following the insertion:

AGA UCG CAC GUU AAG C→ arginine–serine–histidine–valine–lysine

A frame shift could also introduce a stop codon, which would yield an incomplete protein.

and medicinal compounds due to their stability or environmental coping properties (see polymerase
chain reaction, which is discussed later). Eucarya include the cells that compose the human body. One
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Mutations can also alter gene expression. For example, a mutated promoter region may lose the ability
to bind a repressor. Consequently, gene expression always occurs. Such a cell is often called a constitutive
mutant and the gene product is constitutively expressed. Alterations in the sequence that encodes for the
repressor protein could also result in constitutive expression in that the altered repressor protein can no
longer bind to the promoter region and block mRNA synthesis.

1.6 Nucleic Acid Processing Mechanisms and Inspired
Technologies with Medical and Other Impacts

The experiment performed by Avery and colleagues revealed the function of DNA via a natural process
whereby a bacterium imported raw DNA, and after incorporating the DNA into its genetic material,
cellular properties were consequently altered. Today, DNA is routinely inserted into many types of cells
for the purpose of altering what cells do or produce. Cell transformation (bacterial) or transfection
(mammalian) relies on exploiting the many natural DNA uptake, modification, and repair processes that
cells use. This section first reviews the types of enzymes that can alter DNA, and then provides an example
of their use in technological processes.

1.6.1 Nucleic Acid Modification Enzymes

To remain viable and sustain reproduction, cells have to replicate DNA, destroy unwanted RNA, repair
broken DNA strands, eliminate any foreign DNA inserted by viruses, and execute other maintenance
and defense functions. Three important enzymes have been found to enable these functions within cells:
nucleases, ligases, and polymerases.

Nucleases are enzymes that cut both DNA and RNA. These enzymes may be further classified as cutting
both DNA and RNA, DNA-only (DNases), or RNA-only (RNases). Additionally, enzymes that cut strands
of nucleic acids starting at the ends are known as exonucleases. Those enzymes that instead cut only at
internal sites are called endonucleases. Exonucleases have a variety of uses, such as removing unwanted
DNA or RNA. Although some nucleases will cleave nucleic acids indiscriminately, restriction enzymes
are high specificity endonucleases that only cut double-stranded DNA wherever a particular internal base
sequence occurs. Sequence specificity is certainly the greatest strength of this type of nuclease. For example,
the restriction enzyme EcoR I only cuts when the sequence 5′-GAATTC-3′ occurs. When DNA is exposed
to this particular restriction enzyme, double-stranded fragments with sticky ends are formed as shown in

any complimentary base sequence. A given organism tends to have only a few restriction enzymes, and
those few enzymes are generally unique to the organism. However, the wide diversity of organisms that
exist in nature has resulted in the discovery of a large number of different restriction enzymes.

Just as strands of nucleic acids may be cut, they can also be repaired. In fact, the ligase’s functionality
can simply be thought of as the reverse of that of a restriction enzyme. A critical difference, however,
is that the ligase is not site specific. DNA ligase is an enzyme that seals breaks in the sugar–phosphate
backbone that can occur within one strand of a duplex. DNA ligase is thus used to repair broken DNA.

Lastly, DNA polymerase catalyzes the synthesis of duplex DNA from a single strand of DNA when a
primer is used to initiate the process. The primer is simply a short strand of complimentary nucleic acids.
DNA replicates in nature using RNA primers. Once the polymerase has elongated the strand to some
extent, organisms possess a special repair mechanism that removes the RNA primer and replaces it with
DNA. In contrast, DNA replication in the laboratory is usually accomplished by using oligonucleotides

Perhaps one of the most important properties of a polymerase is its fidelity. The possibility always
exists that a noncomplimentary nucleotide can be inadvertently added to an elongating strand. A poly-
merase’s fidelity is defined as the frequency at which wrong nucleotide addition errors occur. Because

Figure 1.6. The ends are called “sticky” because each free single strand end has the ability to base pair with

(DNA primers). How the primer-based synthesis of duplex DNA works is shown in Figure 1.7.
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FIGURE 1.6 Cutting and joining DNA. EcoR I is an example of a restriction endonuclease that cleaves dsDNA at a
specific, internal recognition sequence (shown here as 5′-GAATTC-3′). By contrast, a nonspecific DNA ligase can join
the two complimentary DNA molecules by repairing the sugar–phosphate backbone.

3�–gctatgaagcagaccagaattgtttgcaccatcggaccgaaaaccgaatctgaagagatg–5�

3�–gctatgaagcagaccagaattgtttgcaccatcggaccgaaaaccgaatctgaagagatg–5�

5�–cgatacttcgtctggtctta–3�

5�–cgatacttcgtctggtcttaACAAACGTGGTAGCCTGGCTTTTGGCTTAGACTTCTCTAC–3�

5�–gctatgaagcagaccagaattgtttgcaccatcggaccgaaaaccgaatctgaagagatg–5�

5�–cgatacttcgtctggtctta–3�

dATP, dTTP, dCTP, and dGTP
+

DNA polymerase

FIGURE 1.7 DNA polymerase. PCR is a routine procedure for amplifying DNA. Primers first anneal to a compliment-
ary sequence on the target ssDNA molecule. Next, DNA polymerase synthesizes the remainder of the complimentary
sequence from the four deoxyribonucleotide triphosphates.

of the potentially life-threatening mutations such errors may cause, organisms have an enzymatic proof-
reading mechanism. Although the details may differ slightly between organisms, in general if an incorrect
nucleotide is added, the proof-reading enzymes pause the polymerase, remove the troubled nucleotide,
and then allow the polymerase to continue the elongation process.

1.6.2 Copying DNA in the Laboratory

Many aspects of how cells replicate their DNA can now be reproduced in the laboratory without using
intact cells. When a subset of biomolecular components is used in, for example, a beaker to execute
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a cellular reaction, the reproduced natural process is said to be conducted in vitro (e.g., “in vitro DNA
replication”).

Conducting primer-based, DNA polymerase-catalyzed reactions in vitro is the basis for both gene
amplification and crime scene investigation technologies. One application is the synthesis of a large
quantity of a particular protein. Using in vitro DNA replication, the sequence that encodes the gene for
this desirable protein may be amplified. Obtaining more DNA would enable the insertion of the gene into
a bacterium. Given the relative ease with which bacteria can be cultivated and processed on a large scale,
the exogenous protein may be then produced in a quantity that far exceeds that of the parent organism.
Another use of the technology of gene amplification involves producing both normal and mutated protein
products. Such altered proteins can provide insights on the gene’s properties and the effect of the mutations
of protein’s three-dimensional structure and biological activity.

The laboratory process of amplifying DNA is known as polymerase chain reaction (PCR). To demon-
strate how this process works, consider the amplification of a gene encoded within a fragment of dsDNA
as shown in Figure 1.8. The process begins outside the laboratory by designing a pair of DNA primers.

Start PCR cycle No. 1 PCR cycle No. 2 PCR cycle No. 3

Synthesize
DNA

Melt dsDNA
anneal primers

Synthesize
DNA

Melt dsDNA
anneal primers

Synthesize
DNA

Melt dsDNA
anneal primers

Legend:

Flanking DNA

DNA primer

DNA of interest
(target of amplification)

FIGURE 1.8 Amplification of DNA by PCR. A fragment of DNA may be amplified by means of the PCR. The starting
fragment of double stranded DNA (dsDNA) consists of the sequence of interest as well as flanking sequences. At the
beginning of each cycle, the temperature rises and dsDNA is melted into single stranded DNA (ssDNA). After reducing
the temperature, DNA primers anneal to the sequence of interest. The temperature is elevated to the ideal conditions
for the DNA polymerase and complimentary strands are synthesized. The cycle is repeated until the sequence of
interest has been amplified in great numbers. Any dsDNA, which includes the flanking sequence, will soon become
only a very small percentage of the population. After 20 or more cycles, the dsDNA sequence of interest (circled in
PCR cycle No. 3) will be the dominant product.
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With a design in hand, the primers may then be synthesized using a gene machine, which adds the bases
A, T, G, and T in a user-specified order. As a side note, most scientists typically do not synthesize their
own primers. Rather, they submit a design over the Internet to a commercial supplier who produces and
purifies the primers for a modest fee. Next, a buffered mixture is prepared with the dsDNA fragment
(which is often called the template), the primers, the four deoxyribonucleotide triphosphates (dNTPs),
and DNA polymerase. The mixture is loaded into a thermal cycler, which is a device that precisely con-
trols temperature according to a specified program. A cycle of PCR starts by heating the mixture so that
the individual strands of the dsDNA fragment separate into two single strands of DNA (ssDNA). This
“melting” of the dsDNA is the result of the thermal energy exceeding the strength of the G–C and A–T
associations. The mixture is cooled and the complimentary primer binds to each ssDNA molecule. The
temperature is then elevated to the ideal conditions for the DNA polymerase to function and new DNA
is synthesized, starting from the primer and elongating to the end of template. This marks the end of a
cycle and each dsDNA molecule has been doubled into two new dsDNA molecules. Since PCR is normally
carried out for at least 20 cycles, the product is a million-fold increase over the original starting material.

As mentioned previously, the fidelity of the polymerase determines the frequency at which incorrect
nucleotides will be added to the growing strand of DNA. Although Taq DNA polymerase is widely used
for PCR, it lacks a proof-reading mechanism and will introduce errors after several cycles of amplification.
Any application requiring very low error rates, such as molecular cloning, analysis of rare mutations,
or amplification of very small quantities of template DNA, should use high fidelity polymerases. The
increase in fidelity is due to the presence of proof-reading activity. Several DNA polymerases, including
Pfu and Deep Vent, are commercially available that will greatly minimize incorrect incorporation of
nucleotides. As the name “Deep Vent” suggests, these enzymes are found in Archaea, which illustrates one
technologically important use of molecules found in the organisms that dwell in extreme environments.

PCR and restriction enzymes have many practical uses outside of life science or biotechnology laborat-
ories. DNA from blood, hair follicle, or other samples from evidence gathered in a murder investigation
can be cut with restriction enzymes to produce a fragment profile that has a high probability of belonging
only to one person. Such a fingerprint enables victim identification, or whether the accused is linked to
the blood trail. If the sample from the crime scene is small, PCR can be first used to increase the amount
of DNA prior to treatment with restriction enzymes. Interestingly, the early uses of “DNA” fingerprinting
in the criminal justice system were in appeal cases to exonerate some inmates on “Death Row” as opposed
to strengthening criminal prosecutions.

1.6.3 Basic Bacterial Transformation Techniques

When bacterial cells are manipulated to internalize and use the instructions encoded by a piece of foreign
DNA, the process is known as bacterial transformation. Using bacteria to produce a protein based on
human genetic instructions has many advantages. A historical example is provided by the protein insulin.
Before gaining the means to produce human proteins in microbes, insulin was obtained from animals
that produce a similar protein. Insulin from pigs and cows differ from the human molecule by one and
three amino acids, respectively. Although the animal-derived insulin substitute works, the differences
between the human and animal insulin molecules can result in immune system activation. One adverse
consequence is that a higher dose of the animal-derived insulin is required to offset the effort the immune
system exerts on removing the “foreign” molecule from the body. Now that transformation technology is
readily available, microbes can be used to express the actual human gene directly rather than searching
for a surrogate protein from another species. Additional benefits are bacteria such as E. coli reproduce
quickly and require only basic, inexpensive raw materials, such as glucose and salts. Hence, the production
costs associated with therapeutic production can be managed. Many practitioners use the term “metabolic
engineering” to refer to the directed alteration and management of cellular synthetic machinery for the
purpose of producing a target molecule.

The first step in any transformation is selection of an appropriate host. That is, one must decide which
microorganism will express the exogenous DNA. The choice can play an important role in subsequent
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steps, including the overall success of transformation, the relative ease of purifying the protein product, and
even as basic a concept as whether the microorganism is even capable of producing an active form of the
given protein. Sometimes this choice is an obvious one and on other occasions, it can pose a considerable
challenge.

For the purpose of our example, let us choose the Gram-negative1 microorganism E. coli, which is a
well-known bacteria that is routinely used by many investigators. Although E. coli can be toxic to humans
due to the lipopolysaccharide constituents of its cell wall, numerous strains have been isolated that cannot
propagate in the human body and are generally regarded as safe. Having been studied for many years,
E. coli also offers a great opportunity to utilize a number of proven technologies.

DNA is generally inserted into a microorganism by one of two methods. The exogenous DNA can be
carried on a plasmid or integrated into the host’s chromosome. In either case, the key is that the foreign
DNA utilizes a means of replication as it is transferred from a parent to progeny during cell division.

A plasmid is a closed-circular piece of dsDNA that persists apart from the cell’s chromosome. In nature,
plasmids carry only a small amount of information, such as the genes needed for a cell to survive a particular
environment. When this environmental pressure is removed, the plasmid is no longer needed and the
cells tend to loose the plasmid after several generations. Laboratories often use plasmids that carry a gene-
encoding factor that confers resistance to a particular antibiotic. Therefore, if a cell carries the plasmid,
it can grow in the presence of the antibiotic. Likewise, the plasmid may be lost from the cells if the
antibiotic is removed. Such survivability is an important tool that is routinely exploited when screening
for successful transformants.

By contrast, integration means that the foreign DNA is somehow inserted within the cell’s chromosome,
and thus becomes a permanent part of the genome. The experimental techniques necessary for integration
can be quite varied and challenging, but integration offers a significant advantage over using plasmids for
inserting DNA into a cell. In particular, the integration is generally permanent and the maintenance of
specific environmental conditions is not required for the cell to maintain the foreign DNA. There are
exceptions when the foreign DNA integrated within the genome is lost, but such loss is generally a rare
event.

Although integration may be accomplished by many different means, it frequently shares methods
common to plasmid transformation. Plasmids are a very popular method transformation tool largely
because many plasmids have been well characterized and are easy to manipulate. Since the plasmid is a
vehicle constructed for the purpose of carrying exogenous genes into a cell, a plasmid in the transformation
context is commonly called a vector. As such, our discussion of bacterial transformation will proceed with
a closer examination of plasmids and their use.

Using the human insulin gene as an example, the goals are (1) to insert the foreign insulin-encoding
DNA into a plasmid, and (2) then insert the altered plasmid into E. coli. Let us also presume that the
chosen plasmid includes a gene for survival in the presence of the antibiotic ampicillin. Such a survival
gene will provide a means for screening for and isolating a successful transformant when manipulated
cells are grown in ampicillin-containing growth medium.

an appropriate primer design, the DNA encoding for insulin is amplified and flanked with restriction
sites of our choosing. These restriction sites are a consequence of the primer design. After purifying
the PCR product, the amplified DNA is treated with restriction enzymes, which create sticky ends. The
plasmid is also exposed to the same restriction enzymes. To foster the binding of the complimentary
sequences, the treated insulin-encoding DNA and the plasmid are mixed. Finally, a DNA ligase repairs the
sugar–phosphate backbone, yielding a plasmid that now possesses the human insulin gene.

The new plasmid, carrying the genes for human insulin as well as ampicillin resistance can now
be inserted into E. coli. There are several common insertion techniques, each with their strengths and

1Gram negative and Gram positive refer to whether a stain is lost or retained by microbes after application and
destaining procedures, respectively. The difference in stainability relates to the cell wall structure, which, in turn,
provides a means for contrasting different types of bacteria.

As shown in Figure 1.8, the first step is to amplify the source of human insulin DNA. Using PCR and
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weaknesses. These techniques, in order of relative ease, are heat shock, electroporation, and protoplast
fusion. Furthermore, a cell that has been treated to optimize a given means of DNA uptake is described as
competent.

Although many commercial suppliers offer competent E. coli for heat shock, it is fairly easy to create
such cells in the laboratory. Under appropriate conditions, the bacteria is cultured, harvested, washed, and
finally frozen. In general, bacteria grown in batch cultures will experience a peak ability to uptake foreign
DNA. This peak may be correlated to cell concentration or a particular time point during the growth
and nutrient exhaustion process. Banks exist that can provide many types of competent cells. In other
cases, for a given organism, ample empirical evidence has recorded when such peaks in competence occur.
Other investigators that seek to produce their own competent cells exploit the information published
on peaks.

Frozen competent cells are first thawed and then mixed with a plasmid. After incubating the mixture
on ice for some time, it is quickly exposed to an elevated temperature, which creates small pores in the
cell surface. The plasmid enters the cell through these pores. Thereafter, the pores are quickly closed by
exposure to cold. The cells are then allowed to relax for about an hour to permanently re-seal the pores.
Finally, the cells are spread onto media and incubated overnight. In our example, the plasmid provides
resistance to the antibiotic ampicillin. When ampicillin is added to the growth medium, only cells that
carry the plasmid can survive, which, in turn, provides a useful first step in screening for successful
transformants.

Another method of plasmid insertion into the cell is electroporation. Using competent cells specially
prepared for electroporation, a device called an electroporator exposes the cells to a high strength electric
field. Much like heat shock, electroporation creates pores in the cells’ surface for DNA to enter. From this
point, the methodology is just like that used when heat shock is employed; the cells are allowed to relax,
grow on antibiotic-containing media overnight, and then screened for surviving transformants.

Electroporation routinely provides more successful transformants than heat shock. This can be very
important when working with bacteria that are difficult to transform. Fortunately, E. coli is quite easy to
transform and electroporation is generally not required. Some Gram-positive bacteria like Bacillus subtilis,
a cousin of the agent of the disease anthrax, are easier to transform via electroporation.

Protoplast fusion is the last method to be addressed. It is an old technique that is rarely used today
because it is quite demanding. However, protoplast fusion can be useful when other methods have failed.
Although the details differ from one bacterium to another, the central concept is that the cell wall is
chemically and/or enzymatically removed. The resulting protoplasts, which are spherical cells that lack a
cell wall, are then mixed with plasmid and a chemical, such as polyethylene glycol (PEG). The PEG causes
the protoplasts to fuse with one another, often trapping DNA within the newly formed protoplasts in the
process. The transformed protoplasts are carefully cultured under osmotically controlled conditions to
both regenerate their cell walls and bear the new plasmid. Antibiotic resistance conferred by the plasmid
again facilitates the screening process.

By using antibiotic selection, some of the successfully transformed cells can be isolated. In many cases,
this is the end of the process; namely, E. coli has acquired the instructions for producing a new protein,
such as insulin. In other cases, E. coli is simply used to amplify the DNA further via growing a quantity of
plasmid-containing cells. After processing the amplified DNA isolated from E. coli, the DNA may be used
for transforming another type of cell. Chromosomal integration is a possible end point for plasmid-based
strategies as well. Such integration, if it does not knock out an essential gene, is advantageous because
the new DNA is permanently imbedded in the genome as opposed to be associated with a peripheral
plasmid.

The use of recombinant DNA technology has yielded a number of microbial-produced therapeutics.
The transformed bacteria are grown in specialized vessels called bioreactors or fermenters. The growth
vessel and solution of raw materials and nutrients (growth medium) are first sterilized. Thereafter, a starter
culture of transformed cells is added. As the cells grow, they are supplied with oxygen and nutrients to
foster their growth and to manage their metabolism such that the recombinant gene product is produced
at a high level. A partial listing of products of medical importance is provided in Table 1.2.
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TABLE 1.2 Examples of Products Produced from Transformed
Microbes

Product Medical use

Insulin Diabetes management
Factor VIII Treatment for hemophilia A
Factor IX Treatment for hemophilia B
Human Growth Hormone Treatment of dwarfism
Erythropoietin Treatment of anemia
Tissue Plasminogen Activator Blot clot dissolution
Interferon Augment immune system function

1.6.4 Transfecting Eucaryotic Cells

It is also possible to transfect eucaryotic cells. The steps and strategies can resemble that used to transform
bacterial cells. For example, plasmids can be used to transfect yeast cells. However, additional challenges
can arise due to the compartmental nature of eucaryotic cells. In this case, the foreign DNA to be inserted
has to cross the cell wall and/or membrane and travel through several physical compartments before
the nuclear DNA is encountered. Then, recombination with nuclear DNA must successfully occur before
enzymes that destroy DNA have a chance to diminish the outcome.

It is desirable to perfect eucaryotic transfection for a number of reasons. Some proteins with therapeutic
value have sugar residues attached to them. Such proteins are known as glycosylated proteins. As is
the case for insulin production, it would be beneficial to use cell culture-based processes to produce
specific glycosylated proteins with therapeutic potential. However, glycosylated proteins are not produced
by bacteria, whereas many eucaryotic cells have the synthetic capability to glycosylate proteins. Thus,
a means to efficiently transfect eucaryotic cells such that genetic instructions are provided to produce
specific proteins at a high level while controlling the glycosylation pattern of the protein of interest is
under active investigation. The progress and challenges associated with transfecting eucaryotic cells are
discussed in another chapter in this section.

Another motivation for perfecting eucaryotic cell transformation is driven by many diseases that are
now known to have specific genetic determinants. For example, as noted earlier, sickle cell anemia is the
result of a missense mutation. Therefore, some envision that the genes within humans can be repaired or
replaced to eliminate disease-driving mutations. Gene therapy is the practice of transfecting cells within
the human body for the purpose of remedying genetic-based diseases and pathologies. Researchers are
either attempting to harness the infecting properties of viruses or they are developing particle-based DNA
delivery systems.

To understand further the technology and medical impacts of transfecting eucaryotic cells, an interesting
example of fusing tissue engineering with molecular biology technology to demonstrate a means for
treating human disease was reported by Stephen et al. (2001). Tissue engineers typically seek to replace
diseased tissue with a functional replacement that integrates with the host. In this example, the somewhat
altered goal was to implant cells that integrate with host tissue, and because of the engineered genetic
“programming,” substances are produced by the implanted cells that alter the course of a disease, such as
ovarian cancer.

Mullerian Inhibiting Substance (MIS) was the substance of interest. MIS is a glycoslylated protein that
normally fosters regression of the ducts in the human embryo. MIS has also been found to promote the
regression of ovarian tumor cells; hence, some researchers view MIS as a potentially useful chemothera-
peutic. However, purifying MIS and then targeting delivery to a particular location within the body are
not easy tasks.

The alternative investigated was to implant genetically modified, MIS-producing cells proximal to the
therapeutic’s tissue target. Stephen et al. (2001) explored this strategy in mice with compromised immune
systems. The transfected MIS-producing cells that were implanted into the mice were Chinese Hamster
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Ovary (CHO) cells. CHO cells are commonly used in studies that require transfected cells because much
is known on how to successfully transfect them. Because the immune systems of normal mice would
normally attack CHO cells, mice with suppressed immune systems were used to demonstrate the concept.

Transfected CHO cells were first seeded and grown on polyglycolic acid (PGA) scaffolds. After implant
preparation, the effect of different size implants was investigated. A correspondence was found between
implant size and MIS blood level. Thereafter, human tumor tissue was implanted into different mice, and
the subsequent tumor mass that developed in MIS-producing and untreated mice was measured. The
results were encouraging; tumor proliferation was statistically less significant in MIS-producing mice.

Overall, molecular biology has generated an array of diverse and more effective therapeutics, which
biomedical and biochemical engineers now help to produce and develop administration technologies.
Many new applications await to be developed that can vanquish animal and human diseases in novel ways.

1.7 Computerized Storage and Use of DNA Sequence
Information

The base sequences of the chromosomes of many organisms including humans have been sequenced,
yet, the process of extracting useful information is ongoing. Inferring a functional product encoded by
the sequence of a newly characterized organism requires rapid access to all known sequence information
and the means to make rigorous comparisons. Consequently, a number of resources exist today that enable
the work of scientists and technologists.

The Internet provides a gateway to numerous databases for nucleic acid and protein information. Avail-
able data includes both sequence information and structural details. Listed here are the most prominent
databases used today:

Nucleic Acid Sequences
• National Center for Biotechnology Information

• European Bioinformatics Institute

• Center for Information Biology and DNA Data Bank of Japan

Nucleic Acid Structure
• Nucleic Acid Database

Protein Sequences
• Swiss-Prot and TrEMBL

Protein Structures
• RCSB Protein Data Bank

• Swiss-3DImage

Protein Families and Domains
• Prosite

Software used to analyze data extracted from databases is ever changing and improving. Current applica-
tions are often described on the Web sites of the databases themselves. Descriptions of additional resources
may be found in the literature.

http://www.ncbi.nlm.nih.gov/

http://www.ebi.ac.uk/

http://www.cib.nig.ac.jp/
http://www.ddbj.nig.ac.jp/

http://ndbserver.rutgers.edu/

http://us.expasy.org/sprot/

http://www.rcsb.org/pdb/

http://us.expasy.org/sw3d/

http://us.expasy.org/prosite/

http://www.ncbi.nlm.nih.gov
http://www.ebi.ac.uk
http://www.cib.nig.ac.jp
http://www.ddbj.nig.ac.jp
http://ndbserver.rutgers.edu
http://us.expasy.org
http://www.rcsb.org
http://us.expasy.org
http://us.expasy.org
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1.8 Probing Gene Expression

As reviewed above, we now know how many mechanisms of gene expression operate. Moreover, we
have made major progress on being able to manipulate the genetic inventory of cells as well as which
genes are expressed. Consequently, interest has turned to fathoming how the collection of all gene
expression events relate to each other and corresponds to particular disease conditions or behavioral
traits. For example, some genes may be involved in interactive circuits where gene products interact with
each other or expression occurs when a common set of external stimuli is present. Additionally, some
genes may have alterations that lead to diseases or the loss of circuit function. Elucidating the operating
gene circuits is important for yielding more predictable outcomes for metabolic and tissue engineering.
For example, modifying a gene or inserting a new gene may either have a positive effect or there may
be no effect because an alteration to one component in a circuit is overridden by the imbedded control
mechanisms.

An obvious method for probing gene expression profiles and interrelationships is to analyze for the
product(s) of each gene’s expression. When a given gene encodes for an enzyme, then the protein isolated
from a cell can be analyzed to determine what enzyme activities are present. This traditional method has
significantly contributed to our current knowledge. However, it is labor intensive, and clues on when
genes with unknown function are expressed and thus suggestions on their potential function cannot be
obtained. A global view of how gene expression networks function is also difficult to construct with the
single measurement approach.

1.8.1 DNA Microarrays Profile Many Gene Expression Events

Recall that when a gene is expressed, mRNA is first produced. This working copy of mRNA is then
translated to yield a protein. If one could obtain a “snapshot” of all the mRNAs that are present in a
cell as well as their relative abundance, then one would possess a profile of what genes are currently
expressed and to what extent. The latter assumes that particular mRNA’s abundance is proportional to
the extent a particular gene is expressed. Additionally, if a baseline profile is established for a particular
environmental situation, then one can determine which genes are “up regulated” or “down regulated”
when environmental conditions are changed.

The apparatus for obtaining the mRNA profile described above is commonly referred to as either a DNA
microarray, biochip, or gene array. Different segments of a cell’s DNA are first attached to a surface, such as a
glass slide. A slide can contain thousands of different “spots,” where a different DNA sequence is present
at each spot location, or multiples are used to permit replication. The cells subjected to analysis under
a particular biological or environmental state contain many different mRNAs of varying abundances.
DNA copies of the mRNAs are made using the activity of the enzyme, reverse transcriptase, which is
viral in origin; the enzyme’s activity reverses the Central Dogma in that mRNA → DNA occurs. When
the mRNA-derived DNA copies (complementary DNAs, cDNAs) are introduced to a gene chip, a given
cDNA will bind to surface-bound segment via base-pairing when a significant base-pairing opportunity
is present. The cDNAs are also labeled with a fluorescent dye. Wherever a binding event occurs on the
gene array, a fluorescent spot will appear. Nonfluorescent spots indicate that no match existed between
the surface-bound DNA and mRNA-derived, copy DNA. One interpretation is that the gene encoded
by the surface-bound segment was not expressed under the particular conditions used to propagate
the cells.

There are many experimental designs used. Often, two treatments are applied to a DNA array. In this
case, the cDNAs are obtained from cells grown under two different conditions. The cDNAs obtained from
cells growing in two different conditions are also labeled with different fluorescent dyes. For example,
a bacterium such as E. coli can be grown on two different carbon sources. When grown on one carbon
source, the cDNAs are labeled red. When grown on a different carbon source, the cDNAs of the mRNAs
are labeled green. When the red- and green-labeled cDNAs are applied to DNA arrays, there are four “spot”
coloration results (1) bright spots absent, (2) red spots, (3) green spots, and (4) spots that vary in yellow
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coloration. The first case indicates that some particular genes are not expressed when either carbon source
is used. The second and third cases indicate that different groups of genes are expressed depending on
the carbon source metabolized. The fourth case suggests that some genes are coexpressed. The procedure
just outlined is used for expression analysis because it is the level of mRNA that is analyzed, although
indirectly due to the use of the mRNA → fluorescent DNA copying step. To enable quantification, the
fluorescent intensities are measured with a scanner. Lasers are used to excite the fluorescence and the
image is digitized. Digitization allows for the calculation of intensity ratios.

Another useful application is genome typing. As before, DNA fragments are first spotted on a glass
slide or another surface. However, instead of determining mRNA levels, genomic DNA fragments from
a cell are directly used after they have been tagged with a fluorescent dye. One use of genome typing
is to determine if an organism possesses a gene similar to different, yet more completely characterized
organism. A gene inventory can be built for the less characterized organism because a binding event
suggests that the less characterized organism possesses a gene found in the well-characterized organism.

An example of the output from a gene array experiment is best viewed in color. Examples can be found,
for example, at the Web site managed by the National Center for Biotechnology Information (NCBI)

data. It is suggested that an example be viewed while reading this and other explanatory texts. Other
databases have been developed where researchers archive their array results; other sources are provided in
the reference list.

Ongoing work aims to improve the “chip” technology further. For example, depending on how the
DNA is processed prior to binding to the surface, different false positive and negative results can occur.
Thus, it is important to understand the details of DNA binding reactions in order to minimize confound-
ing results. Another active research direction is to improve how data from such large-scale screening
experiments is processed such that relationships between genes and environmental conditions are clearly
extracted. One basic challenge is represented by the size of the dataset; hundreds or thousands of signals
cannot be interpreted by the unaided human mind; hence, computer-aided statistical methods are used.
Thresholding techniques are often used to include or exclude particular signals from a gene chip and if
done incorrectly, false positive and negatives can result. Finally, the analysis of time series data is of high
interest. Such data can reveal the temporal sequence of how gene circuits operate. Again, large datasets
are used, which presents challenges, and tools used in other fields for model identification from data with
potential inherent uncertainty are being explored for use in this context.
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2.1 Introduction

Bacteria are unicellular, relatively simple, and can double in very short times. These attributes can be
exploited for technological advantage. They are useful for the expression of large quantities of products,
such as proteins and enzymes, as well as small molecules that are not efficiently synthesized in the
laboratory via bio-organic chemistry. Since bacteria lack the posttranslational machinery endogenous to

However, a number of proteins with therapeutic value, such as insulin can be readily produced using
bacteria. We will describe the molecular basis, from a systems viewpoint, for the many technological
achievements already realized using bacteria, as well as those that are likely to see continued research and
development.

2.2 Elements for Expression

In order to utilize bacterial culture as a production system for recombinant products, the cells must be
“genetically engineered” to contain the genes for the products that are desired and the proper control
elements that will allow expression of those products under the chosen conditions. Chapter 1 described
some basic background information on the genetic elements and their function. As previously stated,
plasmid vectors are generally the method-of-choice for inserting a gene of interest into the bacterial cells.
The plasmid DNA is altered to contain the gene for the protein of interest with upstream cognate control

2-1

eukaryotic cells (e.g., glycosylation; see Chapter 1), they are unable to process very complex proteins.
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Mechanisms: structural ; segregational ; downward selective pressure (size of cells)

Structural instability — mutations,
deletions, and recombinations

Segregational instability — plasmid
loss due to plasmid partitioning
upon cell division

Downward selective pressure —
population shift to lower copy
number

FIGURE 2.1 Mechanisms for plasmid loss (instability). Structural instability can lead to plasmid defects; segrega-
tional instability is caused by uneven distribution of plasmids to daughter cells; downward selective pressure is the
combination of segregational and structural instability and the observation that plasmid-free cells grow (and divide)
more quickly (denoted by large cells).

sequences. This plasmid is then inserted or “transformed” into “competent” bacteria. The most common
methods to transform these cells are either through electrical or chemical means. These processes make
the cells competent, which in a sense, open pores in the bacterial membranes big enough to allow entry of
plasmid DNA. Because plasmids are naturally occurring among the Eubacteria, they are readily accepted
by the cells. However, since plasmids are redistributed among the daughter cells upon cell division, there is
a finite probability that the transformed cells are capable of losing or transferring plasmids. Some plasmids
are thought to be randomly distributed to the daughter cells and in these cases, mother cells with few
plasmids will generate daughter cells with no plasmids at a relatively high frequency. For example, if a
dividing cell has just one plasmid, then one of the daughter cells will be born without a plasmid. Once
that cell divides, it begins a process where its own progeny overtake cells with plasmids. Typically, cells
that have more plasmids redirect more of the cellular machinery to functions encoded by the plasmid,
and the cells grow more slowly. A schematic of this process is shown in Figure 2.1.

The loss of the recombinant plasmid must thus be prevented. This can be accomplished by inserting
genetic stability elements, such as genes that encode antibiotic resistance, into the same plasmid as the

was used to identify positive clones. Here the same marker can serve to maintain a productive bioreactor.
If the culture is grown under conditions of selection for a marker, such as in the presence of an antibiotic,
only those cells retaining the plasmid with the resistance gene product will grow and proliferate in the
culture. Another technique to minimize this problem is to use an inducible promoter so that resources
are directed to protein production only after the culture has grown sufficiently. When product expression
is inducible, the cells are less stressed because they are not producing product. Hence, they will be less
likely to lose their plasmids, as reallocated resources are only needed for plasmid DNA replication. Also
important for the expression of our gene of interest is the plasmid copy number, or the number of plasmid
copies per cell or per chromosome. Generally, the higher the copy number, the more product is made, but
there can be a trade-off in that high copy number cells may become overburdened and not grow properly.

gene of interest, and then provide antibiotics in the growth medium. In Chapter 1, the selection marker
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In addition to maintaining the gene of interest on the plasmid, one needs to incorporate genetic
switches that “turn on” or “turn off” expression. Operons are the natural molecular switches used by

“cut” and “pasted” into plasmids using restriction enzymes and ligases (biomolecular scissors and glue,
respectively) to control expression of specific gene sequences that are desired, leading to the expression
of recombinant products. The reconstruction of “controllable” promoters upstream (5′) of a gene of
interest creates an inducible expression system. The best understood operon is the lactose or lac operon (see

operator, and three enzyme genes, lacZ, lacY, and lacA, which code for β-galactosidase, lactose permease,
and galactoside transacetylase, respectively. Incidentally, genes are italicized and lowercase when written;
proteins are capitalized and not italicized (e.g., LacZ for β-galactosidase). Lactose, as the inducer, binds the
repressor preventing binding of the repressor to the operator, allowing transcription by RNA polymerase.

In the prior chapter, it was noted that sometimes more than inducer or repressor binding to an operator
can be involved with turning genes on or off. Catabolite repression is one classic example that occurs at
the lac promoter site. In the absence of the preferred carbon source, such as glucose, the intracellular
cyclic AMP (cAMP) level rises. The rise reflects a deficiency in the usual molecular source of energy used
to drive biosynthetic reactions, ATP. The cAMP complexes with CAP (“catabolite gene activator protein”
or also called “cAMP Repressor Protein,” CRP) to bind to the promoter, which further enhances RNA
polymerase binding, and amplifies transcription and translation of the three enzymes. This can be a
problem in industrial fermentations where glucose is used as the principal carbon source: when glucose
is present there is little production of the desired protein.

Industrial utilization of the lac operon has been tailored, therefore, for controlled expression of proteins.
Part of the lac promoter sequence (−10 region), which provides for lac induction is included; but the−35
region is taken from the tryptophan operon because it is not subject to catabolite repression. The com-
bination, tac, is reportedly ten times stronger than the native lac sequence. A gratuitous (nonmetabolized)
inducer, IPTG (isopropyl-β-d-thiogalactopyranoside), has been shown to act as an effective inducer for
this hybrid system.

2.3 A Cell-to-Cell Communications Operon

Many operons have been studied that take queues from the environment or other parts of the cell and
modulate protein expression at the level of transcription. Some of these are simple sugars, such as lactose
for the lac operon, but other operons involve different small molecules in their control architectures.
Another example has to do with all out cell warfare: survival of microbes that live in a symbiotic relationship
with squid [1,2]. It turns out that the nocturnal Hawaiian bobtail squid emits light downwards through
its mantle cavity and, by matching the intensity of the moon- and starlight above, the squid becomes
invisible to other predators below. The adult squid is ∼2 cm long and some very interesting photos are
found in Fuqua and Greenberg [1]. How does this squid make light? There is a Vibrio fischeri light organ
close to the ink sac within the mantle cavity of the animal. This light organ contains∼1011 Vibrio fischeri
cells per milliliter, and these Vibrio actually make the light by the expressing light emitting genes denoted
lux (as per the Latin saying “fiat lux: let there be light”). So, in the absence of the Vibrio, the squid (and
the Vibrio) would be swallowed up by large fish.

The lux genes are transcribed in an operon that responds to another small molecule, 3-oxo-C6-HSL
(which is an acylated homoserine lactone [HSL]), one of a family of HSLs that stimulate gene expression
in many different bacteria. The interesting part of this phenomenon is that as the cells accumulate (like
in the mantle cavity of the bobtail squid), they secrete HSLs that act as autoinducers (AI), which in
turn, accumulate in concentration. As the autoinducer concentration reaches a critical point, the bacteria
all respond in a multicellular coordinated fashion: they emit light! To accomplish this, the HSLs bind
to cognate transcriptional activators, which then stimulate expression of the lux genes. The lux gene
products use ATP and luciferin to produce small quantities of light. This process was given the name

prokaryotic organisms to control expression of genes (see Figure 1.3). These natural segments can be

http://web.mit.edu/esgbio/www/pge/lac.html). It consists of genes for the repressor protein, promoter,

http://web.mit.edu
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“quorum sensing”by Greenberg, who recognized that a certain number of bacteria (or, more appropriately,
a certain concentration of its secreted autoinducer), was needed for a formal “vote.”

The lux genes proved interesting from the perspective of the operon structure and the need to elucidate
mechanisms by which bacteria respond to queues from their microenvironment. They are also interesting
because they serve as markers of gene expression. That is, because the protein products of lux genes are
easily seen (quantified), they are used as reporters of gene transcription. LacZ, from the lac operon, is
another often used marker of gene expression. In order to delineate the function of gene sequences that
putatively serve as promoters, operators, initiation sites, etc., marker genes are often included downstream
of the DNA regulatory sequence in question. Then, expression of the marker is quantitatively compared,
reflecting the strength of the promoter region under study.

2.4 Marker Proteins

Marker proteins have been used as vital tool in the study of bacterial systems and have also been used to
evaluate the production of recombinant products from them. These markers make use of nature’s diversity
for specific purposes. Marker proteins are easily detected and measured. Markers allow us to assess what’s
happening in cells at the protein level. They also provide a measure of localized gene expression. They are
inserted in series or in parallel in plasmid expression vectors to monitor the level of expression from the
system and promoter. Common markers include β-galactosidase, green fluorescent protein (GFP), and
dsRed. The use of protein markers accelerated during the late 1990s due, in large part, to the exquisite
attributes of green fluorescent protein (reviewed in March et al. [3]). GFP requires no cofactors (such
as ATP for lux genes) and no substrates (such as X-gal for lacZ). GFP can be readily visualized from
within cells and tissues because it absorbs light in the UV/blue/violet range and emits it back at a longer
wavelength, green. This is the basic premise of fluorescence. In the case of GFP, a simple photodiode
detector can be used to quantify the level of its fluorescence [4].

Green fluorescent protein has been used to study gene regulation. It has been used to evaluate local-
ization of proteins within cells. It has been used to visualize phagocytosis, where big cells (such as white
blood cells in humans) devour little cells, such as microbes, swimming around in our blood stream. GFP
has also been used to mark product protein synthesis in a host of organisms, from bacteria to insect

in caterpillars.
In the bacterial systems world, GFP has also been used to indicate both high and low oxygen tension in

bioreactors. That is, the bacteria are transformed into mini cell-based sensors. In the case of high oxygen,
DNA and protein damage can result due to the elicitation of oxygen radicals and reactive oxygen species
(ROS), such as hydrogen peroxide. By inserting the gfp gene downstream of an ROS sensitive promoter,
cells that become exposed to ROS synthesize GFP. This is readily detected by a GFP-specific optical probe
that can be inserted into the fermentor. In this way, one can use the fluorescence measurement as an
indicator of the cell’s physiology.

It is common in industrial fermentations to use hardwired analytical instrumentation to monitor reactor
conditions, such as temperature, pH, and oxygen. But, it is only in the most recent years, that bioprocess
engineers have begun to examine the responses of the cells as indicators of their own microenvironments.
Thus, one might typically equip a bioreactor with one (or several) oxygen probes, but this indicates the
oxygen level in the liquid at the precise location of the probe. The cells, however, are constantly circulating
in and out of spatially restricted areas like those near baffles, or areas of high shear rate like near the

By measuring their physiological response to oxygen, we learn more about the actual environment they
experience. Hence we can develop more sophisticated process control schemes, tank and impeller designs,
and even tailor host cells and protein expression vectors, that are designed to meet the physiological
demands of the cells when they produce products.

impellers. They might also pass by a feed tube, or the oxygenating air sparging ring (see Figure 2.2).

larvae. Some interesting photos are available at www.chesapeakeperl.com, a company that makes proteins

http://www.c-perl.com
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Glucose feed
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Fluid flow
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Baffle

FIGURE 2.2 Schematic of a bioreactor. Oxygen is introduced to reactor at the air sparger. Bubbles are sheared at
the impellers and entrained in the liquid, which impinges on the vessel walls and then is forced to circulate vertically.
A well-mixed reactor has few “dead” or “stagnant” regions where circulation is minimal.

2.5 Growth of Bacterial Cultures

One of the advantages of using bacteria to make products is their rapid doubling time. Bacteria reproduce
by binary fission: one becomes two, two become four, etc. The time over which the cells undergo a
generation is also known as the doubling time. The number of cells, growing under binary fission,
continually increases in an exponential manner. Thus, if a cell is making a protein and the cell grows
exponentially, one can get copious quantities of protein in a short time.

Bacterial cultures are typically grown in liquid medium. Once inoculation occurs, the cells’ growth can

the cells are adapting to the new environment and the cell number does not increase significantly. The
next phase, called exponential or logarithmic growth phase, occurs when the cells are dividing rapidly
and the cell mass and cell number are increasing exponentially. Here, the doubling time (τD), or time it
takes the cell mass to double, is about 20 min for rapidly growing E. coli. The growth rate of exponentially
growing cultures can be determined mathematically using the equation ln(X/X0) = µ(t − t0) where X
and X0 are the cell concentrations at time t and time t0, and µ is the specific growth rate in units of inverse
time. The growth rate can also be determined graphically by plotting the logarithm (natural log scale) of
the cell number data during this phase against time, the slope of the straight line will be the growth rate.
The third phase of growth in a bacterial cell culture is the stationary phase where either nutrients become
limiting or waste products become inhibiting. Here, the net growth rate becomes zero as the growth
and death rates equal each other. Secondary metabolism may occur during this time, where nongrowth
associated products and building blocks for survival in the changing environment are produced. When
the cells finally succumb to the nutrient depleted conditions, they enter the death phase, where the cell
number and optical density (measured as light absorbance in the visible region) actually decline.

The environment for growth of bacterial cultures must be carefully controlled to minimize the lag
and stationary phases. This can be accomplished by increasing the inoculum size to increase the initial
cell number and reduce the amount of time it takes for doubling of the culture to become apparent.
If a low inoculum size is used, an extended “apparent” lag phase may just be due to the small number
of cells which may be doubling, but do not register as a significant increase by the methods used to

generally be described by a set of growth phases (see Figure 2.3). These begin with the lag phase, where
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FIGURE 2.3 Phases of bacterial cell growth. After inoculation, cells adapt to their new environment during the
lag phase, grow rapidly by regular binary fission during the exponential phase, stop growing from nutrient limitation
during the stationary phase, then eventually die (death phase).

measure cell number. One can also ensure that the cells used in the inoculum are themselves growing
exponentially. Then they will adapt more quickly to their new environment. The stationary phase can also
be delayed, to maintain a longer exponential growth phase, by ensuring the culture environment through
precise control of culture parameters, such as dissolved oxygen, pH, and temperature and also through
appropriate medium exchange, which will provide all the necessary nutrients and remove any harmful
waste products which may inhibit growth of the cells.

When growing bacteria to produce recombinant proteins, one of the most critical aspects is oxygen
transfer. Typically this is a problem because the solubility of oxygen in water (or growth media) is very
low. Cells utilize what is dissolved in the liquid and bacterial cells (which grow rapidly) use this oxygen
at a very high rate. Hence, it is vital to deliver oxygen to the liquid phase at a rate that at least matches
the bacterial consumption rate. The transport of oxygen is proportional to the driving force for mass
transfer (concentration difference between the level of O2 in the water at saturation and current O2 level).
The proportionality constant, the volumetric oxygen transfer coefficient from the gas to liquid interface,
is denoted kLa. This constant contains both a liquid film intrinsic rate constant, kL(e.g., h−1), and an
interfacial area per unit volume, a (e.g., cm2/cm3 = cm−1), over which the transport from the gas to liquid
phases occurs. Aeration is most commonly achieved by sparging the liquid medium through tubing and
other distribution devices having small orifices. Bubbles are generated in the liquid medium providing
surface area for mass transfer surface. The impeller is typically located just above the sparger, this is the
main distributor of oxygen because it shreds bubbles into tiny droplets of high surface area to volume
ratio, a parameter that needs to be maximized for effective transfer. Hence, bubble creation, sizing, and
distribution are all key to oxygen mass transfer in any given bioreactor.

Importantly, as the scale of a fermentation process increases (from lab to production), the height
to diameter ratio of the bioreactor is often kept constant in the range of 1 : 2 to 1 : 3, and this means
that the surface area to volume ratio of the entire reactor dramatically decreases at higher volumes. It
then becomes even more important to understand the physical reactor system and the methods used to
attain high levels of dissolved oxygen, as well as the interplay between the physical reactor and the cell
physiology. Oxygen is important because bacterial metabolism is exquisitely controlled, as noted with
respect to ROS. At times cell responses can so dramatically influence physiology, that the cells become
completely nonproductive from a product standpoint. That is, depending on the insult, a cell response
can influence many cellular activities.

The heat shock response, for example, is a well characterized physiological response in that many
molecules have been identified that are either upregulated or downregulated due to the specific
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environmental insult (a rapidly increased temperature). The players that are changed include proteases
(enzymes that digest proteins), chaperones (proteins that help fold proteins), transcription factors, as well
as components of cell synthesis machinery [5]. In general, the cells rearrange or adapt their physiology
for enhanced survival in the new condition. One of the key upregulated elements is the heat shock tran-
scription factor, sigma 32 (σ 32). As noted previously (e.g., bacterial autoinducers, HSLs), transcription is
modulated by small molecule effectors that bind to cognate transcription factors, such as repressors and
activators. One of the other vital components of bacterial transcription is the sigma factor, a protein that
helps the polymerase bind to the specific initiation sites in order to carry out transcription. E. coli have
seven sigma factors, each responsible for a specific regulatory domain. The sigma factor is thus a part of
the transcriptional polymerase holoenzyme. Under normal conditions, bacteria use sigma factor 70 (σ 70)

to target transcription of normal housekeeping genes. Under heat shock, σ 32 overrides σ 70, and serves to
amplify transcription of heat shock genes. The protein products of these genes are collectively known as
heat shock proteins (hsps), and are coordinately regulated by (σ 32). When cells overexpress recombinant
protein, a “stress” response results, similar but not identical to the heat shock response. When genes are
coordinately regulated, they constitute a regulon, which will be described in more detail in Section 2.6.

2.6 Regulons

The regulon consists of genes that are not necessarily located near each other in the genome nor do they
necessarily have the same promoter/operator elements. The heat shock response regulon is a primary
example whereby, in response to a sudden stress, such as a rise in temperature, the regulon initiates
production of certain proteins at a higher (or lower) level than normal. Another regulon is associated
with HSL-mediated quorum sensing: a series of proteins are up or downregulated in direct response to a
particular queue. Understanding regulons, and how they interact, is an emerging area of systems biology.
For example, a sigma factor associated with nutrient limitation,σ S , is known to influence levels of proteins
that also play a role in the heat shock response.

An effective way to characterize operons, regulons, and their role within the stoichiometry of bacterial
metabolism is to refer to the interactions as genetic circuits. For example, in Salmonella, Bassler and
coworkers [6] recently discovered that the uptake mechanism of the quorum sensing autoinducer was
itself regulated by AI-2. Thus, the cells make autoinducer AI-2 in one biosynthesis pathway and they use
this autoinducer to regulate its own uptake from the extracellular media by modulating transcription of
the uptake genes. This constitutes a small genetic circuit. Interestingly, glucose (which plays a huge role
in physiology) seems to play a direct role in quorum sensing. That is, CRP directly binds to the promoter
region of lsr genes and modulates their transcription. Previous researchers had already shown that the
bacterial autoinducer AI-2 regulates genes in other bacteria. Thus, it has become apparent that quorum
circuitry and glucose circuitry intersect, and these intersections are not confined to E. coli, but rather are
conserved among many bacteria.

Understanding the underpinning regulation of gene transcription in bacteria is important if we are to
exploit their tremendous biosynthetic potential. Understanding the mapping of regulation onto metabolic
pathways is important for generating microbial and eukaryotic systems that produce products. Manipu-

referred to as metabolic engineering [7]. By altering existing pathways and augmenting cells with nonnat-
ive enzymatic capabilities, metabolic engineers have created microbes that make new products, including
even plastics.

In bioreactors, cells damaged by high doses of oxygen that form radicals, peroxide, etc., upregulate
stress related proteins that, in turn, have been exquisitely tailored and designed to deal with the high
oxygen. Among the proteins that deal with oxygen transfer are peroxide scavengers, such as superoxide
dismutase (SOD) and oxygen carriers, such as bacterial hemoglobin. In a metabolic engineering application,
Stark and coworkers [8] transformed E. coli with hemoglobin from Vitreoscilla and after cultivating them
at high cell density in an environment not noted for good oxygen transfer, they found increased product

lating metabolic flow using recombinant DNA techniques, as pointed out in Chapter 1, is now commonly
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production. By metabolically engineering the cells, they transformed the oxygen genetic circuit into a
positive regulatory element for increasing protein production when the cells were grown deprived of
oxygen.

As noted above, some physiological and metabolic elements are tightly coordinated. This is not always
the case. In fact, it is more likely that any two given elements are only loosely linked, even when they are
directly connected by biochemical pathways. In this way, Nature’s regulatory and control mechanisms can
fine-tune systems to meet widely varied conditions that are typically experienced by the cells. Glycolysis,
for example, is only loosely tied to the tricarboxylic acid cycle (TCA cycle), even though they are directly

brought into the cell and catabolized into three carbon sugars, such as pyruvate. Pyruvate is then converted
to acetyl-CoA, which is brought into the TCA cycle. This circular pathway yields many compounds
including CO2, ATP, and chemical reducing potential in the form of NADH. The NADH is recycled
to NAD+, with concomitant generation of ATP, during respiration (oxidative phosphorylation). Glucose
uptake can actually exceed the electron transfer capacity of respiration, particularly if cells are grown in a
rich growth medium containing high amounts of glucose. A result is the overflow of semi-oxidized sugars,
such as acetate [9]. Metabolic engineering efforts to direct control of glycolysis and respiration have led
to reduced acetate and higher product yields.

The desire to understand rates of material flow through metabolic pathways has received the attention
of many researchers seeking to quantitatively describe cell physiology. Metabolic Flux Analysis [10,11],
Metabolic Control Analysis [12], and several other mathematical techniques have been successfully applied
to bacterial systems for the external manipulation of metabolic activities, including synthesis of nonnative
compounds of commercial interest.

2.7 Engineering the System

As might be inferred from above, altering pathways for specific purposes requires first, a prelimin-
ary understanding of the interconnectedness of the pathway in question with other pathways. Then,
one needs to understand the regulation of the flux through the pathway. Neither of these is trivial.

the system.
Suppose material A moves down a path where it will be converted to either B or C, the specific direction

decided by access to one of two enzymes (e1 2

common to explain reaction kinetics by referring to reactants and products as“A,”“B,”or“C,”etc. In the bio-
chemical pathway for autoinducer AI-2 synthesis,“A,”“B,” and “C,” might represent S-adenosylmethionine
(SAM), S-adenosylhomocysteine (SAH), and S-ribosylhomocysteine (SRH), respectively. By incorporat-
ing the gene for enzyme, e1, on a plasmid and by transforming the plasmid into the host bacteria, one
can increase the level of enzyme, e1, with the hope that it will increase the flux of material through that
enzymatic pathway. This is, by far, the most common route for metabolically engineering the system.
Another tack is to mutate the gene for e2 (using one or more of the techniques from the last chapter) so
that it is either of diminished activity or completely ablated. Under this scenario, the flux must proceed
along enzyme, e1. Again, this technique works extremely well, particularly for systems where there are few
target enzymes or proteins that need to be mutated. Many examples have been developed for altering small
molecule synthesis, such as decreased acetate production from E. coli. Another excellent example, that has
to do with macromolecule synthesis, is the mutation of proteases that degrade recombinant proteins [13],
so that overexpression of proteins is met with a less severe cell response (at least one devoid of product
degrading proteases!). In general, however, this seemingly simple manipulation is met with unexpected
cell responses. Such pleiotropy is common and is beginning to be elucidated, in large part because of
the emerging experimental techniques that are used to understand cell physiology at the systems level
(e.g., DNA microarrays from Chapter 1).

or e ) (see Figure 2.4). In chemical reaction engineering, it is

linked biochemically (see http://web.mit.edu/esgbio/www/glycolysis/dir.html). In glycolysis, glucose is

Databases, such as KEGG (http://www.genome.ad.jp/kegg/), EcoCyc (http://ecocyc.org/), and NRCAM
(http://www.nrcam.uchc.edu/) can help. Ultimately, one needs molecular tools to appropriately engineer

http://web.mit.edu
http://www.genome.ad.jp
http://ecocyc.org
http://www.nrcam.uchc.edu
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FIGURE 2.4 Pathway engineered to increase yield of compound “B.” Normally (upper panel), flux of A proceeds
through both enzymes e1 and e2, to produce B and C, respectively. By augmenting cells with additional e1, or by
deleting or downregulating e2, one can increase yield of B (lower panel).

In summary, bacterial systems are the workhorse of modern biotechnology. The tools exist for their
genetic manipulation. Also, industrial bioreactors attempt to create microenvironments suitable for
bacterial growth and product expression. Through the exploitation of their rapid growth rates and biosyn-
thetic capabilities, bacteria have served as miniature cell “factories” for the synthesis of many products and
processes that are already on the market. With a more comprehensive understanding of their biosynthetic
and biodegradative pathways (as well as their regulation!), next generation processes and products will
certainly come to fruition.
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3.1 Expression in Mammalian Cells

3.1.1 Introduction

Mammalian cells, like bacterial hosts, can be engineered to produce various types of recombinant proteins
including secreted proteins, such as monoclonal antibodies or growth factors; intracellular proteins such
as enzymes; and membrane proteins such as growth factor receptors. Mammalian expression systems
offer numerous advantages over the use of bacteria, yeast, or insect cells for the production of complex
recombinant proteins of human or mammalian origin. Mammalian cells can generate fully functional
mammalian recombinant proteins including correct folding and proper posttranslational modifications
such as disulfide bond formation, prenylation, carboxylation, and phosphorylation. Of special note is
the capacity for certain mammalian cell lines to perform glycosylational modifications very similar to
those obtained in humans. As a result, secreted and membrane glycoproteins generated by mammalian
cells are not recognized as foreign by the human immune system and will remain in the circulatory
system for extended periods. In addition, mammalian cells readily secrete some recombinant proteins,
allowing for ease of isolation of the product from the surrounding culture medium. In contrast, many
bacterial systems require intracellular expression and the attendant purification and refolding of proteins
from cell lysates. Regardless of the type of recombinant protein being produced, expression is dependent
upon multiple factors. These include factors at the level of the DNA, including gene copy number or
insertion site in the genome, at the level of RNA , such as mRNA processing and stability, and polypeptide
considerations, such as folding, transport, processing, and stability. In order to generate the product
of interest, many facets of cell line development can be considered, including vector design, the use of

3-1
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inducible systems, type of mammalian cell lines, transfection methods, transient vs. stable transfection,
selection, and single cell cloning. These facets are discussed in greater detail later.

3.1.2 Vector Design

Mammalian expression vectors can be classified into two main categories: viral vectors and plasmid vectors.
Viral vectors are usually inactivated viruses engineered to code for a foreign gene of interest, whereas
plasmids are circular DNA elements containing prokaryotic, eukaryotic, and viral DNA. The initial gene
manipulation steps with plasmid vectors are performed in bacteria due to the ease of performing genetic
engineering techniques in these hosts. Prokaryotic sequences are necessary for replication of the plasmid
in the bacterial hosts, but, the target gene of interest is not expressed. Instead, viral and eukaryotic
sequences control transcription of a selectable marker gene and the gene encoding the product of interest
once the vector is inserted into the mammalian host. The vectors are generally classified with respect
to the viral backbone used as the basis for construction. Some examples of viral backbones include
adeno, herpes simplex, SV40, and vaccinia, all of which are useful in a broad array of mammalian
cell types.

Viral vectors allow for efficient transfer of foreign DNA into the host cell through the production
of infectious virus particles. The viral delivery system is typically a defective virus, which contains the
sequence for the gene of interest under the control of a viral promoter. The defective virus is incapable of
replicating without the aid of a helper cell line containing the genes coding for the structural proteins that
allow for the packaging of the recombinant progeny virus. Recombinant vaccinia virus and alphaviruses,
of which Sindbis virus and Semliki Forest virus are the most common, are examples of viral expression
systems useful for high-level transient expression. Both vaccinia virus and alphavirus systems are operative
in a broad range of cell lines; however, cell death is rapidly observed following infection. Adenovirus,
adeno-associated virus, and retrovirus all provide longer-term, lower-level expression. Adeno-associated
virus will infect a more versatile range of cells while randomly integrating into the host cell’s genome in
contrast to adenovirus, which displays site-specific integration into chromosome 19. The multiplicity of
infection, the condition of the cells and culture at the time of infection, and the promoter driving the
foreign gene all play an important role in protein production regardless of the type of viral vector used.
In addition, although viral vectors provide a convenient method for production in many cell types, the
use of this system for the generation of commercial production cell lines may raise serious regulatory
concerns.

Plasmid vectors are composed of multiple elements as shown in Figure 3.1. These components typically
include a strong promoter located upstream of the 5′ ATG start codon for the DNA coding for a foreign
gene of interest and a polyadenylation sequence (poly A tail) located downstream from the 3′ stop codon

Bacterial origin
of replication

Mammalian promoter

Multiple cloning site
for target gene

Poly A tail

Mammalian antibiotic
resistance gene

Bacterial antibiotic
resistance gene

FIGURE 3.1 Typical mammalian expression vector.
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of the foreign gene. A polylinker sequence comprising numerous restriction enzyme sites is present in
many plasmids allowing for ease of insertion of different target DNA sequences in between the promoter
and polyadenylation sequence. A second promoter and polyadenylation sequence is present to control
transcription of a selectable marker such as an antibiotic resistance gene. Promoters may be derived from
either viruses or cellular genes. Some of the most common constitutive viral promoters are SV40 early,
cytomegalovirus (CMV) immediate early, and adenovirus major late (AdMLP). In addition, promoters
have originated from such cellular genes as heat shock protein (HSP) and immunoglobulins (Ig). Poly-
adenylation sequences, which are necessary for the termination and polyadenylation of the transcribed
mRNA, also have been derived from the SV40 genome and Ig genes. Numerous selectable markers, dis-
cussed in detail later in the text, exist that either offer cytotoxic drug resistance or encode for a metabolic
gene. Additional components that may be added to plasmids include Kozak sequences, which promote
efficient translation of the adjoining foreign DNA; enhancers, which are cis-acting DNA sequences to pro-
mote transcription; and introns, which may increase the expression level of the foreign DNA. In addition
to the above eukaryotic expression components, plasmids also include an origin of replication (ori) and a
bacterial selection marker, such as ampicillin or kanamycin, in order to allow for propagation and cloning
in a bacterial host, usually Escherichia coli.

Sometimes it is desirable to coexpress multiple genes in a mammalian cell line, in which case cells may
be transfected with either multiple plasmids, each coding for a different foreign gene, a single plasmid
containing multiple promoters and gene insertion sites, or a polycistronic plasmid. A polycistronic plasmid
contains two (dicistronic), three (tricistronic), or four (quatrocistronic) genes under the control of one
promoter. In this system, a single mRNA transcript is produced with only the first cistron, or gene,
translated in a cap-dependent manner. Prior to each subsequent gene, an internal ribosome entry site
(IRES) is inserted. Consequently, the IRES element initiates translation of each subsequent cistron. The
most common IRES elements used are those derived from encephalomyocarditis virus or poliovirus.
Variations in the expression level among the coexpressed genes are observed in this system and may be
attributed to the foreign gene and the IRES element used. In those instances when the final gene is a
selection marker, weakening of translation initiation allows for an elevation in expression level of the gene
of interest. In addition, upon the creation of a stable cell line, the use of a selectable marker 3′ to the
foreign gene should result in foreign gene expression in all surviving selected colonies. For example, when
neomycin phosphotransferase selection was used downstream of the gene coding for human 5-HTI1Da
serotonin receptor and the encephalomyocarditis IRES, all clonal cell lines expressed similar levels of the
receptor [1].

Most plasmids will integrate randomly into the host chromosome. However, a key problem that arises
to restrict gene expression is the insertion of the foreign DNA into an inactive region of the chromosome.
To combat this dilemma, site-specific recombinases have been studied to target the integration of foreign
DNA into specific, active chromosomal areas. The family of site-specific recombinases, which catalyzes
the inclusion or exclusion of DNA fragments in a chromosome, comprises several members including Cre,
Flp, HP1, and XerD. All four of these enzymes recognize unique nucleic acid sequences composed of two
palindromic sequences sandwiched around a DNA core. However, the recognition sites generally do not
occur naturally in eukaryotes; therefore, the host cell’s genome must be altered to include the recognition
site. Then transfection of the recombinase and foreign gene may be performed, resulting in site-specific
recombination.

Although the majority of plasmid vectors have the capability to insert into the genome of the host cell
posttransfection, there are instances in which integration is not desired. For these applications, a type
of vector called the episomal vector may be used. An episomal vector has been developed based on the
Epstein–Barr virus (EBV) that allows for production of a foreign gene while being maintained within
the nucleus separate from the host cell’s genome. Advantages of this type of system include the insertion
of large stretches of foreign DNA into the vector and the consequent production of protein independent
from integration site variability. In one example, an episomal vector was generated with a tricistronic
system that provided for the expression of blue, green, and yellow fluorescent proteins simultaneously in
a stably transfected 293 cell line [2].
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3.1.3 Inducible Systems

The ability to regulate foreign gene expression in a cell offers the capability to express proteins that are
cytotoxic to the cell and alternatively to study the function of a particular foreign gene in a mammalian cell
line. An ideal inducible system should possess the following characteristics (1) minimal or no expression of
the foreign gene in the absence of inducer, (2) high gene expression in the presence of inducer, (3) a rapid
response rate to the addition and removal of inducer, (4) a repeatable response to the addition and removal
of inducer, and (5) no pleiotropic effects upon induction. Numerous inducible vector systems are used
that exploit endogenous or modified cellular promoters that respond to exogenous stresses or signals,
such as metal ions, steroid hormones, cytokines, hypoxia, and heat shock. The problem with many of
these systems is that they are of mammalian origin; consequently, there are pleiotropic effects in which
other cellular genes also will be induced, confounding experimental results. This lack of selectivity of these
promoters has been addressed through mutation of the cellular elements or the use of nonmammalian
systems. Examples of improved inducible systems include the RU486/mifepristone inducible system, the
FK506/rapamycin inducible system, the tetracycline inducible system, and the ecdysone inducible system.

inducible promoters.
Ecdysone, a Drosophila melanogaster steroid hormone, targets its respective ecdysone receptor (EcR).

Upon dimerization of this receptor to the product of the Drosophila ultraspiracle gene (USP), the het-
erodimer functions as an ecdysone-dependent transcriptional activator. In order to create an ecdysone
inducible system, the EcR and USP genes are transfected into a mammalian cell line of interest. Next,
or in concert, a foreign gene of interest is introduced into the mammalian cells under the control of an
EcR-USP sensitive transcriptional activator (Figure 3.2, Part I). In the absence of any inducer, transcrip-
tion is repressed (Part IIa). However, addition of the inducer, ecdysone, or analogs such as muristerone A,
results in binding of the inducer to the EcR-USP complex and subsequent activation of transcription
(Part IIb) [3,4]. Improvements to the 3-fold induction observed in the original system have been made
that have successfully increased foreign gene expression following induction. The use of the retinoic X
receptor (RXR), the mammalian homolog to USP, in the heterodimer with EcR improved responsive-
ness of induction 34-fold and creating an EcR/GR hybrid by replacing EcR’s N-terminal transactivation
domain with the corresponding domain of the glucocorticoid receptor led to a 3- to 11-fold induction [5].
However, the most potent induction observed by these researchers involved the use of another EcR hybrid
containing the VP16 activation domain in conjunction with RXR giving a 212-fold induction [5]. Since
this early work, even greater improvements have been made including a 8900-fold induction observed in
a two-hybrid system at 48 h postinduction [6]. Benefits of the ecdysone inducible system include the lack
of toxicity of ecdysone, minimal basal expression by the promoter when not induced, and lack of EcR
homologs in mammalian cell lines.

3.1.4 Cell Lines

Numerous cell lines have been developed for the purpose of recombinant protein expression; however,
several cell lines have dominated the field. Chinese hamster ovary (CHO), NSO and SP2/0 murine myel-
oma, human embryonic kidney (HEK293), and COS cell lines are popular choices. HeLa, BHK, YB2/0,
and PerC6 are several other available options that are not discussed in detail here. Several of these cell
lines can be grown in attachment-dependent monolayers or suspension cultures. For large-scale culture,
cell suspension is preferred.

Generally, Chinese hamster ovary cells are used as either CHO-K1 cells or as dhfr− cells for the gen-
eration of stable cell lines. The original dhfr− cell line was developed by Dr. Lawrence Chasin through
the mutagenesis and selection of the CHO-K1 line [7]. Cells were selected based on their inability to pro-
duce dihydrofolate reductase, an enzyme necessary for the conversion of folate to tetrahydrofolate. From
this early work, the CHO dhfr-deficient cell lines, DG44 and DXB11, have been generated as expression
systems that take advantage of the lack of endogenous dhfr expression in conjunction with sequential

The ecdysone inducible expression system, as shown in Figure 3.2, is described in detail as an example of
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FIGURE 3.2 Ecdysone inducible mammalian expression system. Part I: Components of the transfection system.
Part II(a): Uninduced system, (b): Induction of gene expression by addition of inducing agent.

methotrexate selection following transfection to amplify the copy number of the foreign gene of interest.
Gene amplification is a survival tactic for the mammalian cells since the transfected and incorporated
plasmid also contains the DHFR gene to overcome methotrexate selection by a mechanism described in
detail in a later section. Because inhibition of the cytotoxic agent, methotrexate, occurs stoichiometrically,
the cells will increase their copy numbers to overcome the effects of the drug.

Expression in NSO cells gained importance with the discovery that because NSO cells express exceed-
ingly low levels of glutamine synthetase (GS), the GS gene used in combination with glutamine-free
medium and the GS inhibitor, methionine sulfoximine, can be used to generate cell lines expressing high
levels of foreign proteins [8]. GS is an enzyme responsible for the production of glutamine from ammonia
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and glutamate. Following transfection and increasing selection pressure of methionine sulfoximine in
glutamine-free medium, high-level expression of a chimeric antibody was observed in the resultant stable
cell line. However, in this amplification system, lower copy numbers were observed than that normally
obtained with the CHO-DHFR system [8]. A similar GS system has also been developed in CHO as well.

SP2/0 cells are a fusion between the myeloma cell line P3X63Ag8.653 lacking endogenous light and
heavy-chain expression and BALB/c spleen cells that possess anti-sheep red blood cell activity [9]. This cell
line is commonly used for the production of antibodies due to its natural capacity for efficient secretion
of proteins. Introduction of antibody DNA can be done by one of two methods. First, cells may be fused
to mouse spleen cells in order to generate a hybridoma cell line that produces an antibody of interest.
Otherwise, a transfectoma cell line may be generated by transfecting cells with a plasmid or plasmids
coding for the heavy- and light-chain regions of the antibody.

HEK293 cells and its derivatives, 293T and 293EBNA, may be used for transient or stable expression
[10]. HEK293 cells were generated by transformation of primary cultures of human embryogenic kidney
(HEK) cells with sheared adenovirus DNA, 293T cells were generated by modification of HEK293 to
express the activating protein, SV40 large T-antigen. For expression in HEK293 or 293T cells, the foreign
gene generally is driven by the CMV promoter and the placement of the SV40 ori on the plasmid allows
for replication in 293T cells. In contrast, 293EBNA cells were derived following modification to express
another activating protein, Epstein–Barr nuclear antigen (EBNA)–1. Consequently, plasmid replication
in this cell line requires a plasmid containing the EBV ori.

COS cells originated from the African Green Monkey kidney cell line transformed with an origin-
defective SV40 genome [11]. Because the cell lines are able to express the SV40 large T-antigen, transfection
with a plasmid containing an SV40 ori leads to extrachromosomal plasmid replication. Plasmid replication
reaches a maximum at 48 h posttransfection with protein production peaking at 72 h posttransfection.
After this point, the transfected cells will begin to undergo cell death, consequently, this cell line is used
primarily for transient expression. A transfected COS cell can produce tens of thousands of copies of the
desired protein at maximum expression conditions.

3.1.5 Transfection Methods

In order for a mammalian cell to produce a recombinant protein, the DNA encoding that protein must
be transferred into the cell in a process called transfection. Both chemical and physical methods have
been developed to accomplish this goal. Chemical methods include calcium phosphate coprecipitation
and cationic polymers such as DEAE-dextran, liposomes, and molecular conjugates, whereas physical
methods include electroporation and biolistic microparticle bombardment. Regardless of the transfection
protocol, the cells’ rate of growth and the condition of the DNA are principal contributors to high
transfection efficiency. Cells in log-phase growth give better transfection efficiencies especially for the
generation of stably transfected cell lines. In addition, linearized plasmid DNA is a better facilitator of
stable transfections, whereas undigested, supercoiled plasmid DNA is optimal for transient transfections.

Calcium phosphate coprecipitation was one of the first chemical methods widely used to transfer DNA
into cells in culture. To accomplish this, calcium chloride and a phosphate buffer such as HEPES-buffered
saline or BES-buffered saline is mixed with DNA. The result is a precipitate that distributes throughout
the cell culture. Uptake of the precipitate, and consequently the DNA, is believed to be achieved through
phagocytosis [12]. An important issue affecting transfection efficiency for this method is the pH of the
phosphate buffer solution. The pH of the buffer should be maintained between 6.95 as in BES-buffered
saline and 7.1 as in HEPES-buffered saline. In addition, the quality of the precipitate must be uniform
and removed after incubation. Calcium phosphate coprecipitation works for both transient and stable
transfections in numerous cell lines, both adherent and suspension.

The cationic polymer, DEAE-dextran, is another widely used transfection method. DEAE-dextran is
a positively charged polymer that binds to the negatively charged DNA when mixed. Upon exposure of
the cells to the mixture, the negatively charged cellular membranes will adhere to the mixture allowing
for endocytosis of the DNA. Limits of this system are its usefulness in transient transfections only and
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its cytotoxicity to the cell culture. Other cationic polymers used for transfection include polyamidoamine
dendrimer, protamine, and polyethyleneimine.

Liposome-mediated delivery of DNA is a highly efficient transfection technique suitable for those cell
lines that experience toxicity from calcium phosphate coprecipitation or DEAE-dextran. Upon encapsu-
lation of the DNA, the DNA enters the cell either through endocytosis of the vesicle or by fusion with
the cell membrane. The essential component of the liposome is a synthetic cationic lipid composed of
a positively charged hydrophilic head region, which binds to the negatively charged phosphate group of
DNA, and a lipid tail. Thus the charge of the DNA is neutralized, which allows for its transfer through
the negatively charged cell membrane. Other lipids, such as dioleoylphosphatidyl-ethanolamine, may be
mixed with the cationic lipid to form the liposome. Benefits of liposome-mediated delivery include no
restriction on the size of the DNA, the ability to use both attachment and suspension cells, and success
in both transient and stable systems. However, optimization of experimental parameters including the
duration of transfection and the ratio of DNA to lipid must be performed in order to achieve efficient
transfection.

Molecular conjugates are yet another cationic-based transfection technique. The conjugation of DNA
to a cationic amino acid such as polylysine allows for the effective transfer of DNA into the cell due to its
ability to condense the DNA. The conjugate’s size is a critical parameter and can be altered by changing the
salt solution in which it is made. Advantages to this approach include the ability to modify the conjugate
itself to enhance cellular specificity by the addition of components such as a nuclear localization signal.

Electroporation is a physical transfection technique involving the application of a controlled electrical
pulse to the cell in order to create a temporary localized permeabilization of it’s membrane. The most
commonly employed electrical pulses are the capacitance discharge or exponential decay pulse and the
square or rectangular-wave pulse. The exponential decay pulse is generated when a charged capacitor
is discharged into a mixture of cells and DNA. In comparison, the square-wave pulse is produced by
a temporary application of a high voltage. Numerous parameters affecting electroporation include the
temperature of the cells during and immediately postelectroporation, the buffer, which is an important
determinant due to its electrical resistance, the growth rate of the cells, and the plasmid. The use of
supercoiled plasmid results in higher gene expression transiently, whereas the use of linearized plasmid is
more effective for the production of stable cell lines. Overall, electroporation is a more rapid transfection
method in comparison to the chemical methods described herein. It is especially applicable to suspension
cultures and cell lines that are difficult to transfect by other methods.

Biolistic microparticle bombardment, commonly called the gene gun, involves the physical forced
entry into the cell through the acceleration of DNA coated with gold particles or other metals. Less DNA
and fewer cells are required for this method as compared to the other physical transfection method of
electroporation. In addition, both transient and stable transfections may be performed using the same
experimental conditions. One of the advantages to this system is that cellular damage is minimized;
however, a disadvantage is that the penetration of the DNA into the cell can be limiting as well.

While these approaches represent many of the most common transfection techniques, this is certainly
not an exhaustive list. Other methods, such as microinjection and protoplast fusion not discussed here,
are also currently available.

3.1.6 Transient vs. Stable Transfection

Upon transfection of a vector into a cell, two options exist for expression. The protein product may be
expressed either transiently or stably. Transient transfection is a rapid protein expression technique that
may last from several days to approximately 2 weeks with the maximum level of production occurring
anywhere from 12 to 96 h posttransfection. When using plasmids, the plasmid and the resulting encoded
protein are rapidly reproduced by the cell, then over time, the DNA and its resultant expression disappear.
Viral vectors are typically transient in nature in which the expression vector takes control of the cell’s pro-
tein expression machinery for a limited period prior to cell death and eventual lysis. Transient expression
is a convenient method used to produce milligram quantities of protein quickly for experiments and to
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test the functionality of a newly created vector prior to the generation of a stable cell line. A common
method for testing a new vector is to clone into it a reporter gene as the gene of interest. The reporter
gene used should be a gene that is not exogenously expressed by the cell. The most common reporter
genes used are green fluorescent protein (GFP), firefly luciferase (Luc), chloramphenical acetyltransferase
(CAT), and β-galactosidase (β-gal).

Stable expression is used when larger quantities of product or longer-term production is derived. Stable
expression also is preferable for generating proteins with more consistent product quality characteristics
including glycosylation and other posttranslational modifications. Stable transfection is a more laborious
procedure in which a selectable marker is added to the culture 24 to 48 h after transfection. Those cells
that do not express a foreign protein to combat the effects of the selection agent will succumb to death
within several days. Depending upon the vector used, continuous selection will allow for the vector to be
either integrated into the genome of the cell or episomal, meaning that is will be sustained external to the
chromosome. During this time of selection, the cultures are subjected to limited dilutions such that over a
several week period, a colony of cells will result from each single cell or clone. These colonies then may be
assayed for production of the target gene of interest, which is typically different from the gene responsible
for resistance against the selection agent. In this way, a stably expressing cell line is generated over a period
of several weeks to months.

3.1.7 Selectable Markers

Vectors used for stable transfection may incorporate genes for one of two types of selection: the conferring
of resistance to cytotoxic drugs added to the culture medium or expression of genes involved in nucleotide
biosynthesis.

Numerous cytotoxic drug and gene combinations are in use. These include G418 (geneticin), hygro-
mycin B, puromycin, and blasticidin. G418 inhibits eukaryotic protein synthesis. However, expression of
the bacterial neomycin resistance gene, aminoglycoside 3′ phosphotransferase (aph), will phosphorylate
G418 thus inactivating it. Hygromycin B, also an inhibitor of eukaryotic protein synthesis through the
inhibition of ribosome translocation, is neutralized by expression of hygromycin B phosphotransferase
from the E. coli hph gene. Puromycin results in translation termination unless puromycin acetyltrans-
ferase is produced from the S. alboniger pac gene. Alternatively, the presence of blasticidin, an inhibitor of
translational elongation, is combated by expression of the B. cereus bsr gene that codes for blasticidin S
deaminase. Several other cytotoxic drug and gene combinations are in existence and have a similar mode
of action, either through the inhibition of DNA, RNA, or protein synthesis.

A second class of cytotoxic drugs and gene combinations exist that involve either negative or positive
selection of genes implicated in nucleotide metabolism. Nucleotides may be produced in the cell by
de novo synthesis, which uses basic compounds such as sugars and amino acids to produce IMP and UMP,
the first precursor nucleotides in the de novo pathway. Alternatively, when the de novo pathway is blocked,
a salvage pathway may be used. The salvage pathway synthesizes nucleotides from exogenously added
thymidine or purines. For example, in the de novo pathway, tetrahydrofolate derivatives are necessary for
IMP and TMP synthesis. When the cytotoxic agent methotrexate is added to the culture media, nucleotide
synthesis is inhibited unless DHFR, coded for by the dihydrofolate reductase gene, is present. This form
of selection is used in cell lines that have had endogenous DHFR production deleted, such as CHO DG44.

In comparison, several salvage pathway enzymes exist, such as xanthine-guanine phosphoribosyl-
transferase (XGPRT). The bacterial gpt gene that codes for the enzyme XGPRT is the counterpart to
the mammalian hypoxanthine-guanine phosphoribosyltransferase (HGPRT) salvage enzyme. However,
XGPRT and not HGPRT can utilize the purine xanthine to produce XMP and ultimately GMP. Therefore,
the presence of the cytotoxic agent mycophenolic acid, an inhibitor of the IMP to XMP reaction, will be
counteracted by the expression of XGPRT when xanthine is supplemented in the culture medium.

Because every cell line will display different death kinetics upon exposure to a cytotoxic drug, the initial
use of the drug as a selectable agent necessitates the need for a dose response curve to determine the
optimal concentration to obtain selection. The dose response curve will enable the identification of the
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concentration of selectable marker that allows only those cell lines expressing a desirable level of the
resistance marker to survive. When several vectors are incorporated into a cell line for the expression of
multiple genes in a cell line, each vector should contain a different selectable marker. In this instance,
the cytotoxic drug against each marker is added to the culture medium to select only for those cells
incorporating all the desired vectors.

3.1.8 Single Cell Cloning Methods

The standard method for obtaining stable cell lines involves cloning by limiting dilution. In this technique,
transfected cells that have been selected for stable expression are plated at low density in tissue culture
plates so that colonies resulting from single cells or clones are obtained. These colonies then are expanded
for testing of expression of the transfected foreign gene. An alternative to limiting dilution cloning involves
the use of cell sorting by flow cytometry. In this approach, as cells are sorted, 96 well tissue culture plates
are seeded at one cell per well. Several criteria, such as viability and cell morphology, are used as sort
parameters. In the instance of the subcloning of an established stable cell line, these parameters are used
to seed a 96 well plate at one cell per well. Because expression of the foreign gene is not a parameter in
this type of single cell sorting, this is a random approach to subcloning. However, if the foreign gene is
tagged with a fluorescent marker, such as GFP, then fluorescence intensity will become the most critical sort
criterion in what is called fluorescence activated cell sorting (FACS). Other uses of fluorescence include the
fluorescent tagging of a cell surface protein, or in some instances, a secreted protein such as an antibody.
Although antibodies are secreted by the cell into the surrounding culture medium, antigen-coupled
fluorescent microspheres or fluorescently conjugated secondary antibodies will bind to those antibodies
transiently passing through the plasma membrane at the cell’s surface. This approach will allow for sorting
of those single cells with the greatest cell surface fluorescence. Although cloning by limiting dilution is
a somewhat rudimentary approach involving screening of many clones that may or may not express the
foreign gene, it is an inexpensive and relatively straightforward method to use. In contrast, the use of a
sorting flow cytometer can be prohibitively expensive for some smaller laboratories and operator error is
a reality for inexperienced users. If used by an experienced cytometrist, this approach tends to be more
effective for isolating desirable single cell clones especially when foreign protein expression is used as one
of the sorting parameters.
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T
HE INTENTION OF THIS SECTION is to couple the concepts of transport phenomena with
chemical reaction kinetics and thermodynamics to introduce the field of reaction engineering.
This is essential information needed to design and control engineering devices, particularly flow

reactor systems. Through extension of these concepts, combined with materials design, to mimic biological
systems in form and function, the field of biomimicry has evolved. The development of Biomimetic
Systems is a rapidly emerging technology with expanding applications. Specialized journals devoted to
exploring both the analysis of existing biological materials and processes, and the design and production
of synthetic analogs that mimic biological properties are now emerging. These journals blend a biological
approach with a materials/engineering science viewpoint covering topics that include: analysis of the
design criteria used by organisms in the selection of specific biosynthetic materials and structures; analysis
of the optimization criteria used in natural systems; development of systems modeled on biological
analogs; and applications of “intelligent” or “smart” materials in areas such as biosensors, robotics, and
aerospace. This biomimicry theme is prevalent throughout all the chapters in this section, including one
specifically devoted to these concepts with explicit examples of applications to reacting and transport
processes.

The field of transport phenomena traditionally encompasses the subjects of momentum transport
(viscous flow), energy transport (heat conduction, convection, and radiation), and mass transport
(diffusion). In this section the media in which the transport occurs is regarded as continua; however,
some molecular explanations are discussed. The continuum approach is of more immediate interest to
engineers, but both approaches are required to thoroughly master the subject. The current emphasis
in engineering education is on understanding basic physical principles vs. “blind” use of empiricism.
Consequently, it is imperative that the reader seek further edification in classical transport phenom-
ena texts; general [Bird et al., 1960; Deen, 1996], with chemically reactive systems [Rosner, 1986], and
more specifically, with a biologically oriented approach [Lightfoot, 1974; Fournier, 1999]. The laws
(conservation principles, etc.) governing such transport will be seen to influence (1) the local rates at
which reactants encounter one another; (2) the temperature field within body regions (or compartments
in pharmacokinetics modeling); (3) the volume (or area) needed to accomplish the desired turnover
or transport rates; and (4) the amount and fate of species involved in mass transport and metabolic
rates. For biomedical systems such as dialysis, in which only physical changes occur, the same general
principles, usually with more simplifications, are used to design and analyze these devices. The trans-
port laws governing nonreactive systems can often be used to make rational predictions of the behavior
of “analogous” reacting systems. The importance of relative time scales will be discussed throughout
this section by all authors. It is particularly important to establish orders-of-magnitude and to make
realistic limiting calculations. Dimensional analysis and pharmacokinetic modeling techniques are espe-
cially attractive for these purposes; in fact, they may permit unifying the whole of biological transport
[see other sections of this handbook and Enderle et al., 1999; Fisher, 1999]. As the reader progresses,
the importance of transport phenomena in applied biology becomes steadily more apparent. “In all
living organisms, but most especially the higher animals, diffusional and flow limitations are of critical
importance; moreover, we live in a very delicate state of balance with respect to these two processes”
[Lightfoot, 1974].

Each chapter in this section is somewhat self-contained. Similar concepts are brought forth and
reinforced through applications and discussions. However, to further enhance the benefits obtained by
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the reader, it is prudent to first discuss some elementary concepts; the most relevant being control volume
selection and flow reactors.

When applying the conservation laws to fluid matter treated as a continuum, the question arises as to the
amount of matter to be considered. Typically this decision is based on convenience and/or level of detail
required. There is no single choice. Many possibilities exist that can lead to the same useful predictions. The
conservation laws of continuum dynamics can be applied to the fluid contained in a volume of arbitrary
size, shape, and state of motion. The volume selected is termed a “control volume.” The simplest is one
where every point on its surface moves with the local fluid velocity. It is called a “material” control volume
since, in the absence of diffusion across its interface, it retains the material originally present within its
control surface. Although conceptually simple, they are not readily used since they move through space,
change their volume, and deform. An analysis of the motion of material control volumes is usually termed
“Legrangian” and time derivatives are termed “material” or “substantial” derivatives.

Another simple class of control volumes is defined by surfaces fixed in physical space, through which
the fluid flows. These “fixed” control volumes are termed “Eularian” and may be either macroscopic or
differential in any or all directions. The fluid contained within a Eularian control volume is said to be, in
thermodynamic terms, an “open” (flow) system.

The most general type of control volume is defined by surfaces that move “arbitrarily,” that is, not
related to the local fluid velocity. Such control volumes are used to analyze the behavior of nonmaterial
“waves” in fluids, as well as moving phase boundaries in the presence of mass transfer across the interface
[Crank, 1956; Fisher, 1989].

Characterization of the mass transfer processes in bioreactors, as used in cell or tissue culture systems,
is essential when designing and evaluating their performance. Flow reactor systems bring together various
reactants in a continuous fashion while simultaneously withdrawing products and excess reactants. These
reactors generally provide optimum productivity and performance [Levenspiel, 1989; Freshney, 2000;
Shuler and Kargi, 2001]. They are classified as either tank or tube type reactors. Each represents extremes
in the behavior of the gross fluid motion. Tank type reactors are characterized by instant and complete
mixing of the contents and are therefore termed perfectly mixed, or backmixed, reactors. Tube type
reactors are characterized by the lack of mixing in the flow direction and are termed plug flow, or tubular,
reactors. The performance of actual reactors, though not fully represented by these idealized flow patterns,
may match them so closely that they can be modeled as such with negligible error. Others can be modeled
as combinations of tank and tube type over various regions.

An idealized backmixed reactor is analyzed as follows. Consider a stirred vessel containing a known
fluid volume, into which multiple streams may be flowing that contain reactants, enzymes (biocatalysts),
nutrients, reaction medium, and so on. When all these components are brought together in the vessel,
under properly controlled conditions such as temperature, pressure, and concentrations of each compon-
ent, the desired reactions occur. The vessel is well mixed to promote good contacting of all components
and hence an efficient reaction scheme can be maintained. The well-mixed state is achieved when samples
withdrawn from different locations, including the exit, at the same instance in time are indistinguish-
able. The system is termed “lumped” vs. “distributed,” as in a plug flow system where location matters.
The response characteristics of a backmixed reactor are significantly different from those of a plug flow
reactor. How reaction time variations affect performance and how quickly each system responds to upsets
in the process conditions are key factors. The backmixed system is far more sluggish than the plug flow
system. To evaluate the role of reaction time variations, the concept of residence time and how it is
determined must be discussed. A brief analysis of a batch reactor will be useful in understanding the basic
principles involved.

In batch systems, there is no flow in or out. The feed (initial charge) is placed in the reactor at the start
of the process and the products are withdrawn all at once at some time later. The time-for-reaction is
thus readily determined. This is significant since the conversion of reactants to products is a function of
time, and can be obtained from knowledge of the reaction rate and its dependence upon composition
and process variables. Since these other factors are typically controlled at a constant value, the-time-
for-reaction is the key parameter in the reactor design process. In a batch reactor, the concentration of
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reactants is time-dependent and, therefore, the rate of reaction as well. Conversion is now related to
reaction time through the use of calculus. For this system, residence time, equal to the processing time, is
the time for reaction.

In a backmixed reactor, the conversion of reactants is controlled by the average length of time fluid
elements remain in the reactor (their residence time). The ratio of the volume of fluid in the tank to the
volumetric flow rate of the exit stream determines the residence time. Recall that in an ideal system of
this type, operating at steady state, concentrations in the vessel are uniform and equal to those in the exit
stream and thus the reaction rate is maintained at a constant value. Conversion of individual reactants
and yield of specific products can be determined simply by multiplying the appropriate rate of interest by
the residence time. With imperfect mixing, fluid elements have a distribution of residence times and the
performance of the reactor is clearly altered.

Analysis of the plug flow reactor system is based on the premise that there is no mixing in the flow
direction and thus no interaction between neighboring fluid elements as they traverse the length of the
reactor. This idealization permits use of the results obtained from the analysis of the batch reactor system.
Each fluid element in the tubular reactor functions as a small batch reactor, undisturbed by its neighboring
elements, and its reaction time is well defined as the ratio of tube length to the volume averaged fluid
velocity. Concentration varies along the length of the reactor (also, rate), and can be simply related to
reaction time. The mathematical analysis and prediction of performance is similar to that for a batch
reactor. This analysis shows that the plug flow configuration yields higher conversions than the backmixed
vessel, given equal residence times and the same processing conditions. However, the plug flow reactor
responds more quickly to system upsets and is more difficult to control.

Most actual reactors deviate from these idealized systems primarily because of nonuniform velocity
profiles, channeling and bypassing of fluids, and the presence of stagnant regions caused by reactor shape
and internal components such as baffles, heat transfer coils, and measurement probes. Disruptions to the
flow path are common when dealing with heterogeneous systems, particularly when solids are present. To
model these actual reactors, various regions are compartmentalized and represented as combinations of
plug flow and backmixed elements. For illustration, a brief discussion of recycle, packed bed, and fluidized
bed reactor systems follows.

Recycle reactors are basically plug flow reactors with a portion of the exit stream recycled to the inlet,
which provides multiple passes through the reactor to increase conversion. It is particularly useful in
biocatalytic reactor designs, in which the use of a packed bed is desired because of physical problems asso-
ciated with contacting and subsequent separation of the phases. The recycle reactor provides an excellent
means to obtain backmixed behavior from a physically configured tubular reactor. Multiple reactors of
various types, combined in series or parallel arrangements, can improve performance and meet other
physical requirements. Contact patterns using multiple entries into a single reactor can emulate these
situations. A system demonstrating this characteristic is a plug flow reactor with uniform side entry.
If these entry points are distributed along the length with no front entry, the system will perform as
a single backmixed system. The significance is that backmixed behavior is obtained without continual
stirring or the use of recycle pumps. Furthermore, if these side entry points are limited to only a por-
tion of the reactor length, then the system functions as backmixed reactors in series with plug flow
reactors.

Special consideration needs to be given to heterogeneous reactors, in which interaction of the phases
is required for the reactions to proceed. In these situations, the rate of reaction may not be the deciding
factor in the reactor design. The rate of transport of reactants and products from one phase to another
can limit the rate at which products are obtained. For example, if reactants cannot get to the surface of a
solid catalyst faster than they would react at the surface, then the overall (observed) rate of the process is
controlled by this mass transfer step. To improve the rate, the mass transfer must be increased. It would be
useless to make changes that would affect only the surface reaction rate. Furthermore, if products do not
leave the surface rapidly, they may block reaction sites and thus limit the overall rate. Efficient contacting
patterns need to be utilized. Hence, fluidized bed reactors (two-phase backmixed emulator), trickle-bed
systems (three-phase packed bed emulator), and slurry reactors (three-phase backmixed emulator) have
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evolved as important bioreactors. They are readily simulated, designed, scaled up, and modified to meet
specific contacting demands in cell and tissue culture systems [Shuler and Kargi, 2001].

Flow reactors of all shapes, sizes, and uses are encountered in all phases of life. Examples of interest
to bioengineers include: the pharmaceutical industry, to produce aspirin, penicillin, and other drugs;
the biomass processing industry, to produce alcohol, enzymes and other specialty proteins, and value
added products; and the biotechnologically important tissue and cell culture systems. The type of reactor
used depends on the specific application and on the scale desired. The choice is based on a number of
factors. The primary ones are the reaction rate (or other rate-limiting process), the product distribution
specifications, and the catalyst or other material characteristics, such as chemical and physical stability.

Using living systems require more thorough discussions because, in these systems, the solid phase
may change its dimensions as the reaction proceeds. Particles that increase in size, such as growing cell
clusters, can fall out of the reaction zone and alter flow patterns within the vessel. This occurs when
gravity overcomes fluid buoyancy and drag forces. In some instances, this biomass growth is the desired
product; however, the substances produced by reactions catalyzed by the cellular enzymes are usually the
desired products. By reproducing themselves, these cells provide more enzymes and thus productivity
increases are possible. Note, however, that there are both advantages and disadvantages to using these
whole cell systems versus the enzymes directly. The cell membrane can be a resistance for transport; the
consumption of reactant as a nutrient for cell processes reduces the efficiency of raw material usage; and
special precautions must be taken to maintain a healthy environment and thus productivity [Freshney,
2000; Lewis and Colton, 2004]. The payoff, however, is that the enzymes within their natural environment
are generally more active and safer from poisons or other factors that could reduce their effectiveness.
Interesting examples are microbial fermentation processes, as discussed earlier. Backmixed flow reactors
are used in these applications. They are best suited to maintain the cell line at a particular stage in
its life cycle to obtain the desired results. The uniform and constant environment provided for the cells
minimizes the adjustments that they need to make concerning nutrient changes, metabolic wastes, and
so forth, such that production can proceed at a constant rate. The term “chemostat” is used when referring
to backmixed reactors used in biotechnology applications. These are typically tank type systems with
mechanical agitation. All the reactor types discussed earlier, however, are applicable. Recall that mixed
flow characteristics can be obtained in tubular reactors if recycle or side entry or both is employed. Thus,
air lift systems using a vertical column with recycle and side entry ports is a popular design.

The design, analysis, and simulation of reactors thus becomes an integral part of the bioengineering
profession. The study of chemical kinetics, particularly when coupled with complex physical phenomena,
such as the transport of heat, mass, and momentum, is required to determine or predict reactor perform-
ance. It thus becomes imperative to uncouple and unmask the fundamental phenomenological events in
reactors and to subsequently incorporate them in a concerted manner to meet the objectives of specific
applications. This need further emphasizes the role played by the physical aspects of reactor behavior in
the stability and controllability of the entire process. The following chapters in this section demonstrate
the importance of all the concepts presented in this introduction.
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Humans have always been fascinated by the phenomenological events, both biological and physical in
nature, that are revealed to us by our environment. Our innate curiosity drives us to study these obser-
vations and understand the fundamental basis of the mechanisms involved. Practical outcomes are the
development of predictive capabilities of occurrence and the control of these events and their subsequent
consequences; our safety and comfort being major incentives. Furthermore, we wish to design processes
that mimic the beneficial aspects associated with their natural counterparts. Experience has taught us
that these natural processes are complex and durable and that adaptability with multifunctionality is a
must for biological systems to survive. Evolution, aiding these living systems to adapt to new environ-
mental challenges, occurs at the molecular scale. Our need to be molecular scientists and engineers is
thus apparent. Knowledge of the molecular building blocks used in the architectural configurations of
both living and nonliving systems, along with an understanding of their design and the processes used
for implementation, is essential for control and utilization. The ability to mimic demonstrates a suffi-
cient knowledge base to design systems requiring controlled functionality. To perfect this approach, a
series of sensor/reporter systems must be available. A particularly attractive feature of living systems is
their unique ability to diagnose and repair localized damages through a continuously distributed sensor
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network with inter- and intracellular communication capabilities. Mimicry of these networks is an integral
component of many emerging research thrust areas, in particular, tissue engineering. Significant emphasis
has been toward the development of intelligent membranes, specifically using sensor/reporter technology.
A successful approach has been to couple transformation and separation technologies with detection and
control systems.

The concept of intelligent barriers and substrates, such as membranes, arises from the coupling of
this sensor/reporter technology with controlled chemistry and reaction engineering, selective transport
phenomena, and innovative systems design. Engineered membrane mimetics are required to respond
and adapt to environmental stresses, whether intentionally imposed or stochastic in nature. These intelli-
gent membranes may take the form of polymeric films, composite materials, ceramics, supported liquid
membranes, or as laminates. Their important feature is specific chemical functionality, engineered to
provide selective transport, structural integrity, controlled stability and release, and sensor/reporter cap-
abilities. Applications as active transport and electron transfer chain mimics and their use in studying
the consequences of environmental stresses on enzymatic functions create valuable insights into cellular
mechanisms.

Advanced materials, designed through knowledge gained from analysis of biological systems, have been
instrumental in the progression and success of many tissue engineering applications. Their biocompatib-
ility, multifunctionality, and physio-chemical properties are essential attributes. When incorporated with
living cells, for example in organ/tissue constructs, integrated systems biology behavioral mimicry can be
accomplished. This is particularly useful for drug efficacy and toxicity screening tests and thus minimizing
the use of animals for these studies. For example, having an effective blood brain barrier mimetic, a real-
istic blood substitute, and cell culture analogs for the various organs needed for a useful animal surrogate
system promotes more rapid development of therapeutic drugs. These biomimetic studies influence all
phases, that is, the design, development, and delivery characteristics, of this effort. The design, applicabil-
ity, and performance of these systems are briefly discussed in subsequent paragraphs in this chapter and
in greater depth in other locations throughout this handbook.

4.1 Concepts of Biomimicry

Discoveries that have emerged from a wide spectrum of disciplines, ranging from biotechnology and genet-
ics to polymer and molecular engineering, are extending the design and manufacturing possibilities for
mimetic systems that were once incomprehensible. Understanding of the fundamental concepts inherent
in natural processes has led to a broad spectrum of new processes and materials modeled on these systems
[Srinivasan et al., 1991]. Natural processes, such as active transport systems functioning in living systems,
have been successfully mimicked and useful applications in other fields, such as pollution prevention, have
been demonstrated [Thoresen and Fisher, 1995]. Understanding the mechanisms at the molecular level,
which living systems utilize, is needed before success at the macroscale can be assured. Multifunctionality,
hierarchical organization, adaptability, reliability, self-regulation, and reparability are the key elements that
living systems rely upon and that we must mimic to develop “intelligent systems.” Successes to date have
been based on the use of techniques associated with research advances made in areas such as molecular
engineering of thin films and nanocapsules, neural networks, reporter/sensor technology, morphology and
properties developments in polymer blends, transport phenomena in stationary and reacting flow systems,
cell culture and immobilization technologies, controlled release and stability mechanisms for therapeutic
agents, and environmental stress analyses. A few examples in the bioengineering field are molecular design
of supported liquid membranes to mimic active transport of ions, noninvasive sensors to monitor in vivo
glucose concentrations, detection of microbial contamination by bioluminescence, immunomagnetic
capture of pathogens, improved encapsulation systems, carrier molecules for targeting, imaging and con-
trolled release of pharmaceutics, in situ regeneration of coenzymes electrochemically, and measurement of
transport and failure mechanisms in “smart” composites. All these successes were accomplished through
interdisciplinary approaches, essentially using three major impact themes: Morphology and Properties
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Development; Molecular Engineering of Thin Films and Nanocapsules; and Biotechnology, Bioreaction
Engineering, and Systems Development.

4.1.1 Morphology and Properties Development

Polymer blends are a major focus of this research area [Weiss et al., 1995]. Technology, however, has
outpaced a detailed understanding of many facets of this science, which impedes the development and
application of new materials. The purpose of this research is to develop the fundamental science that
influences the phase behavior, phase architecture, and morphology and interfacial properties of poly-
mer blends. The main medical areas where polymers and composites (polymeric) have found wide use
are artificial organs, the cardiovascular system, orthopedics, dental sciences, ophthalmology, and drug
delivery systems. Success has been related to the wide range of mechanical properties, transformation
processes (shape possibilities), and low production costs. The limitation has been their interaction with
living tissue. To overcome the biological deficiencies of synthetic polymers and enhance mechanical char-
acteristics, a class of bioartificial polymeric materials has been introduced based on blends, composites,
and interpenetrating polymer networks of both synthetic and biological polymers. Preparations from
biopolymers such as fibrin, collagen, and hyaluronic acid with synthetic polymers such as polyurethane,
poly(acrylic acid), and poly(vinyl alcohol) are available [Giusti et al., 1993; Luo and Prestwich, 2001].

4.1.2 Molecular Engineering of Thin Films and Nanocapsules

The focus in the thin film research impact area is to develop a fundamental understanding of how
morphology can be controlled in (1) organic thin film composites prepared by Langmuir–Blodgett (LB)
monolayer and multilayer techniques and (2) the molecular design of membrane systems using ionomers
and selected supported liquids. Controlled structures of this nature will find immediate application in
several aspects of smart materials development, particularly in microsensors.

The ability to form nano-sized particles and emulsions that encapsulate active ingredients is an essential
skill applicable to many facets of the engineering biosciences. Nanotechnologies have a major impact on
drug delivery, molecular targeting, medical imaging, biosensor development, and in the cosmetic, personal
care products, and nutraceutics industries, to mention only a few. New techniques utilize high shear fields
to obtain particle sizes in the range 50 to 100 nm; about the size of the turbulent eddies developed. Stable
emulsions can be formed with conventional mixing equipment where high shear elongation flow fields are
generated near the tip of high-speed blades, but only in the range 500 nm and larger. High shear stresses
can also be generated by forcing the components of the microemulsion to flow through a microporous
material. The resultant solution contains average particle sizes as small as 50 nm. Units that incorporate jet
impingement on a solid surface or with another jet also perform in this size range. Molecular self-assembly
systems using novel biocompatible synthetic polymer compounds are also under development. These have
been used successfully to encapsulate chemotherapeutic drugs and perflourocarbons (PFC) [Kumar et al.,
2004]. The high oxygen solubility of PFC’s makes them attractive as blood surrogates and also as additives
in immunoisolation tissue encapsulation systems to enhance gas transport. Using nanoencapsulation
techniques, these compounds can be dispersed throughout microencapsulating matrices and in tissue
extracellular matrix scaffold systems.

Surfaces, interfaces, and microstructures play an important role in many research frontiers. Explora
tion of structural property relationships at the atomic and molecular level, investigating elementary chem-
ical and physical transformations occurring at phase boundaries, applying modern theoretical methods
for predicting chemical dynamics at surfaces, and integration of this knowledge into models that can
be used in process design and evaluation are within the realm of surface and interfacial engineering.
The control of surface functionality by proper selection of the composition of the LB films and the
self-assembling (amphiphatic) molecular systems can mimic many functions of a biologically active
membrane. An informative comparison is that between inverted erythrocyte ghosts [Dinno et al., 1991;
Matthews et al., 1993] and their synthetic mimics when environmental stresses are imposed on both
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systems. These model systems can assist in mechanistic studies to understand the functional alterations
that result from ultrasound, EM fields, and UV radiation. The behavior of carrier molecules and receptor
site functionality must be mimicked properly along with simulating disturbances in the Proton Motive
Force of viable cells. Use of ion/electron transport ionomers in membrane-catalyst preparations is bene-
ficial for programs such as electroenzymatic synthesis and metabolic pathway emulation [Fisher et al.,
2000; Chen et al., 2004]. Development of new membranes used in artificial organs and advances in micelle
reaction systems have resulted from these efforts.

4.1.3 Biotechnology, Bioreaction Engineering, and Systems Development

Focus for this research area is on (1) sensor/receptor reporter systems and detection methods; (2) transport
processes in biological and synthetic membranes; (3) biomedical and bioconversion process development;
and (4) smart film/intelligent barrier systems. These topics require coupling with the previously discussed
areas and the use of biochemical reaction engineering techniques. Included in all of these areas is the
concept of metabolic engineering — the modification of the metabolism of organisms to produce useful
products. Extensive research in bioconversion processes is currently being directed to producing important
pharmaceutics. Expanded efforts are also needed in the field of cell and tissue engineering, that is, the
manipulation or reconstruction of cell and tissue function using molecular approaches.

4.2 Biomimicry and Tissue Engineering

Before we can develop useful ex vivo and in vitro systems for the numerous applications in tissue engineer-
ing, we must have an appreciation of cellular function in vivo. Knowledge of the tissue microenvironment
and communication with other organs is essential. The key questions that must therefore be addressed in
the realm of tissue engineering thus are, how can tissue function be built, reconstructed, and modified?
To answer these we develop a standard approach based on the following axioms [Palsson, 2000] (1) in
organogenesis and wound healing, proper cellular communications, with respect to each others activities,
are of paramount concern since a systematic and regulated response is required from all participating cells;
(2) the function of fully formed organs is strongly dependent on the coordinated function of multiple cell
types with tissue function based on multicellular aggregates; (3) the functionality of an individual cell is
strongly affected by its microenvironment (within 100 µm of the cell, i.e., the characteristic length scale);
(4) this microenvironment is further characterized by (i) neighboring cells, that is, cell–cell contact and
presence of molecular signals (soluble growth factors, signal transduction, trafficking, etc.), (ii) transport
processes and physical interactions with the extracellular matrix (ECM), and (iii) the local geometry, in
particular its effects on microcirculation. The importance of the microcirculation is that it connects all
microenvironments to the whole body environment. Most metabolically active cells in the body are loc-
ated within a few hundred micrometers from a capillary. This high degree of vascularization is necessary
to provide the perfusion environment that connects every cell to a source and sink for respiratory gases, a
source of nutrients from the small intestine, the hormones from the pancreas, liver, and glandular system,
clearance of waste products via the kidneys and liver, delivery of immune system respondents and so
forth. The engineering of these functions ex vivo is the domain of bioreactor design, a topic discussed
briefly in the introduction to this section and elsewhere in this handbook. These cell culture devices
must appropriately simulate and provide these macroenvironmental functions while respecting the need
for the formation of microenvironments. Consequently, they must possess perfusion characteristics that
allow for uniformity down to the 100 µm length scale. These are stringent design requirements that must
be addressed with a high priority to properly account for the role of neighboring cells, the extracellular
matrix, cyto-/chemokine and hormone trafficking, geometry, the dynamics of respiration, and transport
of nutrients and metabolic by-products for each tissue system considered. These dynamic, chemical, and
geometric variables must be duplicated as accurately as possible to achieve proper mimicry. Since this is
a difficult task, a significant portion of another chapter in this section is devoted to developing methods
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to describe the microenvironment. Using the tools discussed there, we can develop systems to control
microenvironments for in vivo, ex vivo, or in vitro applications.

The approach taken here to achieve the desired microenvironments is through use of novel mem-
brane systems. They are designed to possess unique features for the specific application of interest and in
many cases to exhibit stimulant/response characteristics. These so-called intelligent or smart membranes
are the result of biomimicry, that is, having biomimetic features. Through functionalized membranes,
typically in concerted assemblies, these systems respond to external stresses (chemical and physical in
nature) to eliminate the threat either by altering stress characteristics or by modifying and protecting
the cell/tissue microenvironment. An example is a microencapsulation motif for beta cell islet clusters
to perform as pancreas. This system uses multiple membrane materials, each with its unique charac-
teristics and performance requirements, coupled with nanospheres dispersed throughout the matrix,
which contain additional materials for enhanced transport and barrier properties and respond to specific
stimuli.

The communication of every cell with its immediate environment and other tissues is a key requisite
for successful tissue function. This need establishes important spatial–temporal characteristics and a sig-
nificant signaling/information processing network [Lauffenburger and Linderman, 1993]. Understanding
this network and the information it contains is what the tissue engineer wishes to express and manage.
For example, to stimulate the beginning of a specific cellular process appropriate signals to the nucleus are
delivered at the cell membrane and transmitted through the cytoplasm by a variety of signal transduction
mechanisms. Some signals are delivered by soluble growth factors that may originate from the circulating
blood or from neighboring cells. The signal networking process is initiated after these molecules bind
to selective receptors. The microenvironment is also characterized by cellular composition, the ECM,
molecular dynamics (nutrients, metabolic waste products, and respiratory gases traffic in and out of
the microenvironment in a highly dynamic manner), and local geometry (size scale of approximately
100 µm). Each of these can also provide the cell with important signals (dependent upon a characteristic
time and length scale) to initiate specific cell functions for the tissue system to perform in a coordinated
manner. If this arrangement is disrupted, cells that are unable to provide tissue function are obtained.
Further discussions on this topic are presented in other chapters in this handbook devoted to cellular
communications.

4.2.1 Integrated Systems

The interactions brought about by communications between tissue microenvironments and the whole
body system, via the vascular network, provide a basis for the Systems Biology approach taken to under-
stand the performance differences observed in vivo vs. in vitro. The response of one tissue system to
changes in another (due to signals generated, such as metabolic products or hormones) must be properly
mimicked by coupling individual cell culture analog (CCA) systems through a series of microbioreactors
if whole body in vivo responses are to be meaningfully predicted. The need for microscale reactors is
obvious when we consider the limited amount of tissue/cells available for these in vitro studies. This
is particularly true when dealing with the pancreatic system where intact islets must be used (vs. indi-
vidual beta cells) for induced insulin production by glucose stimulation. Their supply is extremely limited
and maintaining viability and functionality is quite complex since the islet clusters in vivo are highly
vascularized and this feature is difficult to maintain in preservation protocols or reproduce in mimetic
systems. Therefore, the time scale for their usefulness is limited. Furthermore, one needs to minimize
the amount of serum used (the communication fluid flowing through and between these biomimetic
reactors), since in many cases, the serum obtained from actual patients must be used for proper mimicry.
An animal surrogate system, primarily for drug toxicity studies, is currently being developed using this

topics selected to illustrate these system interaction concepts in the following subsections. Another is
associated with use of compartmental analysis in understanding the distribution and fate of molecular
species, particularly pharmaceutics, and the third is the need for facilitated transport across the blood

CCA concept [Shuler et al., 1996; also see Shuler et al., Chapter 8]. A general CCA system is one of three
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brain barrier, due to its complexities, when these species are introduced into the whole body by systemic
administration.

Compartmental analysis and modeling was first formalized in the context of isotropic tracer kinetics
to determine distribution parameters for fluid-borne species in both living and inert systems; particularly
useful for determining flow patterns in reactors and tissue uptake parameters [Fisher, 2000]. Over time
it has evolved and grown as a formal body of theory [Cobelli et al., 1979]. Models developed using
compartmental analysis techniques are a class of dynamic, that is, differential equation, models derived
from mass balance considerations. These compartmental models are widely used for quantitative analysis
of the kinetics of “materials” in physiologic systems. These materials can be either exogenous, such as a
drug or a tracer, or endogenous, such as a reactant (substrate) or a hormone. Kinetics include processes
such as production, distribution, transport, utilization, and substrate–hormone control interactions.

4.2.2 Blood Brain Barrier

Many drugs, particularly water-soluble or high molecular weight compounds, do not enter the brain
following traditional systemic administration methods because their permeation rate through blood
capillaries is very slow. This blood brain barrier (BBB) severely limits the number of drugs that are
candidates for treating brain disease. New strategies for increasing the permeability of brain capillaries to

effective technique, of particular interest for this section is to utilize specific nutrient transport systems
in brain capillaries to facilitate drug transport. For example, certain metabolic precursors are transported
across endothelial cells by the neutral amino acid transport system and therefore, analog compounds could
be used as both chaperones and targeting species. Also, direct delivery into the brain tissue by infusion,
implantation of a drug releasing matrix, and transplantation of drug secreting cells are being considered.
These approaches provide sustained drug delivery that can be confined to specific sites, localizing therapy
to a given region. Because they provide a localized and continuous source of active drug molecules, the
total drug dosage can be less than that with systemic administration. Polymeric implants, for controlled
drug release, can also be designed to protect unreleased drug from degradation in the body and to permit
localization of extremely high doses at precisely defined locations in the brain. Infusion systems require
periodic refilling. This usually requires the drug to be stored in a liquid reservoir at body temperature and
therefore many drugs are not suitable for this application since they are not stable under these conditions.

Coupling of these approaches, using nanosphere technologies to entrap the drug (sometimes modified
for enhanced encapsulation stability) along with surface modifications of the spheres for specific targeting,
has a higher probability of success to enhance transport into the brain. Proof of concept experiments can
be conducted using a valid BBB model as an effective biomimetic. An in vitro coculture system composed
of porcine brain capillary endothelial cells (BCEC) with porcine astrocytes is widely accepted as a valid
BBB model. Using standard cell culturing techniques the astrocytes are seeded on the bottom of permeable
membrane filters with BCEC seated on the top. This configuration permits communication between the
two cell lines without disruption of the endothelial cell monolayer. The filters are suspended in a chamber
of fluid such that an upper chamber is formed analogous to the lumen of a brain capillary blood vessel. BBB
permeability is determined from measurement of transendothelial electrical resistance (TEER); a standard
technique that measures the cell layer’s ability to resist passage of a low electrical current. It essentially
represents the passages of small ions and is the most sensitive measure of BBB integrity. The nanospheres
can be used to encapsulate the radioactive labeled drug and tested for their toxicity to the BBB using
TEER and noting if loss of barrier properties are observed. Inulin (5200 Da) is used as a marker species
to represent potential pharmaceutical drug candidates and when used without nanosphere encapsulation
provides a reasonable control. For example, its transport across the BBB is quite slow; <2% after 4 h of
exposure. In proof of concept experiments, for the same time period and drug concentrations, more than
16% of the Inulin within nanospheres crossed the BBB [Kumar et al., 2004]. Although mechanistic details
are lacking, this greater than eightfold increase in rate represents a dramatic increase and supports the

drugs are constantly being tested and are discussed elsewhere (see Saltzman; Chapter 11). A seemingly
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premise that nanosphere encapsulation can facilitate drug delivery across the BBB and further illustrates
the usefulness of this BBB biomimetic system.

4.2.3 Vascular System

Nutrient supply and gas exchange can become limiting in high cell density situation, as in tissue emulation
in vitro, due to lack of an effective vasculature mimetic system to provide in vivo perfusion conditions.
Many different system configurations/designs have been considered to overcome these deficiencies, such
as cellulose and gel-foam sponge matrix materials, filter-well inserts, and mimetic membranes in novel
bioreactor systems [Freshney, 2000]. Of particular interest here is the use of synthetic polymer capillary
fibers (hollow fibers) in perfusion chambers where they can support cell growth on their outer surfaces
and are gas and nutrient permeable. Medium, saturated with 5% CO2 in air, is pumped through the lumen
of the capillary fibers (in a bundle configuration) and cells attached and growing on the outer surface
of the fibers, fed by diffusion from the perfusate, can reach tissue-like cell densities. Different polymers
and ultrafiltration properties provide molecular cutoffs at 10 to 100 kDa, regulating macromolecule
diffusion. It is now possible for the cells to behave as they would in vivo. For example, in such cultures,
choriocarcinoma cells release more human chorionic gonadotrophin than they would in conventional
monolayer culture and colonic carcinoma cells produce elevated levels of carcinoembryonic antigen
(CEA) [Freshney, 2000]. Unfortunately, sampling cells and determining cell density are difficult from
these commercially available chambers. New configurations are presently being designed and tested to

of the handbook).

4.2.4 Implants

The transport of mass to and within a tissue is determined primarily by convection and diffusion processes
that occur throughout the whole body system. The design of systems, for example, in cellular therapy,
must consider methods to promote this integrated process and not just deal with the transport issues of
the devise itself. An encapsulated tissue system implant must develop an enhanced localized vasculature.
This may be accomplished by (1) recruiting vessels from the preexisting network of the host vasculature
and (2) stimulating new vessel growth resulting from an angiogenic response of host vessels to the
implant [Jain, 1994; Peattie et al., 2004]. Therefore, when considering implantation of encapsulated
tissue/cells it would be prudent to design the implant to have this biomimetic characteristic, namely, to
elicit an angiogenic response from a component of and in the matrix itself. For example, it is known
that hyaluronic hydrogels can be synthesized to be biodegradable and that these degradation products
stimulate microvessel growth. Also, any biocompatible matrix could be loaded with cytokines that would
diffuse out on their own and be released via degradation mechanisms. A resent study [Peattie et al., 2004]
demonstrated these facts and identified synergistic behaviors. In summary, cross-linked hyaluronic acid
(HA) hydrogels were evaluated for their ability to elicit new microvessel growth in vivo when loaded
with one of two cytokines, vascular endothelial growth factor (VEGF) or basic fibroblast growth factor
(bFGF). HA film samples were surgically implanted in the ear pinnas of mice, and the ears retrieved 7 or
14 days post-implantation. Histologic analysis showed that all groups receiving an implant demonstrated
significantly more microvessel density than control ears undergoing surgery but receiving no implant.
Moreover, aqueous administration of either growth factor produced substantially more vessel growth than
an HA implant with no cytokine. However, the most striking result obtained was a dramatic synergistic
interaction between HA and VEGF. New vessel growth was quantified by a metric developed during that
study; that is, a dimensionless neovascularization index (NI). This index is defined to represent the number
of additional vessels present postimplant in a treatment group, minus the additional number due to the
surgical procedure alone, normalized by the contralateral count. Presentation of VEGF in cross-linked HA
generated vessel density of NI = 6.7 at day 14. This was more than twice the effect of the sum of HA alone
(NI = 1.8) plus VEGF alone (NI = 1.3). This was twice the vessel density generated by coaddition of HA

overcome these limitations and are discussed in the chapter on microenvironment control (in this section
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and bFGF (NI = 3.4). New therapeutic approaches for numerous pathologies could be notably enhanced
by this localized, synergistic angiogenic response produced by release of VEGF from cross-linked HA
films.

4.3 Biomimetic Membranes for Ion Transport

Cells must take nutrients from their extracellular environment to grow and maintain metabolic activity.
The selectivity and rate that these molecular species enter can be important in regulatory processes. The
mechanisms involved depend upon the size of the molecules to be transported across the cell membrane.
These biological membranes consist of a continuous double layer of lipid molecules in which various
membrane proteins are imbedded. Individual lipid molecules are able to diffuse rapidly within their own
monolayer; however, they rarely“flip-flop”spontaneously between these two monolayers. These molecules
are amphoteric and assemble spontaneously into bilayers when placed in water. Sealed compartments are
thus formed, which reseal if torn.

The topic of membrane transport is discussed in detail in many texts [Lehninger, 1988; Alberts et al.,
1989]. The following discussion is limited to membrane transport of small molecules, hence excluding
macromolecules such as polypeptides, polysaccharides, and polynucleotides. The lipid bilayer is a highly
impermeable barrier to most polar molecules and thus prevents the loss of the water soluble contents of
the cell interior. Consequently, cells have developed special means to transport these species across their
membranes. Specialized transmembrane proteins accomplish this, each responsible for the transfer of a
specific molecule or group of closely related molecules. The mechanism can be either energy independent,
as in passive and facilitated diffusion, or energy dependent, as in active transport and group translocation.

In passive diffusion, molecules are transported with (or “down”) a concentration gradient that is ther-
modynamically favorable and can occur spontaneously. Facilitated diffusion utilizes a carrier molecule,
imbedded in the membrane, that can combine specifically and reversibly with the molecule to be trans-
ported. This carrier protein undergoes conformational changes when the target molecule binds and again
when it releases that molecule on the transverse side of the membrane. This binding is dependent on favor-
able thermodynamics related to the concentration of free vs. bound species. An equilibrium is established,
as in a Langmuir isotherm, on both sides of the membrane. Thus, the rate of transport is proportional
to concentration differences maintained on each side of the membrane and the direction of flow is down
this gradient. Active transport is similar to facilitated transport in that a carrier protein is necessary;
however, it occurs against (up) a concentration gradient, which is thermodynamically unfavorable and
thus requires energy. Group translocation requires chemical modification of the substance during the
process of transport. This conversion process traps the molecule on a specific side of the membrane due
to its asymmetric nature and the essential irreversibility of the transformation. These complexities lead to
difficulties in mimicry; thus, research in this area is slow in developing.

Several energy sources are possible for active transport, including electrostatic or pH gradients of the
proton motive force (PMF), secondary gradients derived from the PMF by other active transport systems,
and by the hydrolysis of ATP. The development of these ion gradients enables the cell to store potential
energy in the form of these gradients.

It is essential to realize that simple synthetic lipid bilayers, that is, protein-free, can mimic only passive
diffusion processes since they are impermeable to ions but freely permeable to water. Thermodynamically,
virtually any molecule should diffuse across a protein-free, synthetic lipid bilayer down its concentration
gradient. However, it is the rate of diffusion that is of concern, which is highly dependent upon the size of
the molecule and its relative solubility in oil (i.e., the hydrophobic interior of the bilayer). Consequently,
small nonpolar molecules such as O2 readily diffuse. If small enough, uncharged polar molecules such
as CO2, ethanol, and urea can diffuse rapidly, whereas glycerol is more difficult and glucose is essentially
excluded. Water, because it has such a small volume and is uncharged, diffuses rapidly even though it
is polar and relatively insoluble in the hydrophobic phase of the bilayer. Charged particles, on the other
hand, no matter how small, such as Na+ and K+, are essentially excluded. This is due to the charge and
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the high degree of hydration preventing them from entering the hydrocarbon phase. Quantitatively, water
permeates the bilayer at a rate 103 faster than urea, 106 faster than glucose, and 109 faster than small ions
such as K+. Thus, only nonpolar molecules and small uncharged polar molecules can cross the cellular lipid
membrane directly by simple (passive) diffusion; others require specific membrane transport proteins, as
either carriers or channels. Synthetic membranes can be designed for specific biomedical applications that
can mimic the transport processes discussed earlier [Michaels, 1988]. Membrane selectivity and transport
are enhanced with the aid of highly selective complexing agents, impregnated as either fixed site or mobile
carriers. To use these membranes to their full potential, the mechanism of this diffusion needs to be
thoroughly understood.

4.3.1 Active Transport Biomimetics

Extensive theoretical and experimental work has previously been reported for supported liquid mem-
brane systems (SLMS) as effective mimics of active transport of ions [Cussler et al., 1989; Kalachev et al.,
1992; Thoresen and Fisher, 1995; Stockton and Fisher, 1998]. This was successfully demonstrated using
di-(2 ethyl hexyl)-phosphoric acid as the mobile carrier dissolved in n-dodecane, supported in various
inert hydrophobic microporous matrices (e.g., polypropylene), with copper and nickel ions as the trans-
ported species. The results showed that a pH differential between the aqueous feed and strip streams,
separated by the SLMS, mimics the PMF required for the active transport process that occurred. The
model for transport in an SLMS is represented by a five-step resistance-in-series approach, as follows
(1) diffusion of the ion through a hydrodynamic boundary layer; (2) desolvation of the ion, where it
expels the water molecules in its coordination sphere and enters the organic phase via ion exchange with
the mobile carrier at the feed/membrane interface; (3) diffusion of the ion-carrier complex across the
SLMS to the strip/membrane interface; (4) solvation of the ion as it enters the aqueous strip solution via
ion exchange; and (5) transport of the ion through the hydrodynamic boundary layer to the bulk stripping
solution. A local Peclet number is used to characterize the hydrodynamics and the mass transfer occurring
at the fluid/SLMS interface. The SLMS itself is modeled as a heterogeneous surface with mass transfer and
reaction occurring only at active sites; in this case, the transverse pores. Long-term stability and toxicity
problems limit their application, as configured above, in the biomedical arena. Use in combination with
fixed site carrier membranes as entrapping barriers has great potential and is an active research area. Some
success has been obtained using (1) reticulated vitreous carbon as the support matrix and Nafion, for the
thin film “active barrier”; and (2) an ethylene-acrylic acid ionomer, utilizing the carboxylic acid groups
as the fixed site carriers. The most probable design for biomedical applications appears to be a laminate
composite system that incorporates less toxic SLMSs and highly selective molecularly engineered thin film
entrapping membranes. Use of fixed site carrier membranes in these innovative designs requires know-
ledge of transport characteristics. Cussler et al. [1989] have theoretically predicted a jumping mechanism
for these systems. Kalachev et al. [1992] have shown that this mechanism can also occur in an SLMS at
certain carrier concentrations. This mechanism allows for more efficient transport than common facil-
itated diffusion. Stability over time and a larger range of carrier concentrations where jumping occurs
make fixed-carrier membranes attractive for biomedical applications. A brief discussion of these jumping
mechanisms follows.

4.3.2 Mechanism for Facilitated Diffusion in Fixed-Carrier Membranes

A theory for the mechanism of diffusion through a membrane using a fixed carrier covalently bound to the
solid matrix, was developed previously [Cussler et al., 1989]. The concept is that the solute molecule jumps
from one carrier to the next in sequence. Facilitated diffusion can occur only if these “chained” carriers
are reasonably close to each other and have some limited mobility. The advantages of using a chained
carrier in a solid matrix vs. a mobile carrier in a liquid membrane are that the stability is improved,
there is no potential for solvent loss from the system, and the transport may actually be enhanced. Their
theory is compared to that for the mobile carriers in the SLMS. For the fixed-carrier (chained) system,
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the assumptions of fast reactions and that they take place only at the interface are also used. The major
difference is that the complex formed cannot diffuse across the membrane since the carrier is covalently
bound to the polymer chain in the membrane. Although the complex does not diffuse in the classical
random walk concept, it can “jiggle” around its equilibrium position. This movement can bring it into
contact range with an uncomplexed carrier also “jiggling,” and result in a reversible interaction typical to
normal receptor/ligand surface motion. It is assumed that no uncomplexed solute can pass through the
membrane; it would be immobilized and taken from the diffusion process. The transport process that is
operable is best explained by viewing the chained-carrier membrane as a lamella structure where each
layer is of thickness L. Every carrier can move a distance X around its neutral position and is a length
L away from its neighbors. Diffusion can occur only over the distance X . Therefore, there is a specific
concentration where a solute flux is first detected, termed percolation threshold, occurring when L = X .
This threshold concentration is estimated as C = 1/L3Na , where C is the average concentration, L is the
distance between carrier molecules, and Na is Avogadro’s number. In summary, the mechanism is that of
intramolecular diffusion; each chained carrier having limited mobility within the membrane. A carrier at
the fluid–membrane interface reacts with the species to be transported and subsequently comes in contact
with an uncomplexed carrier and reacts with it, repeating this transfer process across the entire width of
the membrane.

4.3.3 Jumping Mechanism in Immobilized Liquid Membranes

Facilitated diffusion was studied in immobilized liquid membranes using a system composed of a micro-
porous nitrocellulose film impregnated with tri-n-octylamine (TOA) in n-decane [Kalachev et al., 1992].
Experiments were monitored by measuring the conductivity of the feed and strip streams. The transport
of ions (cobalt and iron) from an acidic feed (HCl) to a basic strip solution (NH4OH) was accomplished.
Their results suggest that there are three distinct transport regimes operable in the membrane. The first
occurs at short times and exhibits very little ion transport. This initial time is termed the ion penetration
time and is simply the transport time across the membrane. At long times, a rapid increase in indiscrim-
inate transport is observed. At this critical time and beyond, there are stability problems; that is, loss of
solvent from the pores leading to the degradation of the membrane and the formation of channels that
compromise the ion selective nature of the system and its barrier properties.

Recall that their experiments were for a selective transport with (not against) the ion gradient. It is only
in the intermediate time regime that actual facilitated transport occurs. In this second region, experiments
were conducted using a cobalt feed solution for various times and carrier concentrations; all experiments
showed a peak in flux. The velocity of the transported species can be obtained from these results and
the penetration time vs. carrier concentration is available. At the threshold carrier concentration these
researchers claim that the mechanism of transport is by jumping, as proposed earlier, for fixed site carriers.
The carrier molecules are now close enough to participate in a “bucket brigade” transport mechanism.
The carrier molecules use local mobility, made possible by a low viscous solution of n-decane, to oscillate,
passing the transported species from one to another. This motion results in faster transport than common
facilitated transport, which relies on the random walk concept and occurs at lower TOA concentrations.
It is in this low concentration region that the carrier molecules are too far apart to participate in the jumping
scheme. At higher concentrations, well above the threshold value, the increased viscosity interferes with
carrier mobility; the jumping is less direct or does not occur because of the increased bonding sites and
hence removal of the species from the transport process.

4.4 Assessing Mass Transfer Resistances in Biomimetic Reactors

4.4.1 Uncoupling Resistances

Characterization of mass transfer limitations in biomimetic reactors is essential when designing and
evaluating their performance. When used in Cell Culture Analog (CCA) systems, the proper mimicry
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of the role of intrinsic kinetics and transport phenomena cannot be overemphasized. Lack of the desired
similitude will negate the credibility of the phenomenological observations as pertaining to toxicity and
pharmaceutical efficacy. The systems must be designed to allow manipulation, and thus control, of
all interfacial events. The majority of material transfer studies for gaseous substrates are based on the
assumption that the primary resistance is at the gas/liquid interface. Studies examining the use of hollow
fiber membranes to enhance gas/liquid transport have been successfully conducted [Grasso et al., 1995].
The liquid/cell interfacial resistance is thus uncoupled from that of the gas/liquid interface and they can
now be examined separately to evaluate their potential impacts. A reduction in the mean velocity gradient,
while maintaining a constant substrate flux into the liquid, resulted in a shift in the limiting resistance
from the gas/liquid to the liquid/cell interface. This shift manifested itself as an increase in the Monad
apparent half-saturation constant for the chemoautotrophic methanogenic microbial system selected as
a convenient analog. The result of these studies significantly influences the design and evaluation of
reactors used in the biomedical engineering (BME) research area, especially for the animal surrogate or
CCA systems. Although a reactor can be considered as well mixed based on spatial invariance in cell
density, it was demonstrated that significant mass transfer resistance may remain at the liquid/cellular
boundary layer.

There are three major points to be stressed. First, the liquid/cellular interface may contribute signific-
antly to mass transfer limitations. Second, when mass transfer limitations exist the intrinsic biokinetics
parameters cannot be determined. In biochemical reactor design, intrinsic parameters are essential to
model adequately the system performance. Furthermore, without an understanding of the intrinsic biokin-
etics, one cannot accurately study transport mechanisms across biological membranes. The determination
of passive or active transport across membranes is strongly affected by the extent of the liquid/cellular
interfacial resistance.

4.4.2 Use in Physiologically Based Pharmacokinetics Models and
Cell Culture Analog Systems

The potential toxicity of, and the action of, a pharmaceutical is tested primarily using animal studies.
Since this technique can be problematic from both a scientific and ethical basis [Gura, 1997], alternatives
have been sought. In vitro methods using isolated cells [Del Raso, 1993] are inexpensive, quick, and
generally present no ethical issues. However, the use of isolated cell cultures does not fully represent the
full range of biochemical activity as in the whole organism. Tissue slices and engineered tissues have also
been studied but not without their inherent problems, such as the lack of interchange of metabolites
among organs and the time dependent exposure within the animal. An alternative to both in vitro and
animal studies is the use of computer models based on physiologically based pharmacokinetics (PBPK)
models [Connolly and Anderson, 1991]. These models mimic the integrated, multi-compartment nature
of animals and thus can predict the time-dependent changes in blood and tissue concentrations of the
parent chemical and its metabolites. The obvious limitations lie in that a response is based on assumed
mechanisms; therefore, secondary and “unexpected” effects are not included. Furthermore, parameter
estimation is difficult. Consequently, the need for animal surrogates or CCA systems is created. The
pioneering work of M.L. Shuler’s group at Cornell University [Sweeney et al., 1995; Shuler et al., 1996; Mufti
and Shuler, 1998; also a chapter in this section of the handbook) and many others has led to the following
approach.

These CCA systems are physical representations of the PBPK structure where cells or engineered tissues
are used in organ compartments. The fluid medium that circulates between compartments acts as a“blood
surrogate.” Small scale bioreactors housing the appropriate cell types are the physical compartments that
represent organs or tissues. This concept combines attributes of PBPK and in vitro systems. Furthermore,
it is an integrated system that can mimic dose-release kinetics, conversion into specific metabolites from
each organ, and the interchange of these metabolites between compartments. Since the CCA system
permits dose-exposure scenarios that can replicate those of animal studies, it works in conjunction with a
PBPK as a tool to evaluate and modify proposed mechanisms. Thus, bioreactor design and performance



© 2006 by Taylor & Francis Group, LLC

4-12 Tissue Engineering and Artificial Organs

evaluation testing is crucial to the success of this animal surrogate concept. Efficient transfer of substrates,
nutrients, stimulants, etc. from the gas phase across all interfaces may be critical for the efficacy of
certain biotransformation processes and in improving blood compatibility of biosensors monitoring the
compartments. Gas/liquid mass transfer theories are well established for microbial processes [Cussler,
1984]. However, biotransformation processes also involve liquid/cellular interfacial transport. In these
bioreactor systems, a gaseous species is transported across two interfaces. Each could be a rate-determining
step and can mask intrinsic kinetics modeling studies associated with cellular growth and substrate
conversion and product formation.

A methanogenic chemoautotrophic process was selected for study because of its relative simplicity and
strong dependence on gaseous nutrient transport, thus establishing a firm quantitative base case [Grasso
et al., 1995]. The primary objective was to compare the effect of fluid hydrodynamics on mass transfer
across the liquid/cellular interface of planktonic cells and the subsequent impact upon growth kinetics.
Standard experimental protocol to measure the gas/liquid resistance was employed [Cussler, 1984; Grasso
et al., 1995]. The determination of the liquid/cellular resistance is more complex. The thickness of the
boundary layer was calculated under various hydrodynamic conditions and combined with molecular
diffusion and mass action kinetics to obtain the transfer resistance. Microbial growth kinetics associated
with these hydrodynamic conditions can also be examined. Since Monad models are commonly applied to
describe chemoautotrophic growth kinetics [Ferry, 1993] the half-saturation constant can be an indicator
of mass transfer limitations. The measured (apparent) value will be greater than the intrinsic value, as
demonstrated in these earlier studies and mentioned previously.

4.5 Electroenzymatic Membrane Reactors as Electron Transfer
Chain Biomimetics

4.5.1 Mimicry of In Vivo Coenzyme Regeneration Processes

In many biosynthesis processes, a coenzyme is required in combination with the base enzymes to function
as high-efficiency catalysts. A regeneration system is needed to repeatedly recycle the coenzyme to reduce
operating costs in continuous in vitro synthesis processes, mimicking the in vivo regenerative process
involving an electron transfer chain system. Multiple reaction sequences are initiated as in metabolic
cycles. NAD(H) is one such coenzyme. Because of its high cost, much effort has focused on improving the
NAD(H) regeneration process [Chenault and Whitesides, 1987], with electrochemical methods receiving
increased attention. The direct regeneration on an electrode has proven to be extremely difficult [Paxinos
et al., 1991]. Either acceleration of protonation or inhibition of intermolecular coupling of NAD+ is
required. Redox mediators have permitted the coupling of enzymatic and electrochemical reactions; the
mediator accepts the electrons from the electrode and transfers them to the coenzyme via an enzymatic
reaction, and thus regeneration/recycling of the coenzyme during a biosynthesis reaction can be accom-
plished [Hoogvliet et al., 1988]. The immobilization of mediator and enzyme on electrodes can reduce the
separation procedure, increase the selectivity, and stabilize the enzyme activity [Fry et al., 1994]. Various
viologen mediators and electrodes have been investigated for the NADH system in batch configurations
[Kunugi et al., 1990]. The mechanism and kinetics were investigated by cyclic voltammetry, rotating disk
electrode, and impedance measurement techniques. The performance of electrochemical regeneration of
NADH on an enzyme immobilized electrode for the biosynthesis of lactate in a packed bed flow reactor
[Fisher et al., 2000; Chen et al., 2004] is selected as a model system to illustrate an electron transfer chain
biomimetic.

4.5.2 Electroenzymatic Production of Lactate from Pyruvate

The reaction scheme is composed of a three-reaction sequence: (1) the NADH-dependent enzymatic
(lactate dehydrogenase: LDH) synthesis of lactate from pyruvate; (2) the regeneration of NADH from
NAD+ and enzymatic (lipoamide dehydrogenase: LipDH) reaction with the mediator (methyl viologen);
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and (3) the electrochemical (electrode) reaction. The methyl viologen (MV2+) accepts electrons from the
cathode and donates them to the NAD+ via the LipDH reaction. The regenerated NADH in solution is
converted to NAD+ in the enzymatic (LDH) conversion of pyruvate to lactate. A key feature of this system is
the in situ regeneration of the coenzyme NADH. A flow-by porous reactor utilizes the immobilized enzyme
system (LipDH and methyl viologen as a mediator) within the porous graphite cathodes, encapsulated by
a cation exchange membrane (Nafion, 124). The free-flowing fluid contains the pyruvate/lactate reaction
mixture, the LDH, and the NADH/NAD+ system. Lactate yields up to 70% have been obtained when
the reactor system was operated in a semi-batch (i.e., recirculation) mode for 24 h, as compared to only
50% when operated in a simple batch mode for 200 h. The multi-pass, dynamic input operating scheme
permitted optimization studies to be conducted on system parameters. This includes concentrations of
all components in the free solution (initial and dynamic input values could be readily adjusted through
recycle conditioning), flow rates, and electrode composition and their transport characteristics. By varying
the flow rates through this membrane reactor system, operating regimes can be identified that determine
the controlling mechanism for process synthesis (i.e., mass transfer vs. kinetics limitations). Procedures
for operational map development are thus established.
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Mass transport and diffusional processes play key roles in biomedical engineering at several levels, both
within the body and in extracorporeal circuits. The roles of mass transfer in tissue function are discussed
in Chapter 115 (Lightfoot and Duca), and here we will concentrate on external processes and design of
therapeutic regimens. Moreover, we will depend heavily upon major references [Bird et al., 1960; Ho and
Sirkar, 1992; Noble and Stern, 1995; Lightfoot and Lightfoot, 1997; Schmidt-Nielsen, 1997; Welling, 1997;
Bassingthwaighte et al., 1998] and seek understanding rather than detailed descriptions.

All mass transport processes, which can be defined as the technology for moving one species in a
mixture relative to another, depend ultimately upon diffusion as the basis for the desired selective motion.
Diffusion takes many forms, and a general description is provided in Table 115.7 of Chapter 115 of previous
edition. However, a great deal of information can often be obtained by carefully written statements of
simple constraints, and that of conservation of mass is the most useful for our purposes. We shall begin
with examples where this suffices and show how one can determine the validity of such a simple approach.
We then proceed to situations where more detailed analysis is needed.

5.1 Applications of Allometry

Much of biomedical engineering requires transferring information obtained from animal experiments to
humans, and here interspecies similarities have proven quite useful. Many properties of living systems

5-1
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scale simply with body mass according to the simple allometric equation [Schmidt-Nielsen, 1997]:

P = aM b (5.1)

Here P is any property, M is average species mass, and a and b are species independent constants. Among
the most important of such relations is that of basal metabolic rate of warm blooded animals, for which
the total rate of oxygen consumption is given by

RO2,tot ≈ 3.5M 3/4 (5.2)

Here RO2,tot is ml O2 (STP) consumed per hour, and M is body mass in grams. Other important properties,
for example blood volume per unit mass and decrease of total oxygen content per unit volume of blood on
passing through the arterial system, are invariant: b is zero. It follows that average blood circulation time

Tcirc ∝ M 1/4 (5.3)

This is an important result because it means that flow limited body processes scale with the 1/4-power of
body mass. Moreover, Tcirc is the first of the time constants which we shall find to govern most diffusional
processes.

An important application is the prediction of human drug elimination kinetics from animal
experiments. For many it is found that

cV /m0 = f (t/Tcirc) (5.4)

where c is blood concentration of the drug, V is body volume, and m0 is the initial drug dose. The
function f can be quite complex but, to a first order, it is independent of species [see Dedrick et al., 1970;
also Lightfoot, 1974]. Moreover, V can be calculated from mass assuming a species independent density
close to 1 g/ml. Success of Equation 5.4 requires that drug distribution between blood and body tissues
be independent of drug concentration and that elimination be assumed flow limited. We now ask when
this last assumption can be justified.

5.2 Flow Limited Processes

Processes in which diffusion and reaction rates are fast relative to mean solute residence times are said to be
flow limited because change in diffusion or kinetic rates has little effect on the process under investigation.
Although very few biomedically interesting processes are flow limited in this sense at a detailed level of
description, it is often found that the global behavior of a complex system can be so described with little

inlet and single outlet. Blood or other fluid is flowing through this system at a constant flow rate Q and
with a decaying inlet solute concentration

cin(t ) = c0e−t/TBC (5.5)

We now calculate the difference between this inlet concentration and the outlet concentration cout(t ), for
two quite different situations: plug flow in our system (PF), and perfect mixing (CSTR for continuous
stirred tank reactor). In both cases the mean residence time is Tm ≡ V /Q. The results are:

PF: Here, there is just a time delay without other change, so that

t < Tm: cout − cin = −c0e−t/TBC (5.6a)

t > Tm: cout − cin = c0e−t/TBC [eTM/TBC − 1] (5.6b)

error. To understand this we look briefly at Figure 5.1a a closed system of constant volume V with a single
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FIGURE 5.1 (a) A simple flow system and (b) flow limited approximations.

CSTR: Here the internal concentration is uniform at the outlet level, and

cout − cin =
(

R

R − 1

)
[e−τ − e−Rτ ] − e−τ t ; R = TBC/TM (5.7)

These results are plotted in Figure 5.1b for two time-constant ratios, TBC/TM = 1 and TBC/TM = 10.
The two flow conditions are seen to produce very different behavior for equal time constants, but these
differences quickly become minor when TM 	 TBC. More specifically, the effect of our system flow
conditions on the inlet concentration becomes insensitive to these conditions when two criteria are met:

Tm 	 TBC (5.8a)

t = TOBS ≥ Tm (5.8b)

Here TOBS is the observer time, that is, the time before which there is no interest in the system behavior.
These are the conditions of time constant separation, of great practical importance in all engineering
design calculations. Usually “much less than” can be taken to be less than a third, and vice versa, and one
tenth is almost always sufficient. Thus, using time constant separation to simplify process descriptions is
usually referred to as an order-of-magnitude approximation. Returning to Figure 5.1a we may now write
a macroscopic mass balance [Bird et al., 1960, Ch. 22) of the form

V dc/dt ≈ Q(cm − c)+ V 〈R〉 (5.9)

where c is both average internal and exit concentration, and 〈R〉 is the average rate of solute formation by
chemical reaction. Here we have used the CSTR approximation as the simplest to handle mathematically.
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FIGURE 5.2 Modeling hemodialysis.

This expression is valid only under the constraints of Equation 5.8, but these are commonly met in
conditions of medical interest.

The major utility of Equation 5.9 is in the description of networks such as the organ network of the
human body, and applications include transient drug distribution, anaesthesia, and the study of metabolic
processes [Welling, 1997; Bassingthwaighte et al., 1998]. Here an equation similar to Equation 5.8 must be
written for each element of the network, but individual organs can be combined, so long as the resulting
element conforms to Equation 5.8. These processes are often lumped under the heading of pharmacokin-
etics, and a large literature has developed [Welling, 1997]. An example of great economic importance is
hemodialysis for the treatment of end stage kidney disease. Here the body can be approximated by the
simple diagram of Figure 5.2, and the defining equations reduce to

VTdcT/dt = QB(cB − cT)+ G (5.9a)

VBdcB/dt = −QB(cB − cT)− Cl · cB (5.9b)

Here the subscript B and T refer to the blood and (whole body) tissue respectively; G is the rate of toxin
generation, and Cl is the clearance of the dialyzer. Comparison of prediction with observation is shown

treatment. It may be seen that the pharmacokinetic approximation permits accurate extrapolation for
four additional days.

5.3 Extracorporeal Systems

Next we look at the problem of designing extracorporeal systems, and these can normally be classified
into a small number of categories. We shall consider steady-state membrane separators, chromatographic
devices, and flow reactors.

5.3.1 Membrane Separators

The purpose of these devices is to transfer solute from one flowing steam to another, and there are two
subcategories distinguished by the ratio of transmembrane flow induced (convective) and diffusional
solute. This ratio in turn is defined by a Péclet number,

Pe ≡ 〈v〉/P (5.10)

P ≡ Ni/�ci (5.11)

for creatinine in Figure 5.3. Here the parameters of Equation 5.9 were determined for the first day’s



© 2006 by Taylor & Francis Group, LLC

Diffusional Processes and Engineering Design 5-5

20

16

18

14

12

10

8

6

4

2

0
0 1 2 3 4 5

Time (days)

C
re

at
in

in
e 

(m
gm

 %
)

FIGURE 5.3 Actual creatinine dynamics compared to prediction.

Here 〈v〉 is the observable transmembrane solvent velocity, and P is the membrane solute diffusional
permeability. The permeability in turn is defined as the ratio of the molar flux of solute transport,
moles/area-time, to the solute concentration difference causing this transport. The most familiar examples
of low-Pe devices are blood oxygenators and hemodialyzers. High-Pe systems include micro-, ultra-, and
nano-filtration and reverse osmosis. The design and operation of membrane separators is discussed in
some detail in standard references [Ho and Sirkar, 1992; Noble and Stern, 1995], and a summary of useful
predictions is provided in Section 5.4.

Low-Pe devices are by far the simpler. Solute transport in dialyzers is essentially unaffected by the small
amount of transmembrane water flow, and one may therefore use standard design techniques based on
membrane permeabilities, usually supplied by the vendor, and mass transfer coefficients in the adjacent
fluids. Local fluxes can be described by the simple expression

Ni = Kc(cib − cie) (5.12)

where Ni is the molar flux of the solute “i” across the membrane, moles/area-time, Kc is the overall mass
transfer coefficient, ci is molar solute concentration while the subscripts “b” and “e” refer to blood and
the external fluid, respectively. The overall mass transfer coefficient must be calculated from the two
fluid phase coefficients and membrane permeability. Hemodialysis solutes tend to distribute uniformly
between blood (on a cell-free basis), and one may use the simple approximation

1/Kc = (1/kb)+ (1/P)+ (1+ ke) (5.13)

Here kb and ke are the mass transfer coefficients for the blood and external fluid, here dialysate, respectively.
These phase mass transfer coefficients can usually be estimated to an acceptable accuracy from simple

unequally distributed solutes, Equation 5.3 must be appropriately modified [Lightfoot and Lightfoot,
1997], and, for blood this can be something of a problem [Popel, 1989].

Equipment performance for dialyzers is normally expressed in terms of clearance

Cl = fci,inQ (5.14)

asymptotic formulas [Lightfoot and Lightfoot, 1997]. Examples of the latter are given in Table 5.1. For
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TABLE 5.1 Asymptotic Nusselt Numbers for Laminar Duct Flow
(With Fully Developed Velocity Profiles)

Constant wall concentration Constant wall mass flux

Thermal entrance region
Plug flow:

Nuloc =
1√
π

(
vD2

–Dz

)1/2

Nuloc =
√
π

2

(
vD2

–Dz

)1/2

Parabolic velocity profile:

Nuloc =
1

91/3	(4/3)

(
gD3

–Dz

)1/3

Nuloc =
	(2/3)

91/3

(
gD3

–Dz

)1/3

Here z is distance in the flow direction and g is the rate of change of velocity with
distance from the wall, evaluated at the wall. Nusselt numbers are local values,
evaluated at z .

Fully developed region
Plug flow: Nuloc = 5.783 Nuloc = 8
Parabolic flow: Nu = 3.656 Nu = 48/11

where f is the fraction of incoming solute “i” removed from the blood, ci,in is concentration of solute
“i” in the entering blood, and Q is volumetric blood flow rate. Clearance is a convenient measure as it
is independent of solute concentration, and it is easily determined experimentally. Prediction is useful
for device design, but in operation, clearance is usually determined along with effective blood flow rates
and tissue water volumes from numerical analysis of a test dialysis procedure. The efficiency of blood
oxygenators can be dominated by either membrane permeability or mass transfer in the flowing blood,
and it is complicated by the kinetics and thermodynamics of the oxygen/hemoglobin system. These aspects
are discussed in detail by Popel [1989].

High-Pe devices are dominated by transmembrane water transport, and detailed discussion must be
left to the above cited references. However, it is important to recognize their primary function is to remove
water and undesired solutes while retaining one solute which is desired. Rejection of the desired product
increases toward an asymptote as water flux increases, and one should operate near this asymptote if at
all possible. The relation between water flux and rejection is perhaps best determined experimentally.
However, as water flux increases the rejected solute concentration at the interface between the feed stream
and the membrane also increases. This process, usually known as concentration polarization, typically
produces a significant increase in osmotic pressure which acts to reduce the flow. Polarization is a complex
process, but to a good approximation the trans-membrane water velocity is given by

〈v〉 ≈ ln(csδ/cs0) · (ρδ/ρ0) ·� · kc (5.15)

Here cs is concentration of the rejected solute, r is solution density, kc is the concentration-based mass
transfer coefficient in the absence of water flux, and the subscripts δ and 0 refer to conditions at the
membrane surface and bulk of the fed solution, respectively. The factor � is a correction for variable
viscosity and diffusivity, approximated at least for some systems by

� ≡ 〈–D〉2/3〈1/µ〉1/3 (5.16)

and 〈D〉 and 〈1/µ〉 are the averages of solute diffusivity and reciprocal solution viscosity at the membrane
surface and bulk solution divided by these quantities in the bulk solution. These equations are reasonable
once appreciable polarization has occurred, if rejection is high, and they are a modification of earlier
boundary-layer analyses of Kozinski and Lightfoot [1972]. They are more accurate than the more recent
results made using simple film theory discussed in Ho and Sirkar [1992] and Noble and Stern [1995],
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both in incorporating the coefficient 1.4 and in the corrections for variable diffusivity and viscosity. The
coefficient of 1.4 is a correction to account for boundary-layer compression accompanying transmembrane
flow, not allowed for in film theory. Typical geometry insensitive boundary layer behavior is assumed, and
these equations are not restricted to any given rejected solute or equipment configuration. However, in
order to calculate the pressure drop required to obtain this flow, one must use the expression

�p = π + v/kh (5.17)

where �p is transmembrane pressure drop, π is solute osmotic pressure at the membrane surface, and
kh is the hydraulic permeability of the membrane. The osmotic pressure in turn is a function of solute
concentration at the membrane surface, and thus is different for each rejected solute.

5.3.2 Chromatographic Columns

Chromatography is very widely used in biomedical analyses and to a significant extent for extracorporeal
processing of blood and other body fluids. Recovery of proteins from blood is of particular importance,
and these applications can be expected to grow. Good basic texts are available for underlying dynamic
theory [Guiochon et al., 1994] and chemistry [Snyder et al., 1997], and a series of design papers is
recommended [Athalye et al., 1992; Lightfoot et al., 1997; Lode et al., 1998; Yuan et al., in press].
Differential chromatography, in which small mixed-solute pulses are separated by selective migration
along a packed column, is the simplest, and much of the chromatographic literature is based on concepts
developed for this basic process.

In differential chromatography, the individual solutes do not interact, and the effluent curve for each is
usually close to a Gaussian distribution:

cf (L, t ) = c0 exp

[
−
(

t

t̄
− 1

)2
]/

(2π)t/2(σ/t̄ ) (5.18)

where cf (L, t ) is the fluid phase concentration leaving a column of length L at time t , t̄ is the mean
solute residence time, and σ is the standard deviation of the distribution; c0 is the maximum effluent
concentration. Degree of separation is defined in terms of the resolution, R12 defined as in Figure 5.4
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FIGURE 5.4 Resolution in differential chromatography.
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where separation with a resolution of unity is shown. Here the distance between the two mean residence
times (t̄1 2̄

deviations increase with its square root. Thus resolution is proportional to the square root of column
length. Column performance is normally rated in terms of the number of equivalent theoretical plates,
N defined by

N ≡ (t̄/σ)2 (5.19)

Methods of predicting N from column design and operating conditions are described in the above
mentioned references [see Athalye et al., 1992].

5.3.3 Flow Reactors

Development of small flow reactors for diagnostic purposes is a fast growing field. Patient monitoring
of blood glucose is probably the largest current example, but new applications for a wide variety of
purposes are rapidly being developed. These are essentially miniaturized variants of industrial reactors and
normally consist of channels and reservoirs with overall dimensions of centimeters and channel diameters
of millimeters or even tenths of millimeters. The key elements in their description are convective mass
transfer, dispersion, and reaction, and they differ from larger systems only in parameter magnitudes.
In particular, flow is almost invariably laminar and Schmidt numbers

Sc ≡ µ/ρ–D (5.20)

are always high, never less than 105. Here µ is solvent viscosity, ρ is its density, and –D is effective solute
diffusivity through the solution. These aspects are briefly described in the next section.

5.4 Useful Correlations

5.4.1 Convective Mass Transfer

Mass transfer coefficients kc are best correlated in the dimensionless form of mass transfer Nusselt numbers
defined as

Nu ≡ kcD/–D (5.21)

where D is any convenient characteristic length, typically diameter for tubes. For the high-Sc systems
considered above, these Nusselt numbers are functions only of a dimensionless ratio L, system geometry,
and boundary conditions [Lightfoot and Lightfoot, 1997]. The scaled length L in turn is just the ratio of
mean solvent residence time to lateral diffusion time:

L ≡ (L/〈v〉)/(D2/24–D) (5.22)

For all geometries these functions have the same three characteristics: an entrance region solution for L

“much” less than unity, a constant asymptotic value for L “much” greater than unity (the“fully developed”
region), and a relatively unimportant transition region for L close to unity. Normally the entrance region
is of most practical importance and can be used without great error up to L of unity. Typical results

between parallel plates; it may be noted that the reference length D cancels. It appears to the same power
on both sides of the equations. The correlations for laminar flow are also valid for non-Newtonian fluids
if the appropriate wall velocity gradients are used. The solutions for fully developed flow are, however,
only useful for round tubes and either plug or Poiseuille flow as indicated. These are much less important

− t ), 40 and 20 in Figure 5.4, increase in direct proportion to column length, while the standard

are shown in Table 5.1. The entrance region results are valid for both tubes (circular cross-section) and
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as they result in very low transfer rates. Plug and Poiseuille (parabolic) flows are limiting situations, and
most real situations will be between them. Plug flow is approximated in ultrafiltration where the high
solute concentrations produce a locally high viscosity. Poiseuille flow is a good approximation for dialysis.

5.4.2 Convective Dispersion and the One-Dimensional Convective Diffusion
Equation

Non-uniform velocity profiles tend to reduce axial concentration gradients, a result which is qualitatively
similar to a high axial diffusivity. As a result, it is common practice to approximate the diffusion equation
for duct flow as

∂ c̄/∂t + 〈v〉∂ c̄/∂z ≡ –Deff ∂
2c̄/∂z2〈Ri,eff 〉 (5.23)

Here the overline indicates an average over the flow cross-section, usually further approximated as the
cup-mixing or bulk concentration [Bird et al., 1960], 〈v〉 is the flow average velocity, –Deff is an effective
diffusivity, and 〈Ri,eff 〉 is the rate of solute addition per unit volume by reaction plus mass transfer across
the wall:

〈Ri,eff 〉 = 〈Ri,chem〉 + (C/S)Kc(ce − c̄) (5.24)

Here 〈Ri,chem〉 is the average volumetric rate of formation of species “i,” moles/volume-time, C is the duct
circumference, S is its cross-sectional area, and ce is the solute concentration outside the duct wall, that is,
in the surrounding fluid.

For Newtonian tube flow at L∗ greater than unity, it is reasonable to write

–Deff /D ≈ 1+ (1/192)(D〈v〉/–D2) (5.25)

The restrictions on this result and some additional useful approximations are widely discussed in the mass
transfer literature [see Ananthkrishnan et al., 1965]. For flow in packed beds, one often sees

–Deff /D ≈ 0.4(Dv2/–D) (5.26)

but more accurate expressions are available [Athalye et al., 1992]. Convective dispersion is a very com-
plex subject with a large literature, and successful application requires careful study [Brenner, 1962;
Ananthkrishnan et al., 1965; Edwards et al., 1991].
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6.1 Introduction and Conceptual Challenges

Models of microvascular heat transfer are useful for optimizing thermal therapies such as hyperthermia
treatment, for modeling thermoregulatory response at the tissue level, for assessing environmental hazards
that involve tissue heating, for using thermal means of diagnosing vascular pathologies and for relating
blood flow to heat clearance in thermal methods of blood perfusion measurement. For example, the effect
of local hyperthermia treatment is determined by the length of time that the tissue is held at an elevated
temperature, nominally 43◦C or higher. Since the tissue temperature depends on the balance between the
heat added by artificial means and the tissue’s ability to clear that heat, an understanding of the means by
which the blood transports heat is essential. This section of the handbook outlines the general problems
associated with such processes while more extensive reviews and tutorials on microvascular heat transfer
may be found elsewhere [1–4].

The temperature range of interest for all of these applications is intermediate between freezing and
boiling, making only sensible heat exchange by conduction and convection important mechanisms of
heat transfer. At high and low temperatures such as those present during laser ablation or electrocautery
and cryopreservation or cryosurgery the change of phase and accompanying mass transport present

6-1

problems beyond the scope of this section [see Reference 5].



© 2006 by Taylor & Francis Group, LLC

6-2 Tissue Engineering and Artificial Organs

Whereas the equations that govern heat transport are formally similar to those that govern diffusive
mass transport, heat and diffusing molecules interact with the microvasculature in fundamentally different
ways because the thermal diffusivity of most tissues is roughly two orders of magnitude greater than the
diffusivity for mass transport of most mobile species (1.5 × 10−7 m2/sec for heat vs. 1.5 × 10−9 m2/sec
for O2). Mass transport is largely restricted to the smallest blood vessels, the capillaries, arterioles, and
venules, whereas heat transport occurs in somewhat larger, so-called thermally significant blood vessels
with diameters in the range from 80 µm to 1 mm. The modes of heat transport differ from those of mass
transport, not simply because these vessels are larger, but because they are have a different geometrical
arrangement than the vessels primarily responsible for mass transport. Many capillary beds approximate
a uniformly spaced array of parallel vessels that can be well modeled by the Krogh cylinder model.
In contrast, the thermally significant vessels are in a tree-like arrangement that typically undergoes
several generations of branching within the size range of interest and are often found as countercurrent
pairs in which the artery and vein may be separated by one vessel diameter or less. Moreover, the vascular
architecture of the thermally significant vessels is less well characterized than that of either the primary
mass exchange vessels or the larger, less numerous supply vessels that carry blood over large distances
in the body. There are too few supply vessels to contribute much to the overall energy balance in the
tissue, but they are often far from thermal equilibrium with the surroundinig tissue producing large local
perturbations in the tissue temperature. Much of the microvascular heat exchange occurs as blood flows
from the larger supply vessels into the more numerous and densely spaced, thermally significant vessels.

Although the details of the vascular architecture for particular organs have been well characterized
in individual cases, variability among individuals makes the use of such published data valid only in
a statistical sense. Current imaging technology can be used to map and numerically model thermally
significant blood vessels larger than 600 µm diameter [6], but smaller vessels must be analyzed by other
approaches as illustrated below.

An additional challenge arises from the spatial and temporal variability of the blood flow in tissue.
The thermoregulatory system and the metabolic needs of tissues can change the blood perfusion rates by
a factor as great as 15 to 25.

6.2 Basic Concepts

For purposes of thermal analysis, vascular tissues are generally assumed to consist of two interacting
subvolumes, a solid tissue subvolume and a blood subvolume which contains flowing blood. These sub-
volumes thermally interact through the walls of the blood vessels where heat, but little mass is exchanged.
Because the tissue subvolume can transport heat by conduction alone, it may be modeled by the standard
heat diffusion equation [7]

∇kt∇Tt(�r , t )+ q̇′′′t (�r , t ) = ρtct
∂Tt(�r , t )

∂t
(6.1)

where Tt is the local tissue temperature, kt is the thermal conductivity of the tissue, q̇′′′t is the rate of
volumetric heat generation from metabolism or external source, ρt is the tissue density and ct is the tissue
specific heat. The properties used in Equation 6.1 may be assumed to be bulk properties that average over
the details of the interstitial fluid, extracellular matrix, and cellular content of the tissue. In the blood
subvolume heat may also be transported by advection which adds a blood velocity dependent term as
given by [7]

∇kb∇Tb(�r , t )− ρbcb�ub(�r , t ) · ∇Tb(�r , t )+ q̇′′′b (�r , t ) = ρbcb
∂Tb(�r , t )

∂t
(6.2)

where �ub is the local blood velocity and all other parameters pertain to the local properties of the blood.
Potential energy, kinetic energy, and viscous dissipation effects are typically neglected.
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At the internal boundary on the vessel walls we expect a continuity of heat flux kb∇Tb(�rw, t ) =
kt∇Tt(�rw, t ) and temperature Tb(�rw, t ) = Tt(�rw, t ) where �rw represents points on the vessel wall. Few
attempts have been made to solve Equation 6.1 and Equation 6.2 exactly, primarily due to the complexity
of the vascular architecture and the paucity of data on the blood velocity field in any particular instance.
The sections that follow present approaches to the problem of microvascular heat transport that fall
broadly into the categories of vascular models that consider the response of one or a few blood vessels
to their immediate surroundings and continuum models that seek to average the effects of many blood
vessels to obtain a single field equation that may be solved for a local average of the tissue temperature.

6.3 Heat Transfer to Blood Vessels

6.3.1 Vascular Models

Most vascular models are based on the assumption that the behavior of blood flowing in a blood vessel is
formally similar to that of a fluid flowing steadily in a roughly circular tube (see Figure 6.1), that is [8],

πr2
a ρbcbū

dT̄a(s)

ds
= q′(s) (6.3)

where T̄a(s) is the mixed mean temperature of the blood for a given vessel cross section, ra is the vessel
radius, ū is mean blood speed in the vessel, q′(s) is the rate at which heat conducts into the vessel per unit
length, and s is the spatial coordinate along the vessel axis. For a vessel that interacts only with a cylinder
of adjacent tissue we have

q′(s) = U ′2πra(T̄t (s)− T̄a(s)) (6.4)

where U ′ is the overall heat transfer coefficient between the tissue and the blood. Typically, the thermal
resistance inside the blood vessel is much smaller than that in the tissue cylinder so to a first approximate
we have U ′2πra ≈ ktσ where the conduction shape factor σ relating local tissue temperature T̄t(s) to
the blood temperature may be estimated from

σ ≈ 2π

ln(rt/ra)
(6.5)

Blood
flow Blood

vessel

Representative
tissue cylinder

rt ra

s

FIGURE 6.1 Representative tissue cylinder surrounding a blood vessel showing the radial and axial position
coordinates.
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6.3.2 Equilibration Lengths

One of the most useful concepts that arises from the simple vascular model presented above is the
equilibration length Le, which may be defined as the characteristic length over which the blood at an
inlet temperature T̄ao equilibrates with surrounding tissue at a constant temperature T̄t . The solution for
Equation 6.3 and Equation 6.4 under these conditions is given by

T̄a(s)− T̄t

T̄ao − T̄t
= exp

(
− s

Le

)
(6.6)

where the equilibration length is given by

Le = πr2
a ρbcbū

ktσ
(6.7)

Chen and Holmes [9] found that vessels with diameters of about 175 µm have an anatomical length
comparable to their thermal equilibration length, thus making vessels of this approximate size the dom-
inant site of tissue–blood heat exchange. Accordingly, these vessels are known as the thermally significant
blood vessels. Much smaller vessels, while more numerous, carry blood that has already equilibrated with
the surrounding tissue and much larger vessels, while not in equilibrium with the surrounding tissue are
too sparsely spaced to contribute significantly to the overall energy balance [8]. Even though the larger
vessels do not exchange large quantities of heat with the tissue subvolume they cannot be ignored, because
these vessels produce large local perturbations to the tissue temperature and form a source of blood for
tissues that is at a much different temperature than the local tissue temperature.

6.3.3 Countercurrent Heat Exchange

Thermally significant blood vessels are frequently found in closely spaced countercurrent pairs. Only
a slight modification to the preceding formulas is needed for heat exchange between adjacent arteries and
veins with countercurrent flow [10]

q′(s) = ktσ	(T̄v(s)− T̄a(s)) (6.8)

where T̄v(s) is the mixed mean temperature in the adjacent vein and the conduction shape factor is given
approximately by [7]

σ	 ≈ 2π

cosh−1[(w2 − r2
a − r2

v )/(2rarv)]
(6.9)

where w is the distance between the vessel axes and rv is the radius of the vein. The blood temperatures
in the artery and vein must be obtained simultaneously, but still yield an equilibration length of the form
given in Equation 6.7. Substitution of representative property values, blood speeds and vessel dimensions
reveals that countercurrent vessels have equilibration lengths that are about one third that of isolated
vessels of similar size [10]. Based on this observation, the only vessels that participate significantly in
the overall energy balance in the tissue are those larger than about 50 µm in diameter. Countercurrent
exchange is sufficiently vigorous that venous blood has been observed to recapture up to 41% of that lost
from artery [11].

The shape factors given above are only rough analytical approximations that do not include the effects
of finite thermal resistance within the blood vessels and other geometrical effects. The reader is referred to

at the vessel wall is given by Roemer [12].
Table 6.1 for references that address these issues. A careful review of the effects of the boundary condition
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TABLE 6.1 Shape Factors for Various Vascular
Geometries

Geometry Ref.

Single vessel to skin surface [10]
Single vessel to tissue cylinder [9]
Countercurrent vessel to vessel [10,51]
Countercurrent vessels to tissue cylinder [29]
Countercurrent vessels with a thin tissue layer [52]
Multiple parallel vessels [53]
Vessels near a junction of vessels [54]

Typical Dimension of blood vessels are available in

6.3.4 Heat Transfer Inside of a Blood Vessel

A detailed analysis of the steady-state heat transfer between the blood vessel wall and the mixed mean
temperature of the blood can be done using standard heat transfer methods

q′(s) = hπd(Tw(s)− Tb) (6.10)

where d is the vessel diameter, Tw(s) is the vessel wall temperature and the convective heat transfer
coefficient h may be found from Victor and Shah’s [13] recommendation that the Nusselt number may be
obtained from

N̄ uD = hd

kb
= 4+ 0.155 exp(1.58 log10 Gz) Gz < 103 (6.11)

where Gz is the Graetz number defined as

Gz = ρbcbūd2

kbL
(6.12)

In the larger blood vessels, pulsatility may have pronounced effects on blood velocity and pressure. Such
transient flow effects have little impact on average heat transfer rates. The Nusselt number averaged over
a cycle of pulsation differs no more than 11% from the steady-state value [15]. Since the resistance to heat
flow is greater in the surrounding tissue than it is in within the blood vessel, the net effect of pulsatility
on tissue–vessel heat transfer is generally negligible except when transients on the time scale of a cycle of
pulsation are of interest.

6.4 Models of Perfused Tissues

6.4.1 Continuum Models

Continuum models of microvascular heat transfer are intended to average over the effects of many vessels
so that the blood velocity field need not be modeled in detail. Such models are usually in the form of a
modified heat diffusion equation in which the effects of blood perfusion are accounted for by one or more
additional terms. These equations then can be solved to yield a local average temperature that does not
include the details of the temperature field around every individual vessel, but provides information on

Tables 1.3 and 1.4 of this handbook.

where L is the vessel length (see also Barozzi and Dumas [14]).
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TABLE 6.2 Representative Thermal Property Values

Thermal conductivity Thermal diffusivity Perfusion
Tissue (W/m-K) (m2/sec) (m3/m3-sec)

Aorta 0.461 [20] 1.25× 10−7 [20] —
Fat of spleen 0.3337 [55] 1.314× 10−7 [55]
Spleen 0.5394 [55] 1.444× 10−7 [55] 0.023 [56]
Pancreas 0.5417 [55] 1.702× 10−7 [55] 0.0091 [56]
Cerebral cortex 0.5153 [55] 1.468× 10−7 [55] 0.0067 [57]
Renal cortex 0.5466 [55] 1.470× 10−7 [55] 0.077 [58]
Myocardium 0.5367 [55] 1.474× 10−7 [55] 0.0188 [59]
Liver 0.5122 [55] 1.412× 10−7 [55] 0.0233 [60]
Lung 0.4506 [55] 1.307× 10−7 [55]
Adenocarcinoma 0.5641 [55] 1.436× 10−7 [55]

of breast
Resting muscle 0.478 [61] 1.59× 10−7 [61] 0.0007 [59]
Bone
Whole blood (21◦C) 0.492 [61] 1.19× 10−7 [61] —
Plasma (21◦C) 0.570 [61] 1.21× 10−7 [61] —
Water 0.628 [7] 1.5136× 10−7 [7] —

the broad trends in the tissue temperature (Table 6.2). The temperature they predict may be defined as

T̄t(�r , t ) = 1

δV

∫
δV

Tt(�r ′, t )dV ′ (6.13)

where δV is a volume that is assumed to be large enough to encompass a reasonable number of thermally
significant blood vessels, but much smaller than the scale of the tissue as a whole. Much of the confusion
concerning the proper form of the bioheat equation stems from the difficulty in precisely defining such
a length scale. Unlike a typical porous medium such as water percolating through sand where the grains
of sand fall into a relatively narrow range of length scales, blood vessels form a branching structure with
length scales spanning many orders of magnitude.

6.4.1.1 Formulations

6.4.1.1.1 Pennes Heat Sink Model
In 1948, physiologist Harry Pennes modeled the temperature profile in the human forearm by introducing
the assumptions that the primary site of equilibration was the capillary bed and that each volume of tissue
has a supply of arterial blood that is at the core temperature of the body. The Pennes’ Bioheat equation
has the form [16]

∇k∇T̄t(�r , t )+ ω̇b(�r , t )ρbcb(Ta − T̄t(�r , t ))+ q̇′′′(�r , t ) = ρc
∂T̄t(�r , t )

∂t
(6.14)

where ω̇b is taken to be the blood perfusion rate in volume of blood per unit volume of tissue per unit
time and Ta is an arterial supply temperature which is generally assumed to remain constant and equal to
the core temperature of the body, nominally 37◦C. The other thermal parameters are taken to be effective
values that average over the blood and tissue subvolumes. Major advantages of this formulation are that
it is readily solvable for constant parameter values, requires no anatomical data, and in the absence
of independent measurement of the actual blood rate and heat generation rate gives two adjustable
parameters (ω̇b(�r , t ) and Ta) that can be used to fit the majority of the experimental results available.
On the downside, the model gives no prediction of the actual details of the vascular temperatures, the actual
blood perfusion rate is usually unknown and not exactly equal to the value of ω̇b that best fits the thermal
data, the assumption of constant arterial temperature is not generally valid and, based on the equilibration
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length studies presented in the previous section, thermal equilibration occurs prior to the capillary bed.
Despite these weaknesses, the Pennes formulation is the primary choice of modelers. Equilibration prior
to the capillary bed does not invalidate the model provided that the averaging volume is large enough to
encompass many vessels of the size in which equilibration actually occurs and that the venous return does
not exchange significant quantities of heat after leaving the equilibrating vessels. As long as ω̇b and Ta are
taken as adjustable, curve-fitting parameters rather than literally as the perfusion rate and arterial blood
temperature the model may be used fruitfully, provided that the results are interpreted accordingly.

6.4.1.1.2 Directed Perfusion
Some of the shortcomings of the Pennes model were addressed by Wulff [17] in a formulation that is
essentially the same as used for common porous media

∇k∇T̄t(�r , t )− ρc �u(�r , t ) · ∇T̄t(�r , t )+ q̇′′′(�r , t ) = ρc
∂T̄t(�r , t )

∂t
(6.15)

where �u is a velocity averaged over both the tissue and blood subvolumes. Among the difficulties with
this model are that it is valid only when the tissue and blood are in near-thermal equilibrium and when
the averaging volume is small enough to prevent adjacent arteries and veins from canceling out their
contributions to the average velocity, thus erroneously suggesting that the blood perfusion has no net
effect on the tissue heat transfer. Equation 6.15 is rarely applied in practical situations, but served as an
important conceptual challenge to the Pennes formulation in the 1970s and 1980s.

6.4.1.1.3 Effective Conductivity Model
The oldest continuum formulation is the effective conductivity model

∇keff∇T̄t(�r , t )+ q̇′′′(�r , t ) = ρtct
∂T̄t(�r , t )

∂t
(6.16)

where the effective conductivity is comprised of the intrinsic thermal conductivity of the tissue and a
perfusion dependent increment. In principle, an effective conductivity can be defined from any known
heat flow and temperature difference, that is,

keff = q

	T
f

(
L

A

)
(6.17)

where f (L/A) is a function of geometry with dimensions length−1 (e.g., 	x/A in a slab geometry).
Originally introduced as an empirical quantity [18], the effective conductivity has been linked to the
Pennes formulation in the measurement for blood perfusion rates via small, heated, implanted probes
[19–21]. And in 1985, Weinbaum and Jiji [22] theoretically related the effective conductivity to the blood
flow and anatomy for a restricted class of tissues and heating conditions which are dominated by a closely
space artery–vein architecture and which can satisfy the constraint [23]

dT̄t

ds
≈ 1

2

d(T̄a + T̄v)

ds
(6.18)

Here the effective conductivity is a tensor quantity related to the flow and anatomy according to [22]

keff = kt

(
1+ π

2ρ2
bc2

b nr4
a ū2 cos2 φ

k2
t σ	

)
(6.19)

where the enhancement is in the direction of the vessel axes and where n is the number of artery–vein
pairs per unit area and φ is the angle of the vessel axes relative to the temperature gradient. The near
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equilibrium required by Equation 6.18 is likely to be valid only in tissues in which all vessels are smaller
than 200 µm diameter such as the outer few millimeters near the skin and in the absence of intense heat
sources. Closely spaced, artery–vein pairs have been shown to act like highly conductive fibers even when
the near equilibrium condition in Equation 6.18 is violated [24]. The radius of the thermally equivalent
fiber is given by

rfiber = (wra)
1/2 (6.20)

and its conductivity is given by

kfiber = (ρbcbū)2r3
a cosh−1(w/ra)

wkt
(6.21)

Under these nonequilibrium conditions the tissue–blood system acts like a fiber-composite material,
but cannot be well-modeled as a single homogeneous material with effective properties.

6.4.1.2 Combination

Recognizing that several mechanism of heat transport may be at play in tissue, Chen and Holmes [9]
suggested the following formulation which incorporates the effects discussed above:

∇keff (�r , t )∇T̄t(�r , t )+ ω̇b(�r , t )ρbcb(T
∗
a − T̄t(�r , t ))− ρbcb�ub(�r , t ) · ∇T̄t(�r , t )+ q̇′′′(�r , t ) = ρtct

∂T̄t(�r , t )

∂t
(6.22)

where T ∗a is the temperature exiting the last artery that is individually modeled. The primary value of
this formulation is its conceptual generality. In practice, this formulation is difficult to apply because it
requires knowledge of a great many adjustable parameters, most of which have not been independently
measured to date.

6.4.1.2.1 Heat Sink Model with Effectiveness
Using somewhat different approaches, Brinck and Werner [25] and Weinbaum et al. [26] have proposed
that the shortcomings of the Pennes model can be overcome by introducing a heat transfer effectiveness
factor ε to modify the heat sink term as follows:

∇kt∇T̄t(�r , t )+ ε(�r , t )ω̇b(�r , t )ρbcb(T̄ (�r , t )t − Ta)+ q̇′′′(�r , t ) = ρtct
∂T̄t(�r , t )

∂t
(6.23)

where 0 ≤ ε ≥ 1. In Brinck and Werner [25] formulation ε is a curve-fitting parameter that allows the
actual (rather than the thermally equivalent) perfusion rate to be used. Weinbaum et al. [26] provide
an analytical result for ε that is valid for blood vessels smaller than 300 µm diameter in skeletal muscle.
In both formulations ε < 1 arises from the countercurrent heat exchange mechanism that shunts heat
directly between the artery and vein without requiring the heat-carrying blood to first pass through the
smaller connecting vessels. A correction factor of 0.58 is recommended for human limbs [27]. Theory
predicts that the correction factor is independent of the perfusion rate.

6.4.2 Multi-Equation Models

The value of the continuum models is that they do not require a separate solution for the blood subvolume.
In each continuum formulation, the behavior of the blood vessels is modeled by introducing assumptions
that allow solution of only a single differential equation. But by solving only one equation, all detailed
information on the temperature of the blood in individual blood vessels is lost. Several investigators have
introduced multiequation models that typically model the tissue, arteries, and veins as three separate,
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but interacting, subvolumes [10,28–31]. As with the other nonPennes formulations, these methods are
difficult to apply to particular clinical applications, but provide theoretical insights into microvascular
heat transfer.

6.4.3 Vascular Reconstruction Models

As an alternative to the three-equation models, a more complete reconstruction of the vasculature may be
used along with a scheme for solving the resulting flow, conduction and advection equations [6,32–41].
Since the reconstructed vasculature is similar to the actual vasculature only in a statistical sense, these
models provide the mean temperature as predicted by the continuum models, as well as insight into the
mechanisms of heat transport, the sites of thermal interaction and the degree of thermal perturbations
produced by vessels of a given size, but they cannot provide the actual details of the temperature field in a
given living tissue. These models tend to be computationally intensive due to the high spatial resolution
needed to account for all of the thermally significant blood vessels.

6.5 Parameter Values

6.5.1 Thermal Properties

The intrinsic thermal properties of tissues depend strongly on their composition. Cooper and Trezek [42]
recommend the following correlations for the thermal conductivity

k = ρ × 10−3(0.628fwater + 0.117fproteins + 0.231ffats)W/m-K (6.24)

specific heat

cp = 4,200fwater + 1,090fproteins + 2,300ffats J/kg-K (6.25)

and density

ρ = 1

fwater/1,000+ fproteins/1,540+ ffats/815
kg/m3 (6.26)

where fwater, fproteins, and ffats are the mass fractions of water, proteins, and fats, respectively.

6.5.2 Thermoregulation

Humans maintain a nearly constant core temperature through a combination of physiological and beha-
vior responses to the environment. For example, heat loss or gain at the skin surface may be modified
by changes in the skin blood flow, the rate of sweating, or clothing. In deeper tissues, the dependence of
the blood perfusion rate, the metabolic heat generation rate and vessel diameters depend on the envir-
onmental and physiological conditions in a complex, organ-specific manner. The blood perfusion varies
widely among tissue types and for some tissues can change dramatically depending on the metabolic or
thermoregulatory needs of the tissue. The situation is further complicated by the feedback control aspects
of the thermoregulatory systems that utilize a combination of central and peripheral temperature sensors
as well as local and more distributed actuators.

The following examples are provided to illustrate some of the considerations, not to exhaustively explore
this complicated issue. A model of the whole body is typically needed even for a relatively local stimulus,
especially when the heat input represents a significant fraction of the whole body heat load. The reader is
referred to extensive handbook entries on environmental response for more information [43,44]. Whole
body models of the thermoregulatory system are discussed in Wissler [45].
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Chato [1] suggests that the temperature dependence of the blood perfusion effect can be approximated
by a scalar effective conductivity

keff = 4.82− 4.44833[1.00075−1.575(Tt−25) ]W/m-K (6.27)

which is intended for used in Equation 6.16.
Under conditions of local hyperthermia, where the heated volume is small compared to the body as a

whole, the blood perfusion rate may undergo complex changes. Based on experimental data the following
correlations have been suggested [46,47] for muscle

ω̇bρ =

0.45+ 3.55 exp

(
− (T − 45.0)2

12.0

)
T ≤ 45.0

4.00 T > 45.0
(6.28)

for fat

ω̇bρ =

0.36+ 0.36 exp

(
− (T − 45.0)2

12.0

)
T ≤ 45.0

0.72 T > 45.0
(6.29)

and for tumor

ω̇bρ =




0.833 T < 37.0

0.833− (T − 37.0)4.8/5.438× 103 37.0 ≤ T ≤ 42.0

0.416 T > 42.0

(6.30)

Chronic heating over a period of weeks has been observed to increase vascular density and ultimately to
reduce tissue temperature under constant heating conditions [48,49]. The rate and extent of adaptation
are tissue specific.

The metabolic rate may also undergo thermoregulatory changes. For example, the temperature
dependence of the metabolism in the leg muscle and skin may be modeled with [50]

q̇′′′m = 170(2)[(T0−Tt)/10] W/m3 (6.31)

The metabolic rate and blood flow may also be linked through processes that reflect the fact that sustained
increased metabolic activity generally requires increased blood flow.

6.5.3 Clinical Heat Generation

Thermal therapies such as hyperthermia treatment rely on local heat generation rates several orders of
magnitude greater than produced by the metabolism. Under these circumstances, the metabolic heat
generation is often neglected with little error.

6.6 Solutions of Models

The steady-state solution with spatially and temporally constant parameter values including the rate of
heat generation for a tissue half space with a fixed temperature on the skin Tskin is given by

T̄t(x) = Tskin exp

[
−
(
ω̇bρbcb

kt

)1/2

x

]
+
(

Ta + q̇′′′

ω̇bρbcb

){
1− exp

[
−
(
ω̇bρbcb

kt

)1/2

x

]}
(6.32)
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FIGURE 6.2 One-dimensional steady-state solution of Pennes bioheat equation for constant parameter values.

This solution reveals that perturbations to the tissue temperature decay exponentially with a characteristic
length of

Lc =
(

kt

ω̇bρbcb

)1/2

(6.33)

which for typical values of the perfusion rate ω̇b = 0.1 × 10−3 to 3.0 × 10−3 m3/m3-sec yields Lc =
6.5× 10−3 to 36× 10−3 m (Figure 6.2).

The transient solution of Pennes’ bioheat equation with constant perfusion rate for an initial uniform
temperature of T0, in the absence of any spatial dependence is

T̄t(t ) = T0 exp

[
−
(
ω̇bρbcb

ρtct

)
t

]
+
(

Ta + q̇′′′

ω̇bρbcb

){
1− exp

[
−
(
ω̇bρbcb

ρtct

)
t

]}
(6.34)

Here the solution reveals a characteristic time scale

tc = ρtct

ω̇bρbcb
(6.35)

that has typical values in the range of tc

when thermoregulatory changes in the perfusion rate are small or occur over a much longer time than the
characteristic timescale tc.

Numerical solution of the heat sink model is readily obtained by standard methods such as finite
differences, finite element, boundary element, and Green’s functions provided that the parameter values
and appropriate boundary conditions are known.

Defining Terms

Conduction shape factor: Dimensionless factor used to account for the geometrical effects in steady-
state heat conduction between surfaces at different temperatures.

Effective conductivity: An modified thermal conductivity that includes the intrinsic thermal conduct-
ivity of the tissue as well as a contribution from blood perfusion effects.

Equilibration length: Characteristic length scale over which blood in a blood vessel will change
temperature in response to surrounding tissue at a different temperature.

= 300 to 10,000 sec (Figure 6.3). This solution is valid only
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FIGURE 6.3 Transient solution of Pennes bioheat equation for constant parameter values in the absence of spatial
effects.

Perfusion rate: Quantity of blood provided to a unit of tissue per unit time.
Specific heat: Quantity of energy needed to increase for a unit temperature increase for a unit of mass.
Thermal conductivity: Rate of energy transfer by thermal conduction for a unit temperature gradient

per unit of cross-sectional area.
Thermally significant vessel: Blood vessels large enough and numerous enough to contribute

significantly to overall heat transfer rates in tissue.

All conductivities and diffusivities are from humans at 37◦C except the value for skeletal muscle
which is from sheep at 21◦C. Perfusion values are from various mammals as noted in the references.
Significant digits do not imply accuracy. The temperature coefficient for thermal conductivity ranges
from −0.000254 to 0.0039 W/m-K-◦C with 0.001265 W/m-K-◦C typical of most tissues as compared
to 0.001575 W/m-K-◦C for water [55]. The temperature coefficient for thermal diffusivity ranges from
−4.9× 10−10 m2/sec-◦C to 8.4× 10−10 m2/sec-◦C with 5.19× 10−10 m2/sec-◦C typical of most tissues
as compared to 4.73× 10−10 m2/sec-◦C for water [55]. The values are provided in this table are repres-
entative values presented for tutorial purposes. The reader is referred to the primary literature for values
appropriate for specific design applications.
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7.1 Introduction

Biological processes within living systems are significantly influenced by the flow of liquids and gases.
Biomedical engineers must therefore understand hydrodynamic phenomena [1] and their vital role in the
biological processes that occur within the body [2]. In particular, engineers are concerned with perfusion
effects in the cellular microenvironment, and the ability of the circulatory and respiratory systems to
provide a whole body communication network with dynamic response capabilities. Understanding the
fundamental principles of fluid flow involved in these processes is also essential for describing transport
of mass and heat through the body, as well as to know how tissue function can be built, reconstructed,
and if need be modified for clinical applications.

From a geometric and flow standpoint, the body may be considered a network of highly specialized and
interconnected organ systems. The key elements of this network for transport and communication are its
pathway (the circulatory system) and its fluid (blood). Of interest for engineering purposes are the ability
of the circulatory system to transport oxygen and carbon dioxide, glucose, other nutrients and metabolites,
and signal molecules to and from the tissues, as well as to provide an avenue for stress-response agents
from the immune system, including cytokines, antibodies, leukocytes, and macrophages and system repair
agents such as stem cells and platelets. The bulk transport capability provided by convective flow helps
to overcome the large diffusional resistance that would otherwise be offered by such a large entity as the
human body. At rest, the mean blood circulation time is of the order of 1 min. Therefore, given that the

7-1
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total amount of blood circulating is about 76 to 80 ml/kg (5.3 to 5.6 l for a 70 kg “standard male”), the flow
from the heart to this branching network is about 95 ml/sec. This and other order of magnitude estimates
for the human body are available elsewhere, for example, References 2 to 4.

Although the fluids most often considered in biofluid mechanics studies are blood and air, other fluids
such as urine, perspiration, tears, ocular aqueous and vitreous fluids, and the synovial fluid in the joints
can also be important in evaluating tissue system behavioral responses to induced chemical and physical
stresses. For purposes of analysis, these fluids are often assumed to exhibit Newtonian behavior, although
the synovial fluid and blood under certain conditions can be non-Newtonian. Since blood is a suspension
it has interesting properties; it behaves as a Newtonian fluid for large shear rates, but is highly non-
Newtonian for low shear rates. The synovial fluid exhibits viscoelastic characteristics that are particularly
suited to its function of joint lubrication, for which elasticity is beneficial. These viscoelastic characteristics
must be accounted for when considering tissue therapy for joint injuries.

Further complicating analysis is the fact that blood, air, and other physiologic fluids travel through
three-dimensional passageways that are often highly branched and distensible. Within these pathways,
disturbed or turbulent flow regimes may be mixed with stable, laminar regions. For example, blood flow is
laminar in many parts of a healthy circulatory system in spite of the potential for peak Reynolds numbers
(defined below) of the order of 10,000. However, “bursts” of turbulence are detected in the aorta during
a fraction of each cardiac cycle. An occlusion or stenosis in the circulatory system, such as the stenosis
of a heart valve, will promote such turbulence. Airflow in the lung is normally stable and laminar during
inspiration, but is less so during expiration and heavy breathing, coughing, or an obstruction can result
in fully turbulent flow, with Reynolds numbers of 50,000 a possibility.

Although elasticity of vessel walls can significantly complicate fluid flow analysis, biologically it provides
important homeostatic benefits. For example, pulsatile blood flow induces accompanying expansions and
contractions in healthy elastic-wall vessels. These wall displacements then influence the flow fields. Elastic
behavior maintains the norm of laminar flow that minimizes wall stress, lowers flow resistance, and thus
energy dissipation and fosters maximum life of the vessel. In combination with pulsatile flow, distensibility
permits strain relaxation of the wall tissue with each cardiac cycle, which provides an exercise routine
promoting extended “on-line” use.

The term perfusion is used in engineering biosciences to identify the rate of blood supplied to a unit
quantity of an organ or tissue. Clearly, perfusion of in vitro tissue systems is necessary to maintain
cell viability along with functionality to mimic in vivo behavior. Furthermore, it is highly likely that
cell viability and normoperative metabolism are dependent on the three-dimensional structure of the
microvessels distributed through any tissue bed, which establishes an appropriate microenvironment
through both biochemical and biophysical mechanisms. This includes transmitting both intracellular and
long-range signals along the scaffolding of the extracellular matrix.

The primary objective of this chapter is to summarize the most important ideas of fluid dynamics,
as hydrodynamic and hemodynamic principles have many important applications in physiology, patho-
physiology, and tissue engineering. In fact, the interaction of fluids and supported tissue is of paramount
importance to tissue development and viability, both in vivo and in vitro. The strength of adhesion and
dynamics of detachment of mammalian cells from engineered biomaterials and scaffolds are important
subjects of ongoing research [5], as are the effects of shear on receptor–ligand binding at the cell–fluid
interface. Flow-induced stress has numerous critical consequences for cells, altering transport across
the cell membrane, receptor density and distribution, binding affinity and signal generation with sub-
sequent trafficking within the cell [6]. In addition, design and use of perfusion systems such as membrane
biomimetic reactors and hollow fibers is most effective when careful attention is given to issues of hydro-
dynamic similitude. Similarly, understanding the role of fluid mechanical phenomena in arterial disease
and subsequent therapeutic applications is clearly dependent on appreciation of hemodynamics.

A thorough treatment of the mathematics needed for model development and analysis is beyond the
scope of this volume, and is presented in numerous sources [1,2]. Herein, the goal is to provide a physical
understanding of the important issues relevant to hemodynamic flow and transport. Solution methods
are summarized, and the benefits associated with use of computational fluid dynamics (CFD) packages
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are described. In particular, quantifying hemodynamic events can require invasive experimentation and
extensive model and computational analysis.

7.2 Elements of Theoretical Hydrodynamics

It is essential that engineers understand both the advantages and the limitations of mathematical theories
and models of biological phenomena, as well as the assumptions underlying those models. Mechanical
theories often begin with Newton’s second law (F = ma). When applied to continuous distributions of
Newtonian fluids, Newton’s second law gives rise to the Navier–Stokes equations. In brief, these equations
provide an expression governing the motion of fluids such as air and water for which the rate of motion is
linearly proportional to the applied stress producing the motion. Later in this chapter, the basic concepts
from which the Navier–Stokes equations have been developed are summarized along with a few general
ideas about boundary layers and turbulence. Applications to the vascular system are then treated in
the context of pulsatile flow. It is hoped that this very generalized approach will allow the reader to
appreciate the complexities involved in an analytic solution to pulsatile phenomena, a necessity for
properly describing vascular hemodynamics for clinical evaluations.

7.2.1 Elements of Continuum Mechanics

The theory of fluid flow, together with the theory of elasticity, makes up the field of continuum mechanics,
which is the study of the mechanics of continuously distributed materials. Such materials may be either
solid or fluid, or may have intermediate viscoelastic properties. Since the concept of a continuous medium,
or continuum, does not take into consideration the molecular structure of matter, it is inherently an
idealization. However, as long as the smallest length scale in any problem under consideration is very
much larger than the size of the molecules making up the medium and the mean free path within the
medium, for mechanical purposes all mass may safely be assumed to be continuously distributed in space.
As a result, the density of materials can be considered to be a continuous function of spatial position
and time.

7.2.1.1 Constitutive Equations

The response of any fluid to applied forces and temperature disturbances can be used to characterize the
material. For this purpose, functional relationships between applied stresses and the resulting rate of strain
field of the fluid are needed. Fluids that are homogeneous and isotropic, and for which there is a linear
relationship between the state of stress within the fluid sij and the rate of strain tensor ξij , where i and
j denote the Cartesian coordinates x , y , and z , are called Newtonian. In physiologic settings, Newtonian
fluids normally behave as if incompressible. For such fluids, it can be shown that

sij = −Pδij + 2µξij (7.1)

with µ the dynamic viscosity of the fluid and P = P(x , y , z) the fluid pressure.

7.2.1.2 Conservation (Field) Equations

In vector notation, conservation of mass for a continuous fluid is expressed through

∂ρ

∂t
+ ∇ • ρu = 0 (7.2)

where ρ is the fluid density and u = u(x , y , z) is the vector velocity field. When the fluid is incompressible,
density is constant and Equation 7.2 reduces to the well-known continuity condition, ∇ • u = 0. The
continuity condition can also be expressed in terms of Cartesian velocity components (u, v , w) as ∂u/∂x+
∂v/∂y + ∂w/∂z = 0.
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The basic equation of Newtonian fluid motion, the Navier–Stokes equations, can be developed by
substitution of the constitutive relationship for a Newtonian fluid, P-1, into the Cauchy principle of
momentum balance for a continuous material [7]. In writing the second law for a continuously distributed
fluid, care must be taken to correctly express the acceleration of the fluid particle to which the forces are
being applied through the material derivative Du/Dt, where Du/Dt = ∂u/∂t + (u • ∇)u. That is, the
velocity of a fluid particle may change for either of two reasons, because the particle accelerates or
decelerates with time (temporal acceleration) or because the particle moves to a new position, at which the
velocity has different magnitude and direction (convective acceleration).

A flow field for which ∂/∂t = 0 for all possible properties of the fluid and its flow is described as steady,
to indicate that it is independent of time. However, the statement ∂u/∂t = 0 does not imply Du/Dt = 0,
and similarly Du/Dt = 0 does not imply that ∂u/∂t = 0.

Using the material derivative, the Navier–Stokes equations for an incompressible fluid can be written
in vector form as

Du

Dt
= B− 1

ρ
∇P + ν∇2u (7.3)

where ν is the fluid kinematic viscosity = µ/ρ.
Expanded in full, the Navier–Stokes equations are three simultaneous, nonlinear scalar equations, one

for each component of the velocity field. In Cartesian coordinates, Equation 7.3 takes the form

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= Bx − 1

ρ

∂P

∂x
+ ν

(
∂2u

∂x2
+ ∂

2u

∂y2
+ ∂

2u

∂z2

)
(7.4a)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= By − 1

ρ

∂P

∂y
+ ν

(
∂2v

∂x2
+ ∂

2v

∂y2
+ ∂

2v

∂z2

)
(7.4b)

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
= Bz − 1

ρ

∂P

∂z
+ ν

(
∂2w

∂x2
+ ∂

2w

∂y2
+ ∂

2w

∂z2

)
(7.4c)

Flow fields may be determined by solution of the Navier–Stokes equations, provided B is known. This
is generally not a difficulty, since the only body force normally significant in hemodynamic applications
is gravity. For an incompressible flow, there are then four unknown dependent variables, the three
components of velocity and the pressure P , and four governing equations, the three components of
the Navier–Stokes equations and the continuity condition. It is important to emphasize that this set of
equations is not sufficient to calculate the flow field when the flow is compressible or involves temperature
changes, since pressure, density, and temperature are then interrelated, which introduces new dependent
variables to the problem.

Solution of the Navier–Stokes equations also requires that boundary conditions and sometimes initial
conditions as well be specified for the flow field of interest. By far the most common boundary condition
in physiologic and other engineering flows is the so-called no-slip condition, requiring that the layer of
fluid elements in contact with a boundary have the same velocity as the boundary itself. For an unmoving,
rigid wall, as in a pipe, this velocity is zero. However, in the vasculature, vessel walls expand and contract
during the cardiac cycle.

Flow patterns and accompanying flow field characteristics depend largely on the values of governing
dimensionless parameters. There are many such parameters, each relevant to specific types of flow settings,
but the principle parameter of steady flows is the Reynolds number, Re, defined as Re = ρUL/µ, where U
is a characteristic velocity of the flow field and L is a characteristic length. Both U and L must be selected
for the specific problem under study and, in general, both will have different values in different problems.
For pipe flow, U is most commonly selected to be the mean velocity of the flow with L the pipe diameter.

It can be shown that the Reynolds number represents the ratio of inertial forces to viscous forces
in the flow field. Flows at sufficiently low Re therefore behave as if highly viscous, with little to no
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fluid acceleration possible. At the opposite extreme, high Re flows behave as if lacking viscosity. One
consequence of this distinction is that very high Reynolds number flow fields may, at first thought, seem
to contradict the no-slip condition, in that they seem to “slip” along a solid boundary exerting no shear
stress. This dilemma was first resolved in 1905 with Prandtl’s introduction of the boundary layer, a thin
region of the flow field adjacent to the boundary in which viscous effects are important and the no slip
condition is obeyed [8–10].

7.2.1.3 Turbulence and Instabilities

Flow fields are broadly classified as either laminar or turbulent to distinguish between smooth and irregular
motion, respectively. Fluid elements in laminar flow fields follow well-defined paths indicating smooth
flow in discrete layers or “laminae,” with minimal exchange of material between layers due to the lack
of macroscopic mixing. The transport of momentum between system boundaries is thus controlled by
molecular action, and is dependent on the fluid viscosity.

In contrast, many flows in nature as well as engineered applications are found to fluctuate randomly
and continuously, rather than streaming smoothly, and are classified as turbulent. Turbulent flows are
characterized by a vigorous mixing action throughout the flow field, which is caused by eddies of varying
size within the flow. Since these eddies fluctuate randomly, the velocity field in a turbulent flow is not
constant in time. Although turbulent flows therefore do not meet the above definition for steady, the
velocity at any point presents a statistically distinct time-average value that is constant. Turbulent flows
are therefore described as stationary, rather than truly unsteady.

Physically, the two flow states are linked, in the sense that any flow can be stable and laminar if the ratio
of inertial to viscous forces is sufficiently small. Turbulence results when this ratio exceeds a critical value,
above which the flow becomes unstable to perturbations and breaks down into fluctuations.

Fully turbulent flow fields have four defining characteristics [10,11]: they fluctuate randomly, they are
three-dimensional, they are dissipative, and they are dispersive. The turbulence intensity I of any flow field
is defined as the ratio of velocity fluctuations u′ to time-average velocity ū, I = u′/ū.

Steady flow in straight, rigid pipes is characterized by only one dimensionless parameter, the Reynolds
number. It was shown by Osborne Reynolds that for Re < 2000, incidental disturbances in the flow field
are damped out and the flow remains stable and laminar. For Re < 2000, brief bursts of fluctuations
appear in the velocity separated by periods of laminar flow. As Re increases, the duration and intensity
of these bursts increases until they merge together into full turbulence. Laminar flow may be achieved
with Re as large as 20,000 or greater in extremely smooth pipes, but it is unstable to flow disturbances and
rapidly becomes turbulent if perturbed.

Since the Navier–Stokes equations govern all the behavior of any Newtonian fluid flow, it follows
that turbulent flow patterns should be predictable through analysis based on those equations. However,
although turbulent flows have been investigated for more than a century and the equations of motion
analyzed in great detail, no general approach to the solution of problems in turbulent flow has been
found. Statistical studies invariably lead to a situation in which there are more unknown variables than
equations, which is called the closure problem of turbulence. Efforts to circumvent this difficulty have
included phenomenologic concepts such as eddy viscosity and mixing length, as well as analytical methods
including dimensional analysis and asymptotic invariance studies.

7.2.2 Flow in Tubes

Flow in a tube is the most common fluid dynamic phenomenon in the physiology of living organisms,
and is the basis for transport of nutrient molecules, respiratory gases, hormones, and a variety of other
important solutes throughout the body of all complex living plants and animals. Only single-celled
organisms, and multicelled organisms with small numbers of cells, can survive without a mechanism
for transporting such molecules, although even these organisms exchange materials with their external
environment through fluid-filled spaces. Higher organisms, needing to transport molecules and materials
over larger distances, rely on organized systems of directed flows through networks of tubes to carry fluids
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and solutes. In human physiology, the circulatory system, which consists of the heart, the blood vessels of
the vascular tree, and the fluid, blood and which serves to transport blood throughout the body tissues,
is perhaps the most obvious example of an organ system dedicated to creating and sustaining flow in a
network of tubes. However, flow in tubes is also a central characteristic of the respiratory, digestive, and
urinary systems. Furthermore, the immune system utilizes systemic circulatory mechanisms to facilitate
transport of antibodies, white blood cells, and lymph throughout the body, while the endocrine system is
critically dependent on blood flow for delivery of its secreted hormones to the appropriate target organs
or tissues. In addition, reproductive functions are also based on fluid flow in tubes. Thus, seven of the ten
major organ systems depend on flow in tubes to fulfill their functions.

7.2.2.1 Steady Poiseuille Flow

The most basic state of motion for fluid in a pipe is one in which the motion occurs at a constant
rate, independent of time. The pressure–flow relation for laminar, steady flow in round tubes is called
Poiseuille’s Law, after J.L.M. Poiseuille, the French physiologist who first derived the relation in 1840 [12].
Accordingly, steady flow through a pipe or channel that is driven by a pressure difference between the pipe
ends of just sufficient magnitude to overcome the tendency of the fluid to dissipate energy through the
action of viscosity is called Poiseuille flow.

Strictly speaking, Poiseuille’s Law applies only to steady, laminar flow through pipes that are straight,
rigid, and infinitely long with uniform diameter, so that effects at the pipe ends may be neglected without
loss of accuracy. However, although neither physiologic vessels nor industrial tubes fulfill all those condi-
tions exactly, Poiseuille relationships have proven to be of such widespread usefulness that they are often
applied even when the underlying assumptions are not met. As such, Poiseuille flow can be taken as the
starting point for analysis of cardiovascular, respiratory, and other physiologic flows of interest.

A straight, rigid round pipe is shown in Figure 7.1, with x denoting the pipe axis and a the pipe
radius. Flow in the pipe is governed by the Navier–Stokes equations, which for these conditions reduce to
d2u/dr2 + (1/r)(du/dr) = −κ/µ, with the conditions that the flow field must be symmetric about the
pipe center line, that is, du/dr |r=0 = 0, and the no-slip boundary condition applies at the wall, u = 0 at
r = a. Under these conditions, the velocity field solution is u(r) = (κ/4µ)(a2 − r2).

The velocity profile described by this solution has the familiar parabolic form known as Poiseuille flow
(Figure 7.1). The velocity at the wall (r = a) is clearly zero, as required by the no-slip condition, while
as expected on physical grounds, the maximum velocity occurs on the axis of the tube (r = 0) where
umax = κa2/4µ. At any position between the wall and the tube axis, the velocity varies smoothly with r ,
with no step change at any point.

From physical analysis, it can be shown that the parabolic velocity profile results from a balance of
the forces on the fluid in the pipe. The pressure gradient along the pipe accelerates fluid in the forward
direction through the pipe, while at the same time, viscous shear stress retards the fluid motion. A parabolic
profile is created by the balance of these effects.

Although the velocity profile is important and informative, in practice one is apt to be more concerned
with measurement of the discharge rate, or total rate of flow in the pipe, Q, which can be accessed far more

Flow
direction

x

r

a

FIGURE 7.1 Parabolic velocity profile characteristic of Poiseuille flow in a round pipe of radius a. x , r-coordinate
system with origin on the pipe centerline.
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easily. The volume flow rate is given by area-integration of the velocity across the tube cross section:

Q =
∫
A

u • dA =∂P

∂x

πa4

8µ
(7.5)

which is Poiseuille’s Law.
For convenience, the relation between pressure and flow rate is often reexpressed in an Ohm’s Law

form, driving force = flow × resistance, or ∂P/∂x = Q · (8µ/πa4), from which the resistance to flow,
8µ/πa4, is seen to be inversely proportional to the fourth power of the tube radius.

A further point about Poiseuille flow concerns the area-average velocity, U . Clearly, U = Q/
cross-sectional area = (πκa4/8µ)/πa2 = κa2/8µ. But, as was pointed out, the maximum velocity
in the tube is umax = κa2/4µ. Hence U = umax/2 = (1/2)u|r=0 = (1/2)uCL.

Finally, the shear stress exerted by the flow on the wall can be a critical parameter, particularly when
it is desired to control the wall’s exposure to shear. From the solution for u(r), it can be shown that wall
shear stress, τw , is given by

τw = −µdu

dr

∣∣∣∣
r=a
= ∂P

∂x

a

2
= 4µQ

πa3
(7.6)

To summarize, Poiseuille’s Law, Equation 7.5, provides a relation between the pressure drop and net
laminar flow in any tube, while Equation 7.6 provides a relation between the flow rate and wall shear
stress. Thus, physical forces on the wall may be calculated from knowledge of the flow fields.

7.2.2.2 Entrance Flow

It can be shown that a Poiseuille velocity profile is the velocity distribution that minimizes energy dis-
sipation in steady laminar flow through a rigid tube. Consequently, it is not surprising that if the flow
in a tube encounters a perturbation that alters its profile, such as a branch vessel or a region of stenosis,
immediately downstream of the perturbation the velocity profile will be disturbed away from a para-
bolic form, perhaps highly so. However, if the Reynolds number is low enough for the flow to remain
stable as it convects downstream from the site of the original distribution, a parabolic form is gradually
recovered. Consequently, at a sufficient distance downstream, a fully developed parabolic velocity profile
again emerges.

Both blood vessels and bronchial tubes of the lung possess enormous number of branches, each of
which produces its own flow disturbance. As a result, many physiologic flows may not be fully developed
over a significant fraction of their length. It therefore becomes important to ask, what length of tube is
required for a perturbed velocity profile to recover its parabolic form, that is, how long is the entrance
length in a given tube? This question can be formally posed as, if x is the coordinate along the tube
axis, for what value of x does u|r=0 = 2U ? Through dimensional analysis it can be shown that x/d =
const × (ρdU/µ) = const × Re, where d is the tube diameter. Thus, the length of tube over which the
flow develops is const × Re × d . The constant must be determined by experiment, and is found to be in
the range 0.03 to 0.04.

Since the entrance length, in units of tube diameters, is proportional to the Reynolds number and the
mean Reynolds number for flow in large tubes such as the aorta and trachea is of the order of 500 to
1000, the entrance length in these vessels can be as much as 20 to 30 diameters. In fact, there are few
segments of these vessels even close to that length without a branch or curve that perturbs their flow.
Consequently, flow in them can be expected to almost never be fully developed. In contrast, flow in the
smallest bronchioles, arterioles, and capillaries may take place with Re < 1. As a result, their entrance
length is�1 diameter, and flow in them will virtually always be nearly or fully developed.
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7.2.2.3 Mechanical Energy Equation

Flow fields in tubes with more complex shapes than simple straight pipes, such as those possessing bends,
curves, orifices, and other intricacies, are often analyzed with anenergy balance approach, since they are
not well described by Poiseuille’s Law. Understanding such flow fields is significant for in vitro studies
and perfusion devices, to establish dynamic similitude parameters, as well as for in vivo studies of curved
as well as branched vessel flows. For any system of total energy E , the first law of thermodynamics states
that any change in the energy of the system �E must appear as either heat transferred to the system in
unit time Q or as work done by the system W , so that �E = Q −W . Here a sign convention is taken
such that Q, when positive, represents heat transferred to the system and W , when positive, is the work
done by the system on its surroundings. The general form of the energy equation for a fluid system is

•
Q− •W s = d

dt

∫
V

(
U 2

2
+ gz + e

)
ρ dV +

∫
S

(
p

ρ
+ U 2

2
+ gz + e

)
ρu · dS (7.7)

where Ws, the “shaft work,” represents work done on the fluid contained within a volume V bounded by
a surface S by pumps, turbines, or other external devices through which power is often transmitted by
means of a shaft, U 2/2 is the kinetic energy per unit mass of the fluid within V , gz is its potential energy
per unit mass, with z the vertical coordinate and g gravitational acceleration, e is its internal energy per
unit mass, and the density ρ is assumed to be constant.

The general equation can be simplified greatly when the flow is steady, since the total energy contained
within any prescribed volume is then constant, and d/dt = 0. Applying Equation 7.7 to steady flow
through a control volume whose end faces are denoted 1 and 2 respectively, then gives

p1

γ
+ β1

U 2
1

2g
+ z1 + hP = p2

γ
+ β2

U 2
2

2g
+ z2 + hL (7.8)

where p1 and p2 are the pressures at faces 1 and 2, z1 and z2 are the vertical positions of those faces, γ = ρg,
hp represents head supplied by a pump, and the coefficients β1 and β2 are kinetic energy correction factors
introduced to simplify notation. Calculations show that β = 1 when the velocity is uniform across the
section, and β = 2 for laminar Poiseuille flow. Mechanical energy lost from the system is lumped together
as a single term called head loss, hL. For flow in a rigid pipe of length L and diameter d , hL is well
represented by hL = f (L/d)(U 2/2g ), where f is called the friction factor of the pipe, and depends on both
the pipe roughness and the flow Reynolds number. It can be shown that for laminar flow, f = 64/Re. Then
hL = (32µLU/γ d2). Forms that hL can take on in turbulent flows are given in a variety of texts [13,14].

It is worth repeating that Equation 7.8 is only correct when the fluid density is constant, as is normally
the case in tissue and engineering applications and even for air flow in the lung. Compressibility effects
require separate energy considerations.

7.3 Pulsatile Flow

Flow in a straight, round tube driven by an axial pressure gradient that varies in time is the basis for blood
transport in the arterial tree as well as respiratory gas transport in the trachea and bronchi. When the flow
is confined within a tube of rigid, undeformable walls, its direction will always be parallel to the tube axis,

elements in the tube will then respond to any change in the pressure magnitude instantaneously and in
unison, regardless of axial position, the velocity profile will be the same at all positions along the tube.
It is as if all the fluid in the tube moves as a single rigid body.

As a result of the flow field accelerations and decelerations in pulsatile flows, a special type of boundary
layer known as the Stokes layer develops. When the pressure gradient varies sinusoidally in time, as the
pressure increases to its maximum, the flow increases, and as the pressure decreases, the flow does too.

so that there will only be an axial component of velocity u = (u(r , t ), 0, 0) (Figure 7.2). Since all the fluid
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FIGURE 7.2 Representative velocity profiles of laminar, oscillatory flow in a straight, rigid tube, at four phases of
the flow cycle. (a) α = 3, (b) α = 13.

If the oscillations are of very low frequency, the velocity field will essentially be in phase with the pressure
gradient and the boundary layers will have adequate time to grow into the tube core region. In the limit of
very low frequency, the velocity field must therefore approach that of a steady Poiseuille flow. As frequency
increases, however, the pressure gradient changes more rapidly and the flow begins to lag behind due to
the inertia of the fluid. The Stokes layers then become confined to a region near the wall, lacking the
time required for further growth. In addition, the flow amplitude decreases with increasing oscillation
frequency as pressure gradient reversals occur more and more rapidly. In the limit of very high frequency,
fluid in the tube center hardly moves at all and the Stokes layers are confined to very thin region along
the wall.

Because of the inertia of the fluid, the Stokes layer thickness, δ, is inversely related to the flow frequency,
with δ ∝ (ν/ω)1/2, where ω is the flow angular frequency (in rad/sec).

7.3.1 Hemodynamics in Rigid Tubes: Womersley’s Theory

The rhythmic contractions of the heart produce a pressure distribution in the arterial tree that includes
both a steady component, Ps, and a purely oscillatory component, Posc, as does the velocity field. In con-
trast, flow in the trachea and bronchi has no steady component, and thus is purely oscillatory. It is common
practice to refer to these components of pressure and flow as steady and oscillatory, respectively, and to
use the term pulsatile to refer to the superposition of the two. A very useful feature of these flows, when
they occur in rigid tubes, is that the governing equation (Equation 7.10) is linear, since the flow field is
unidirectional and independent of axial position. The steady and oscillatory components can therefore be
decoupled from each other, and analyzed separately. This gives

P(x , t ) = Ps(x)+ Posc(x , t )

u(r , t ) = us(r)+ uosc(r , t )
(7.9)

The oscillatory component of this flow may be analyzed assuming the flow to be fully developed,
so that entrance effects may be neglected, and to be driven by a purely oscillatory pressure gradient,
−(1/ρ)(∂P/∂x) = K cos(ωt ) = Re(K eiωt ), where i = √−1 and here “Re” indicates the Real part of
Keiωt . It is also convenient to introduce a new dimensionless parameter, the Womersley number, α [15],
defined as α = a(ω/ν)1/2. Thus defined, α represents the ratio of the tube radius to the Stokes layer
thickness.
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The velocity field is then governed by

∂u

∂t
= − 1

ρ

∂P

∂x
+ υ

(
∂2u

∂r2
+ 1

r

∂u

∂r

)
(7.10)

subject to the no-slip boundary condition at the tube wall, which for a round tube takes the form u = 0
for r = a.

The particular solution to Equation 7.10 under this condition is most easily expressed in terms of
complex ber and bei functions, which themselves are defined through [16] ber(r)+ i ·bei(r) = J0(r · i

√
i),

where J0 represents the complex Bessel function of the first kind. Then

u(r , t ) = K

ω
(B cosωt + (1− A) sin ωt ) (7.11)

where

A = berα · berα(r/a)+ beiα · beiα(r/a)

ber2α + bei2α
(7.12a)

and

B = beiα · berα(r/a)− berα · beiα(r/a)

ber2α + bei2α
(7.12b)

of α at four phases of the flow cycle. In these figures the radial position, r , has been normalized by the
tube radius, a. At α = 3 (Figure 7.2a), a value that under resting conditions can occur in the smallest
arteries and larger arterioles as well as the middle airways, Stokes layers can occupy a significant fraction
of the tube radius. The velocity at the wall is zero, as required by the no-slip condition, and as in steady
flow the velocity varies smoothly with r , with no step change at any point. However, even at this low α, the
velocity profile resembles a parabola only during peak flow rates. At other flow phases, a more uniform
profile forms across the tube core.

In contrast, at α = 13 (Figure 7.2b), which characterizes rest state flow in the aorta and trachea, the
velocity profile of the pipe core is nearly uniform at all flow phases. Flow in the boundary layer is out of
phase with that in the core, and flow reversals are possible in the Stokes layer. These changes in the velocity
fields result from the inertia of the fluid, since as the flow frequency increases, less time is available in each
flow cycle to accelerate the fluid.

To these flow fields, of course, must be added a steady component if the flow field is pulsatile rather
than purely oscillatory.

As with steady flows, it is important to be able to use these expressions for the velocity field to determine
the instantaneous total volume flow rate, Qinst, or equivalently the instantaneous mean velocity, Uinst,
since Qinst = Uinst× pipe area. It can be shown that the mean velocity is [17]

U (t ) = K

ω

(
2D

α
cos ωt +

(
1− 2C

α

)
sinωt

)

= K

ω
σ cos (ωt − δ) (7.13)

Representative velocity profiles derived from these expressions are shown in Figure 7.2 for two values
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where

C = berα · bei′α − beiα · ber′α
ber2α + bei2α

(7.14a)

D = berα · ber′α + beiα · bei′α
ber2α + bei2α

(7.14b)

σ 2 =
(

1− 2C

α

)2

+
(

2D

α

)2

(7.14c)

tan δ = (1− 2C/α)

(2D/α)
(7.14d)

The oscillatory shear stress at the wall, τw,osc, is given by τw,osc = −µ(∂uosc/∂r)|r=a . This results in

τw,osc = Re

(
ρKa
√

i

α

J1(a
√−iω/υ)

J0(a
√−iω/υ)

· eiωt

)
(7.15)

As with the oscillatory flow rate, the oscillatory wall shear stress lags the pressure gradient, reaching a
maximum during peak flow.

7.3.2 Hemodynamics in Elastic Tubes

Because of the mathematical complexity of analysis of pulsatile flows in elastic tubes, and the variety of
physical phenomena associated with them, space does not permit a full description of this topic. The
reader is instead referred to a number of excellent references for a more complete treatment [18–20]. Here
we only briefly summarize the most important features of these flows, to give the reader a sense of the
richness of the physics underlying them.

In brief, in a tube with a nonrigid wall, any pressure change within the tube will lead to localized bulging
of the tube wall in the high-pressure region (Figure 7.3). Fluid can then flow in the radial direction into
the bulge. Hence, not only is the radial velocity v no longer zero, but both u and v can no longer be
independent of x even far from the tube ends. Thus the flow field is governed by the continuity condition

Flow
direction

x

a

r

FIGURE 7.3 Local bulging of the tube wall at regions of high pressure in pulsatile flow in an elastic tube.
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along with the full Navier–Stokes equations. Assuming axial symmetry of the tube, these become

∂u

∂x
+ ∂v

∂r
+ v

r
= 0

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂r
= − 1

ρ

∂P

∂x
+ ν

(
∂2u

∂x2
+ ∂

2u

∂r2
+ 1

r

∂u

∂r

) (7.16)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂r
= − 1

ρ

∂P

∂r
+ ν

(
∂2v

∂x2
+ ∂

2v

∂r2
+ 1

r

∂v

∂r
− v

r2

)
(7.17)

The most important consequence of this is that even if the inlet pressure gradient depends only on t ,
within the tube the pressure gradient depends on x as well as t . An oscillatory pressure gradient applied
at the tube entrance therefore propagates down the tube in a wave motion. Both the pressure and the
velocity fields therefore take on wave characteristics.

The speed with which these waves travel down the tube can be expected to depend on the fluid inertia,
that is, on its density and on the wall stiffness. If the wall thickness is small compared to the tube
radius and the effect of viscosity is neglected, the wave speed c0 is given by the Moen–Korteweg formula
c0 = (Eh/ρd)1/2, where E is the stiffness, or Young’s modulus, of the tube wall and h is its thickness.
As can be expected on physical grounds, the wave speed increases as the wall stiffness rises until when E
becomes infinite, the wall is rigid. Thus oscillatory motion in a rigid tube, in which all the fluid moves
together in bulk, may be thought of as resulting from a wave traveling with infinite speed, so that any
change in the pressure gradient is felt throughout the whole tube instantaneously. In an elastic tube, by
contrast, pressure changes are felt locally at first and then propagate downstream at finite speed.

Because of the action of the pressure and shear stress on the wall position and displacement, oscillatory
flow in an elastic tube is inherently a coupled problem, in the sense that it is not possible in general to
determine the fluid motion without also determining the resulting wall motion; the two are intrinsically
linked. It can be shown [18] that the motion of the wall is governed by

∂2ς

∂t 2
= E(

1− σ 2
)
ρw

(
∂2ς

∂x2
+ σ

a

∂2η

∂x

)
− τw

ρwh
(7.18a)

∂2η

∂t 2
= Pw

ρwh
− E(

1− σ 2
)
ρwa

(
η

a
+ σ ∂ς

∂x

)
(7.18b)

where ζ and η are the axial and radial displacement of the wall, respectively (both of which may vary with
axial position x), Pw and τw are the fluid pressure and shear stress at the wall, ρw is the wall density and σ
is Poisson’s ratio, a wall material property. Equation 7.18(a) and Equation 7.18(b) indicate the coupling
of the wall and fluid motions, since they explicitly describe ζ and η, which are properties of the wall, in
terms of Pw and τw, which are themselves properties of the flow. In addition, coupling is imposed by the
no-slip boundary condition, since the layer of fluid in contact with the wall must have the same velocity as
the wall. Hence, ∂ς/∂t = u(x , a, t ), the axial component of velocity at the wall, and ∂η/∂t = v(x , a, t ),
the radial component of velocity at the wall.

With these governing equations and boundary conditions in place, and if the input pressure dis-
tribution that drives the flow field is known, it is possible to develop a formal solution for the axial
velocity. For an oscillatory flow, the input pressure would normally be expected to be of a sinusoidal
form P(x , r , t ) = const · eiωt . Following Reference 18, the method of characteristics shows the pressure
distribution throughout the tube to be P(x , r , t ) = A(x , r)eiω(t−x/c), where c is the wave speed in the
fluid and A is the pressure amplitude. Since the fluid must be taken to be viscous, c is not equal to c0,
the inviscid fluid wave speed. Instead, c = c0(2/(1− σ 2)z)1/2, with z a parameter of the problem that
depends on a, ω, ν, σ , ρ, ρw, and h. It can also be shown that the pressure amplitude A depends on x ,
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but not on r , and therefore the pressure is uniform across any axial position in the tube [18]. Under these
conditions, the solution for u, the principal velocity component of interest, can be stated as

u(x , r , t ) = Re

(
A

ρc

{
1− G

J0
(
r
√−iω/υ

)
J0
(
a
√−iω/υ

)
}
· eiω(t−x/c)

)
(7.19)

with G a factor that modifies the velocity profile shape compared to that in a rigid tube due to the wall
elasticity. G is given by

G = 2+ z(2ν − 1)

z(2ν − g )
(7.20)

with

g = 2J1(a
√−iω/υ)

(a
√−iω/υ)J0(a

√−iω/υ)
(7.21)

It is apparent from inspection of Equation 7.19 that the difference between the velocity field in a rigid
tube and that in an elastic tube is contained in the factor G. However, since G is complex, and both its real
and imaginary parts depend on the flow frequency ω, the difference is by no means readily evident. The
reader is referred to Reference 18 for detailed depiction of representative velocity profiles. Nevertheless,
it is important to note here that because the pressure distribution in an elastic tube takes the form of a
traveling wave, two separate periodic oscillations can be derived from Equation 7.19. The first is that at
any given axial position in the tube, the velocity profile varies sinusoidally with time, just as it does in a
rigid tube. The second, however, is that at any instant of time during the flow cycle, the velocity field also
varies sinusoidally in space. Fluid flows away from regions in which the pressure is greatest and toward
regions in which it is least. In a rigid tube, there is only one region of maximum pressure, the upstream
tube end, and only one region of minimum pressure, the downstream end. Between them, the pressure
varies linearly with axial position x . In contrast, in an elastic tube the pressure varies sinusoidally with x ,
so that many high-pressure regions can exist along the tube and these lead to a series of flow reversals at
any specific time.

A final word about oscillatory flow in an elastic tube concerns the possibility of wave reflections. In a
rigid tube, there is no wave motion as such, and flow arriving at an obstruction or branch is disturbed in
some way, but otherwise progresses through the obstruction. In contrast, the wave nature of flow in an
elastic tube leads to entirely different behavior at an obstacle. At an obstruction such as a bifurcation or
a branch, some of the energy associated with pressure and flow is transmitted through the obstruction,
while the remainder is reflected. This leads to a highly complex pattern of superposing primary and
reflected pressure and flow waves, particularly in the arterial tree since blood vessels are elastic and vessel
branchings are ubiquitous throughout the vascular system. Such wave reflections may be analyzed in
terms of transmission line theory [7,18].

7.3.3 Turbulence in Pulsatile Flow

Transition to turbulence in oscillatory pipe flows occurs through fundamentally different mechanisms
than transition in steady flows, for two reasons. The first is that the oscillatory nature of the flow leads to
a unique base state, the most important feature of which is the formation of an oscillatory Stokes layer
on the tube wall. This layer has its own stability characteristics, which are not comparable to the stability
characteristics of the boundary layer of steady flow. The second reason is that temporal deceleration
destabilizes the whole flow field, so that perturbations of the Stokes layer can cause the flow to break
down into unstable, random fluctuations. Instability often occurs during the deceleration phase of the
flow cycle, and is immediately followed by relaminarization as the net flow decays to zero prior to reversal.
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Because of these characteristics, during deceleration phases of the flow cycle instabilities are observable
in the Stokes layer even at much lower Reynolds numbers than those for which they would be found in
steady flow [21].

Since the Stokes layer thickness δ itself depends on the flow frequency, transition to turbulence depends
on the Womersley number as well as the Reynolds number. Experimental measurements of the velocity
made in rigid tubes by noninvasive optical techniques [21] have shown that over a range of values of
α ≥ 8, the flow was found to be fully laminar for Reδ ≤ 500, where Reδ is the Reynolds number based
on the Stokes layer thickness rather than tube diameter. That is, Reδ = U δ/ν. For 500 < Reδ < 1300,
the core flow remained laminar while the Stokes layer became unstable during the deceleration phase of
fluid motion. This turbulence was most intense in an annular region near the tube wall. These results are
in accord with theoretical predictions of instabilities in Stokes layers [22,23]. For higher values of Reδ ,
instability can be expected to spread across the tube core.

7.4 Models and Computational Techniques

7.4.1 Approximations to the Navier–Stokes Equations

The Navier–Stokes equations, Equation 7.3 and Equation 7.4, together with the continuity condition,
provide a complete set of governing equations for the motion of an incompressible Newtonian fluid. If
appropriate boundary and initial conditions can be specified for the motion of such a fluid in a given flow
system, in principle a full set of governing equations and conditions for the system will be known. It may
then be expected that the fluid motion can be deduced simply by solution of the resulting boundary value
problem. Unfortunately, however, the mathematical difficulties resulting from the nonlinear character of
the acceleration terms Du/Dt in the Navier–Stokes equations are so great that only a very limited number
of exact solutions have ever been found. The simplest of these pertain to cases in which the velocity has the
same direction at every point in the flow field, as in the steady and pulsatile pipe flows discussed earlier.

Accordingly, there is a strong incentive to seek conditions under which one or more of the terms
in Equation 7.3 are negligible or nearly so, and therefore an approximate and much simpler governing
equation can be generated by neglecting them altogether. For example, the Reynolds number represents
the ratio of inertial to viscous forces in the flow field. Accordingly, in flows for which Re � 1, it can be
shown that the viscous term ν∇2u is very much smaller than the acceleration Du/Dt. Consequently, it
can be omitted from the governing equation, which leads to solutions that are approximately valid at least
outside the boundary layer. Conversely, when Re � 1, the viscous term ν∇2u is much larger than the
acceleration Du/Dt.

In summary, these approximations show that viscosity is important in three situations:

1. When the overall Reynolds number is low, since then viscous effects act over the full flow field
2. When the overall Reynolds number is high, viscosity is important in thin boundary layers
3. When the flow is enclosed, as in a pipe flow, since then the available diffusion time is very large and

viscous effects can become important in the whole flow after some initial region or time

An alternative approach to seeking simplifications to the Navier–Stokes equations is to accept the full set
of equations, but approximate each term in the equation with a simpler form that permits solutions to
be developed. Although the resulting equations are only approximately correct, the advent of modern
digital computers has allowed them to be written with great fineness, so that highly accurate solutions are
achieved. These techniques are called CFD.

7.4.2 Computational Fluid Dynamics

The steady improvement in computer speed and memory capabilities since the 1950s has made it pos-
sible for CFD to become a very powerful and versatile tool for the analysis of complex problems of
interest in the engineering biosciences. By providing a cost-effective means to simulate real flows in detail,
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CFD permits studying complex problems combining thermodynamics, chemical reaction kinetics, and
transport phenomena with fluid flow aspects. In addition, such problems often arise in highly complex
geometries. Consequently, they may be far too difficult to study accurately without computational model
approaches.

Furthermore, CFD offers a means for testing flow conditions that are unachievable or prohibitively
expensive to test experimentally. For example, most flow loops and wind tunnels are limited to a fixed
range of flow rates and governing parameter values. Such limits generally do not apply to CFD analyses.
Moreover, flow under a wide range of parameter values may be tested with far less cost than performing
repeated experiments.

A representative example of widespread interest to biomedical engineers is the analysis of hemody-
namics in blood vessel models. When analyzing biologic responses to flow or before employing newly
developed surgical procedures, characterization studies need to be conducted to substantiate applicability.
Cellular metabolic rates in encapsulated and free states, as well as pertinent transport phenomena, can be
evaluated in anatomically realistic vessel configurations. These data, coupled with computational fluid
dynamics modeling, provide the basis for redesign/reconfigurations as apropos. CFD is a very powerful
and versatile tool for an analysis of this type.

At present, computational fluid dynamics methods are finding many new and diverse applications in
bioengineering and biomimetics. For example, CFD techniques can be used to predict (1) velocity and
stress distribution maps in complex reactor performance studies as well as in vascular and bronchial
models; (2) strength of adhesion and dynamics of detachment for mammalian cells; (3) transport proper-
ties for nonhomogeneous materials and nonideal interfaces; (4) multicomponent diffusion rates using the
Maxwell–Stefan transport model, as opposed to the limited traditional Fickian approach, incorporating
interactive molecular immobilizing sites; and (5) materials processing capabilities useful in encapsulation
technology and designing functional surfaces.

Although a full description of CFD techniques is beyond the scope of this chapter, thorough descriptions
of the methods and procedures may be found in many texts, for example, References 24–26.
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8.1 Background

Animal surrogate or cell culture analog (CCA) systems mimic the biochemical response of an animal
or human when challenged with a chemical or drug. A true animal surrogate is a device that replicates
the circulation, metabolism, or adsorption of a chemical and its metabolites using interconnected multiple
compartments to represent key organs. These compartments make use of engineered tissues or cell
cultures. Physiologically based pharmacokinetic models (PBPK) guide the design of the device. The
animal surrogate, particularly a human surrogate, can provide important insights into toxicity and efficacy
of a drug or chemical when it is impractical or imprudent to use living animals (or humans) for testing.
The combination of a CCA and PBPK provides a rational basis to relate molecular mechanisms to whole
animal response.

8.1.1 Limitations of Animal Studies

The primary method used to test the potential toxicity of a chemical or action of a pharmaceutical is to
use animal studies, predominantly with rodents. Animal studies are problematic. The primary difficulties
are that the results may not be meaningful to the assessment of human response [Gura, 1997]. Because
of the intrinsic complexity of a living organism and the inherent variability within a species, animal
studies are difficult to use to identify unambiguously the underlying molecular mechanism for action
of a chemical. The lack of a clear relationship among all of the molecular mechanisms to whole animal
response makes extrapolation across species difficult. This factor is particularly crucial when extrapolation

8-1
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of rodent data to humans is an objective. Further, without a good mechanistic model it is difficult to
rationally extrapolate from high doses to low doses. However, this disadvantage due to complexity can be
an advantage; the animal is a “black box” and provides response data even when the mechanism of action
is unknown. Further disadvantages reside in the high cost of animal studies, the long period of time often
necessary to secure results, and the potential ethical problems in animal studies.

8.1.2 Alternatives to Animal Studies

In vitro methods using isolated cells [Del Raso, 1993] are inexpensive, quick, and have almost no ethical
constraints. Because the culture environment can be specified and controlled, the use of isolated cells
facilitates interpretation in terms of a biochemical mechanism. Since human cells can be used as well as
animal cells, cross-species extrapolation is facilitated.

However, these techniques are not fully representative of human or animal response. Typical in vitro
experiments expose isolated cells to a static dose of a chemical or drug. It is difficult to relate this static
exposure to specific doses in a whole animal. The time-dependent change in the concentration of a
chemical in an animal’s organ cannot be replicated. If one organ modifies a chemical or prodrug, which
acts elsewhere, these situations would not be revealed by the normal in vitro test. Another related approach
is the use of isolated cell cultures in a flow system such as a microphysiometer (McConnell et al., 1992;
Cooke and O’Kennedy, 1999). Cells are cultured in a microscale (2.8 µl) flow cell and changes in pH,
measured electronically, report changes in cell physiology. An important use of this technology is the
analysis or response of membrane-bound receptors in mammalian cells. The flow system allows a signal
to be applied and then removed.

A major limitation on the use of cell cultures is that isolated cells do not fully represent the full
range of biochemical activity of the corresponding cell type when in a whole animal. Engineered tissues,
especially cocultures [Bhatia et al., 1998], can provide a more “natural” environment, which can improve
(i.e., make normal) cell function. Another alternative is the use of tissue slices, typically from the liver
[Olinga et al., 1997]. Tissue slices require the sacrifice of the animal; there is intrinsic variability, and
biochemical activities can decay rapidly after harvest. The use of isolated tissue slices also does not
reproduce interchange of metabolites among organs and the time-dependent exposure that occurs within
an animal.

An alternative to both animal and in vitro studies is the use of computer models based on PBPK models
[Connolly and Anderson, 1991]. PBPK models can be applied to both humans and animals. Because PBPK
models mimic the integrated, multicompartment nature of animals, they can predict the time-dependent
changes in blood and tissue concentrations of a parent chemical or its metabolites. Although construction
of a robust, comprehensive PBPK is time-consuming, once the PBPK is in place many scenarios concerning
exposure to a chemical or treatment strategies with a drug can be run quickly and inexpensively. Since
PBPKs can be constructed for both animals and humans, cross-species extrapolation is facilitated. There
are, however, significant limitations in relying solely on PBPK models. The primary limitation is that a
PBPK can only provide a response based on assumed mechanisms. Secondary and unexpected effects
are not included. A further limitation is the difficulty in estimating parameters, particularly kinetic
parameters.

None of these alternatives satisfactorily predicts human response to chemicals or drugs.

8.2 The Cell Culture Analog Concept

A CCA is a physical replica of the structure of a PBPK where cells or engineered tissues are used in
organ compartments to achieve the metabolic and biochemical characteristics of the animal. Cell culture
medium circulates between compartments and acts as a “blood surrogate.” Small-scale bioreactors with
the appropriate cell types in the physical device represent organs or tissues.
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The CCA concept combines attributes of a PBPK and other in vitro systems. Unlike other in vitro
systems, the CCA is an integrated system that can mimic dose dynamics and allows for conversion of a
parent compound into metabolites and the interchange of metabolites between compartments. A CCA
system allows dose exposure scenarios that can replicate the exposure scenarios of animal studies.

A CCA is intended to work in conjunction with a PBPK as a tool to test and refine mechanistic
hypotheses. A molecular model can be embedded in a tissue model which is embedded in the PBPK. Thus,
the molecular model is related to the overall metabolic response. The PBPK can be made an exact replica of
the CCA; the predicted response and measured CCA, response should exactly match if the PBPK contains a
complete and accurate description of the molecular mechanisms. In the CCA, all flow rates, the number of
cells in each compartment, and the levels of each enzyme can be measured independently, so no adjustable
parameters are required. If the PBPK predictions and CCA results disagree, then the description of the
molecular mechanisms is incomplete. The CCA and PBPK can be used in an iterative manner to test
modifications in the proposed mechanism. When the PBPK is extended to describe the whole animal,
failure to predict animal response would be due to inaccurate description of transport (particularly within
an organ), inability to accurately measure kinetic parameters (e.g., in vivo enzyme levels or activities), or
the presence in vivo or metabolic activities not present in the cultured cells or tissues. Advances in tissue
engineering will provide tissue constructs to use in a CCA that will display more authentic metabolism
than isolated cell cultures.

The goal is predicting human pharmacological response to drugs or assessing risk due to chemical
exposure. A PBPK that can make an accurate prediction of both animal CCA and animal experiments
would be “validated.” If we use the same approach to constructing a human PBPK and CCA for the same
compound, then we would have a rational basis to extrapolate animal response to predict human response
when human experiments would be inappropriate. Also, since the PBPK is mechanistically based, it would
provide a basis for extrapolation to low doses. The CCA/PBPK approach complements animal studies by
potentially providing an improved basis for extrapolation to humans.

Further, PBPKs validated as described previously provide a basis for prediction of human response to
mixtures of drugs or chemicals. Drug and chemical interactions may be synergistic or antagonistic. If a
PBPK for compound A and a PBPK for compound B are combined, then the response to any mixture of
A and B should be predictable since the mechanisms for response to both A and B are included.

8.3 Prototype CCA

A simple three-component CCA mimicking rodent response to a challenge by naphthalene has been tested
by Sweeney et al. [1995]. While this prototype system did not fulfill the criteria for a CCA of physically
realistic organ residence times or ratio of cell numbers in each organ, it did represent a multicompart-
ment system with fluid recirculation. The three components were liver, lung, and other perfused tissues.
These experiments used cultured rat hepatoma (H4IIE) cells for the liver and lung (L2) cells for the
lung compartment. No cells were required in “other tissues” in this model since no metabolic reactions
were postulated to occur elsewhere for naphthalene or its metabolites. The H4IIE cells contained enzyme
systems for activation of naphthalene (cytochrome P450IA1) to the epoxide form and conversion to
dihydrodiol (epoxide hydrolase) and conjugation with glutathione (glutathione-S-transferase). The L2
cells had no enzymes for naphthalene activation. Cells were cultured in glass vessels as monolayers. Exper-
iments with this system using lactate dihydrogenase release (LDH) and glutathione levels as dependent
parameters supported a hypothesis where naphthalene is activated in the “liver” and reactive metabolites
circulate to the“lung”causing glutathione depletion and cell death as measured by LDH release. Increasing
the level of cytochrome p450 activity in the “liver” by increasing cell numbers or by preinducing H4IIE
cells led to increased death of L2 cells. Experiments with “liver”–blank; “lung”–“lung,” and “lung”–blank
combinations all supported the hypothesis of a circulating reactive metabolite as the cause of L2 cell death.

This prototype system [Sweeney et al., 1995] was difficult to operate, very nonphysiologic, and made
time course experiments very difficult. An alternative system using packed bed reactors for the “liver”
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and “lung” compartments has been tested [Ghanem and Shuler, 2000a]. This system successfully allowed
time course studies, was more compact and simpler to operate, and was physiological with respect to the
ratio of “liver” to “lung” cells. While liquid residence times improved in this system, they still were not
physiologic (i.e., 114 sec vs. an in vivo value of 21 sec in the liver and 6.6 sec vs. in vivo lung value of
about 1.5 sec) due to physical limitations on flow through the packed beds. Unlike the prototype system,
no response to naphthalene was observed.

This difference in response of the two CCA designs was explained through the use of PBPK models
of each CCA [Ghanem and Shuler, 2000b]. In the prototype system, the large liquid residence times
in the liver and the lung allowed formation of large amounts of naphthol from naphthalene oxide and
presumably the conversion of napthol into quinones that were toxic. In the packed bed system, liquid
residence times were sufficiently small so that the predicted naphthol level was negligible. Thus, the PBPK
provided a mechanistic basis to explain the differences in response of the two experimental configurations.

Using a very simple CCA, Mufti and Shuler [1998] demonstrated that response of human hepatoma
(HepG2) to exposure to dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin) is dependent on how the dose is
delivered. The induction of cytochrome p450IA1 activity was used as a model response for exposure
to dioxin. Data were evaluated to estimate dioxin levels giving cytochrome P450IA1 activity 0.01% of
maximal induced activity. Such an analysis mimics the type of analysis used to estimate risk due to
chemical exposure. The “allowable” dioxin concentration was 4 × 10−3 nM using a batch spinner flask,
4 × 10−4 nM using a one-compartment system with continuous feed, and 1 × 10−5 nM using a simple
two-compartment CCA. Further, response could be correlated to an estimate of the amount of dioxin
bound to the cytosolic Ah receptor with a simple model for two different human hepatoma cell lines. This
work illustrates the potential usefulness of a CCA approach in risk assessment.

Ma et al. [1997] have discussed an in vitro human placenta model for drug testing. This was a
two-compartment perfusion system using human trophoblast cells attached to a chemically modified
polyethylene terephthalate fibrous matrix as a cell culture scaffold. This system is a CCA in the same sense
as the two-compartment system used to estimate response to dioxin.

Integration of cell culture and microfabrication to form CCA or CCA-like systems has advanced rap-
idly in the last four years. The use of microfabricated devices should allow relatively high throughput
studies that are inexpensive, conserve scarce reagents and tissues, and facilitate automated collection and
processing of data. One example is the device built by Takayama and coworkers to imitate the behavior
of the vascular system. They have fabricated a device with 320 mechanical actuators to maintain and
control automated cell culture within microfabricated channels (Sharchi Takayama, personal commu-
nication). While this system mimics aspects of the whole body, it does not use multiple cell types with
recirculating flow.

The construction of simple microscale CCAs with multiple cell types and recirculating flow has
been accomplished. A simple three-compartment system (“liver”–“lung”–other tissue) using mono-
layer cultures of HepG2-C3A for “liver” and L2 for “lung” has been microfabricated onto a silicon chip
(2.5 cm× 2.5 cm) [Sin et al., 2004]. While monolayer cultures are a poor representation of the physiology
of real tissues, this system demonstrates that an “animal-on-a-chip” model is possible. A dissolved oxygen
sensor using a fluorescent ruthenium complex was integrated into the system, demonstrating the potential
to build real-time sensors into such a device.

The use of a microscale CCA for toxicity studies has been demonstrated using naphthalene as a model
toxicant for proof-of-concept studies. A silicon-based, microfabricated CCA with four chambers was used:
a “liver”–“lung”–“fat”–other tissue model. In an initial study, the “fat” chamber was left blank [Viravaidya
et al., 2004a] and in a subsequent study [Viravaidya et al., 2004b], the “fat” chamber held a monolayer of
3T3-LI cells differentiated to mimic adipocytes. These studies demonstrated that naphthalene is conver-
ted in the liver by P4501A1 into a reactive metabolite that circulates to the lung compartment. Further,
the experiments show that 1,2-naphthalenediol and 1,2-naphthoquinone are the primary reactive meta-
bolites that cause reduction in glutathione levels and cell death in the lung. Excess levels of 1-naphthol
are converted to 1,2-naphthalenediol, which is consistent with the prior study on the macroscale packed
bed CCA [Ghanem and Shuler, 2000b]. Naphthaquinone and naphthalenediol can be intraconverted
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through redox cycling generating reactive oxygen species. Naphthaquinone addition is toxic by itself. The
addition of fat modulates toxicity providing significant, but partial, protection. These studies, together,
demonstrate the utility of this approach.

The above examples are the first that attempt to mimic circulation and metabolic response to model
an animal as an integrated system. However, others have used engineered tissues as a basis for testing the
efficacy of drugs or toxicity of chemicals. These tissues are important in themselves and could become
elements in an integrated CCA.

8.4 Use of Engineered Tissues or Cells for
Toxicity/Pharmacology

The primary use of engineered tissues for toxicity testing has been with epithelial cells that mimic the
barrier properties of the skin or gut or endothelial cells that mimic the blood-brain barrier (BBB). The
use of isolated cell cultures has been of modest utility due to artifacts introduced by dissolving test agents
in medium and due to the extreme sensitivity of isolated cells to these agents compared to in vivo tissue.

One of the first reports on the use of engineered cells is that by Gay et al. [1992] reporting on the use of
a living skin equivalent as an in vitro dermatotoxicity model. The living skin equivalent consists of a cocul-
ture of human dermal fibroblasts in a collagen-containing matrix overlaid with human keratinocytes that
have formed a stratified epidermis. This in vitro model used a measurement of mitrochondrial function
(i.e., the colorimetric thiazolyl blue assay) to determine toxicity. Eighteen chemicals were tested. Eleven
compounds classified as nonirritating had minimal or no effect on mitochondrial activity. For seven
known human skin irritants, the concentration that inhibited mitochondrial activity by 50% correspon-
ded to the threshold value for each of these compounds to cause irritation on human skin. However,
living skin equivalents did not fully mimic the barrier properties of human skin; water permeability was
30-fold greater in the living skin equivalent than in human skin. Kriwet and Parenteau [1996] report
the permeabilities of 20 different compounds in in vitro skin models. Skin cultures are slightly more
permeable (two- or threefold) for highly lipophilic substances and considerably more permeable (about
tenfold) for polar substances than human-cadaver or freshly excised human skin. Validation of four in
vitro tests for skin corrosion by the European Center for the Validation of Alternative Methods (ECVAM)
has led to a combination of in vitro tests becoming mandatory for determining skin corrosion of chemicals
in the European Union [Fentem and Botham, 2002]. These in vitro tests include a combination of rat
skin electrical resistance measurements and commercial reconstituted skin equivalents (EpiDermTM and
EPISKINTM). Similarly, after a series of prevalidation studies, both EpiDermTM and EPISKINTM have
entered a two-phase validation study led by ECVAM, scheduled to be completed by 2005, to assess the
model(s) acceptability for predicting skin irritation [Botham, 2004]. Both of the commercial reconsti-
tuted skin equivalents are based on human skin resections; a skin model based on a cell line would be
cheaper and more readily available to a larger number of labs. Suhonen et al. [2003] measured permeab-
ility coefficients of eighteen test compounds across a stratified rat epidermal keratinocyte cell line grown
on a collagen gel at an air–liquid interface. The permeabilities were on average twofold greater than for
human cadaver epidermis (range 0.3- to 5.2-fold difference); this cell culture model tended to overpredict
the permeability of lipophilic solutes.

The above tests are static. Pasternak and Miller [1996] have tested a system to predict eye irritation
combining perfusion and a tissue model consisting of MDCK (Madin-Darby canine kidney) epithelial
cells cultured on a semiporous cellulose ester membrane filter. The system could be fully automated
using measurement of transepithelial electrical resistance (TER) as an end point. A decrease in TER is
an indicator of cell damage. The system was tested using nonionic surfactants and predicted the relative
ocular toxicity of these compounds. The perfusion system mimics some dose scenarios (e.g., tearing) more
easily than a static system and provides a more consistent environment for the cultured cells. The authors
cite as a major advantage that the TER can be measured throughout the entire exposure protocol without
physically disturbing the tissue model and introducing artifacts in the response.
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Probably the most used cell-based assay is the Caco-2 model of the intestine to determine oral availability
of a drug or chemical. The Caco-2 cell cultures are derived from a human colon adenocarcinoma cell line.
The use of the Caco-2 cell line for prediction of drug permeability was reviewed by Artursson et al. [2001].
Artursson concludes that Caco-2 monolayers best predict the permeabilities of drugs which exhibit passive
transcellular transport. For drug molecules transported by carrier proteins, the expression of the specific
transport system in the Caco-2 monolayer needs to be characterized. The cell line, C2Bbel, is a clonal
isolate of Caco-2 cells that is more homogeneous in apical brush border expression than the Caco-2 cell
line. These cells form a polarized monolayer with an apical brush border morphologically comparable to
the human colon. Tight junctions around the cells act to restrict passive diffusion by the paracellular route
mimicking the transport resistance in the intestine. Hydrophobic solutes pass primarily by the transcellular
route and hydrophilic compounds by the paracellular route. Yu and Sinko [1997] have demonstrated that
the substratum (e.g., membrane) properties upon which the monolayer forms can become important in
estimating the barrier properties of such in vitro systems. The barrier effects of the substratum need to be
separated from the intrinsic property of the monolayers. Further, Anderle et al. [1998] have shown that
the chemical nature of substratum and other culture conditions can alter transport properties. Sattler et al.
[1997] provide one example (with hypericin) of how this model system can be used to evaluate effects
of formulation (e.g., use of cyclodextrin or liposomes) on oral bioavailability. Another example is the
application of the Caco-2 system to transport of paclitaxel across the intestine [Walle and Walle, 1998].
Rapid passive transport was partially counter-balanced by an efflux pump (probably P-glycoprotein)
limiting oral bioavailability.

To study adhesion and invasion of Candida albicans, Dieterich et al. [2002] mixed fibroblasts into a
liquid collagen solution and then solidified the collagen into a gel on a cell culture insert. Caco-2 were
cocultured on top of the fibroblast/collagen gel matrix to model interactions in the human intestinal lining.
In another coculture system, Caco-2 cells cocultured with mouse lymphocytes reproduced characteristics
of Peyer’s patches, regions of the intestinal lining specialized to present antigens and microorganisms to
the immune system [Kerneis et al., 1997, 2000]. This Caco-2/lymphocyte model exhibited temperature-
sensitive transport of latex beads and Vibrio cholerae. Such a model could help to design oral vaccines and
other drug delivery platforms.

Another barrier of intense interest for drug delivery is the BBB. The BBB is formed by the endothelial
cells of the brain capillaries. Primary characteristics are the high resistance of the capillary due to the
presence of complex tight junctions inhibiting paracellular transport and the low endocytic activity of
this tissue. Several in vitro models of the BBB have been developed, and there are many reviews of
these models and their possible uses as permeability and toxicity screens (see Reinhardt and Gloor,
1997; Gumbleton and Audus, 2001; Lundquist and Renftel, 2002). The most common in vitro BBB
model consists of a monolayer of either primary isolated brain capillary endothelial cells, primary isol-
ated endothelial cells from elsewhere in the body, or an endothelial cell line cultured on a membrane
insert. The endothelial cells are often cocultured with astrocyte or astroglial cells (another brain cell
type), which has been shown to increase the barrier properties of the model. An interesting model with
endothelial cells and astrocytes cocultured on opposite sides of “capillaries” in a hollow-fiber reactor
incorporates continuous physiological perfusion of the endothelial cells [Stanness et al., 1996]. Harris
and Shuler present a unique membrane, an order of magnitude thinner than those available commer-
cially, for close contact coculture of endothelial and astrocytes [Harris and Shuler, 2003; Harris Ma,
2004]. The biggest challenge with in vitro BBB models is obtaining endothelial cell cultures, which
display extensive tight junctions as observed in vivo. According to de Boer et al. [1999], the large
number of in vitro models and the accompanying diversity in laboratory techniques, makes quant-
itative comparisons between models quite difficult. An example of an in vitro BBB system applied
to a toxicological study is described by Glynn and Mehran [1998] who used bovine brain microves-
sel endothelial cells grown on porous polycarbonate filters to compare the transport of nevirapine, a
reverse transcriptase inhibitor to other HIV antiretroviral agents. Nevirapine was the most permeable
antiretroviral agent and hence may have value in HIV treatment in reducing levels of HIV in the
brain.
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Besides the skin, gut, and BBB, there are other coculture models exhibiting crosstalk between the
cocultured cell types that were developed for measuring toxicity. For example, an epithelial/fibroblast
[Lang et al., 1998] coculture model of the bronchial epithelial was used to examine ozone toxicity.
Bone resorption caused by Pasteurella multocida toxin was studied in an osteoclast/osteoblast direct
contact coculture model [Mullan and Lax, 1998]. Brana et al. [1999] cultured 400-µm thick rat brain
(hippocampal) slices on a membrane insert and cultured the murine macrophage cell line (RAW 264.7)
underneath. When challenged with the HIV-1 derived Tat protein, neuronal cell death in the brain slice
occurred only when cocultured with the macrophage cell line. This model could be used to identify
neurotoxic soluble molecules released by macrophages.

These isolated cultures mimic an important aspect of cell physiology (oral uptake or transport into
the brain). In principle, they could be combined with other tissue mimics of nonbarrier tissues to form a
CCA that would be especially useful in testing pharmaceuticals.

Recently, advances in engineering of nonbarrier tissues have led to the possibility of using these tissues
for toxicological testing. These advances have primarily been with three-dimensional (3D) cell constructs.
Unlike conventional two-dimensional systems, 3D cell cultures can represent the specific morphological
and biochemical properties of the corresponding in vivo tissue, and are able to remain in a differentiated
and functionally active state for many weeks.

One type of 3D systems is based on the guided self-formation of multicellular spheroids. Such spheroids
have been used primarily with liver and renal cells. One example of the use of such cultures is the study
of gliadin toxicity [Elli et al., 2003]. In addition, Goodwin et al. [2000] have constructed a 3D model for
assessment of in vitro toxicity in Balaena mysticetus renal tissue.

In vitro cell culture models with human liver cells have shown great potential in predicting studies
on drug toxicity and metabolism in the pharmaceutical industry. Zeilinger et al. [2002] developed a
bioreactor culture model that permits the 3D coculture of liver cells under continuous medium perfusion
with decentralized mass exchange and integral oxygenation. Powers and Domansky [2002] designed a
microfabricated array bioreactor for perfused 3D liver culture. The 3D scaffolds were constructed by deep
reactive ion etching of silicon wafers to create channels with cell-adhesive walls. A cell-retaining filter was
used in these scaffolds. The reactor housing was designed to deliver a continuous perfusate across the top
of the channels and through the 3D tissue cultures in the channels. The perfusate flow rates were designed
to meet estimated values of cellular oxygen demands and fluid shear stress at or below the physiological
shear range (<2 dyne/cm2). Primary rat liver cells cultured for two weeks in the channels rearranged
themselves to form tissue-like structures.

Such 3D cell cultures could be incorporated into a CCA device. Of particular interest may be 3D
hydrogels, which are relatively easy to produce and are adaptable to cocultures. While extensive work
has been done with hydrogel cultures [Drury and Mooney, 2003], these studies have not focused
on applications to toxicity testing. Hydrogels are easy to make and it can be used to study cocul-
tures. The hydrogel must be biocompatible, bioresorbable, and nontoxic such that it does not bias the
experiments.

A CCA based on the concepts described here and incorporating these advanced engineered tissues could
become a powerful tool for preclinical testing of pharmaceuticals. While drug leads are expanding rapidly
in number, the capacity to increase animal and human clinical studies is limited. It is imperative that
preclinical testing and predictions for human response become more accurate. A CCA should become an
important tool in preclinical testing.

8.5 Future Prospects

The most serious bottleneck in pharmaceutical development is the ability to complete ADMET
(adsorption-distribution-metabolism-elimination-toxicity) studies early enough in the development pro-
cess to focus resources on the best drug candidates. Of particular importance will be human surrogates
that can improve the probability that a drug will be successful in clinical trials. Such trials may cost more
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than a 100 million dollars and success at the rate of one in three rather than current values (about one in
eight) would offer significant economic advantage.

Over the last four years, the development of integrated devices that combine cell culture and microfab-
rication make the possibility of commercial applications to pharmaceutical evaluation a real possibility
(see Freedman [2004], Griffith et al. [1997] for discussion). However, the authenticity of engineered
tissues remains a hurdle. While tissue with low levels of vascularization (e.g., skin and cartilage) can be
mimicked reasonably well, vascularized tissues (e.g., liver) are still quite challenging. As improvements in
tissue engineering occur, one of the first applications will be in testing of chemicals and pharmaceuticals.
Over the next five years, we expect CCA type systems to become industrially important in preclinical
testing of pharmaceuticals and in evaluating chemicals (and chemical mixtures) for toxicity.

Defining Terms

Animal surrogate: A physiologically based cell or tissue multicompartmented device with fluid
circulation to mimic metabolism and fate of a drug or chemical.

Engineered tissues: Cell culture mimic of a tissue or organ; often combines a polymer scaffold and one
or more cell types.

Physiologically-based pharmacokinetic model (PBPK): A computer model that replicates animal
physiology by subdividing the body into a number of anatomical compartments, each compartment
interconnected through the body fluid systems; used to describe the time-dependent distribution
and disposition of a substance.

Tissue slice: A living organ is sliced into thin sections for use in toxicity studies; one primary organ can
provide material for many tests.

References

Anderle, P., Niederer, E., Werner, R., Hilgendorf, C., Spahn-Langguth, H., Wunderu-Allenspach, H.,
Merkle, H.P., and Langguth, P. (1998). P-glycoprotein (P-gp) mediated efflux in Caco-2 cell mono-
layers: the influence of culturing conditions and drug exposure on P-gp expression levels. J. Pharm.
Sci. 87: 757.

Artursson, P., Palm, K., and Luthman, K. (2001). Caco-2 monolayers n experimental and theoretical
predictions of drug transport. Adv. Drug Del. Rev. 46: 2001.

Bhatia, S.N., Balis, U.J., Yarmush, M.L., and Toner, M. (1998). Microfabrication of hepatocyte/fibroblast
co-cultures: role of homotypic cell interactions. Biotechnol. Prog. 14: 378.

Botham, P. (2004). The validation of in vitro methods for skin irritation. Toxicol. Lett. 149: 387.
Brana, C., Biggs, T.E., Mann, D.A., and Sundstrom, L.E. (1999). A macrophage hippocampal slice co-

culture system: application to the study of HIV-induced brain damage. J. Neurosci. Meth. 90: 7.
Connolly, R.B. and Andersen, M.E. (1991). Biologically based pharmacodynamic models: tool for

toxicological research and risk assessment. Annu. Rev. Pharmacol. Toxicol. 31: 503.
Cooke, D. and O’Kennedy, R. (1999). Comparison of the detrazolium salt assay for succinate dehyd-

rogenase with the cytosensor microphysiometer in the assessment of compound toxicities. Anal.
Biochem. 274: 188–194.

de Boer, A.G., Gaillard, P.J., and Breimer, D.D. (1999). The transference of results between blood–brain
barrier cell culture systems. Eur. J. Pharm. Sci. 8: 1.

Del Raso, N.J. (1993). In vitro methodologies for enhanced toxicity testing. Toxicol. Lett. 68: 91
Dieterich, C., Schandar, M., Noll, M., Johannes, F.-J., Brunner, H., Graeve, T., and Rupp, S. (2002).

In vitro reconstructed human epithelia reveal contributions of Candida albicans EFG1 and CPH1
to adhesion and invasion. Microbiology 148: 497.

Drury, J.L. and Mooney, D.J. (2003). Hydrogels for tissue engineering: scaffold design variables and
applications. Biomaterials 24: 4337–4351.



© 2006 by Taylor & Francis Group, LLC

Animal Surrogate Systems 8-9

Elli, L., Dolfini, E., and Bardella, M.T. (2003). Gliadin cytotoxicity and in vitro cell cultures. Toxicol. Lett.
146: 1.

Fentem, J.H. and Botham, P.A. (2002). ECVAM’s activities in validating alternative tests for skin corrosion
and irritation. Altern. Lab. Anim. 30: 61.

Freedman, D.H. (2004). The silicon guinea pig. Technol. Rev. 107: 62.
Gay, R., Swiderek, M., Nelson, D., and Ernesti, A. (1992). The living skin equivalent as a model in vitro for

ranking the toxic potential of dermal irritants. Toxic. In Vitro 6: 303.
Ghanem, A. and Shuler, M.L. (2000a). Characterization of a perfusion reactor utilizing mammalian cells

on microcarrier beads. Biotechnol. Prog. 16: 471–479.
Ghanem, A. and Shuler, M.L. (2000b). Combining cell culture analogue reactor designs and PBPK models

to probe mechanisms of naphthalene toxicity. Biotechnol. Prog. 16: 334.
Glynn, S.L. and Mehran, Y. (1998). In vitro blood–brain barrier permeability of nevirapine compared to

other HIV antiretroviral agents. J. Pharm. Sci. 87: 306.
Goodwin, T.J., Coate-Li, L., Linnehan, R.M., and Hammond, T.G. (2000). Cellular responses to mechanical

stress selected contribution: a three-dimensional model for assessment of in vitro toxicity in Balaena
mysticetus renal tissue. J. Appl. Physiol. 89: 2508.

Griffith,L.G., Wu,B., Cima,M.J., Powers,M., Chaignaud,B., andVacanti, J.P. (1997). In vitro organogenesis
of vascularized liver tissue. Ann. N.Y. Acad. Sci. 831: 382.

Gura, T. (1997). Systems for identifying new drugs are often faulty. Science 273: 1041.
Gumbleton, M. and Audus, K.L. (2001). Progress and limitations in the use of in vitro cell cultures to serve

as a permeability screen for the blood–brain barrier. J. Pharm. Sci. 90: 1681.
Harris, S. and Shuler, M.L. (2003). Growth of endothelial cells on microfabricated silicon nitride

membranes for an in vitro model of the blood–brain barrier. Biotechnol. Bioprocess Eng. 8: 246.
Harris Ma, S. (2004). A physiologically based in vitro model of the blood–brain barrier utilizing a

nanofabricated membrane. Ph.D. Thesis. Cornell University, Ithaca, New York.
Kerneis, S., Bogdanova, A., Kraehenbuhl, J.-P., and Pringualt, E. (1997). Conversion by Peyer’s patch

lymphocytes of human enterocytes into M cells that transport bacteria. Science 277: 949.
Kerneis, S., Caliot, E., Stubbe, H., Bogdanova, A., Karaehenbuhl, J.-P., and Pringault, E. (2000). Molecular

studies of the intestinal mucosal barrier physiopathology using cocultures of epithelial and immune
cells: a technical update. Microbes Infect. 2: 1119.

Kriwet, K. and Parenteau, N.L. (1996). In vitro skin models. Cosmetics Toiletries 111: 93.
Lang, D.S., Jorres, R.A., Mucke, M., Siegfried, W., and Magnussen, H. (1998). Interactions between human

bronchoepithelial cells and lung fibroblasts after ozone exposure in vitro. Toxicol. Lett. 96, 97: 13.
Lundquist, S. and Renftel, M. (2002). The use of in vitro cell culture models for mechanistic studies and

as permeability screens for the blood–brain barrier in the pharmaceutical industry — background
and current status in the drug discovery process. Vasc. Pharmacol. 38: 335.

Ma, T., Yang, S.-T., and Kniss, D.A. (1997). Development of an in vitro human placenta model by the
cultivation of human trophoblasts in a fiber-based bioreactor system. Am. Inst. Chem. Eng. Ann.
Mtg., Los Angeles, CA, Nov. 16–21.

McConnell, H.M., Owicki, J.C., Parce, J.W., Miller, D.L., Baxter, G.T., Wada, H.G., and Pitchford, S. (1992).
The cytometer microphysiometer: biological applications of silicon technology. Science 257: 1906.

Mufti, N.A. and Shuler, M.L. (1998). Different in vitro systems affect CYPIA1 activity in response to
2,3,7,8-tetrachlorodibenzo-p-dioxin. Toxicol. In Vitro 12: 259.

Mullan, P.B. and Lax, A.J. (1998). Pasteurella multocida toxin stimulates bone resorption by osteoclasts via
interaction with osteoblasts. Calcif. Tissue Int. 63: 340.

Olinga, P., Meijer, D.K.F., Slooff, M.J.H., and Groothuis, G.M.M. (1997). Liver slices in in vitro
pharmacotoxicology with special reference to the use of human liver tissue. Toxicol. In Vitro 12: 77.

Pasternak, A.S. and Miller, W.M. (1996). Measurement of trans-epitheial electrical resistance in perfusion:
potential application for in vitro ocular toxicity testing. Biotechnol. Bioeng. 50: 568.

Powers, M.J. and Domansky, K. (2002). A microfabricated array bioreactor for perfused 3D liver culture,
Biotechnol. Bioeng. 78: 257.



© 2006 by Taylor & Francis Group, LLC

8-10 Tissue Engineering and Artificial Organs

Reinhardt, C.A. and Gloor, S.M. (1997). Co-culture blood–brain barrier models and their use for
pharmatoxicological screening. Toxicol. In Vitro 11: 513.

Sattler, S., Schaefer, U., Schneider, W., Hoelzl, J., and Lehr, C.-M. (1997). Binding, uptake, and transport
of hypericin by Caco-2 cell monolayers. J. Pharm. Sci. 86: 1120.

Sin, A., Chin, K.C., Jamil, M.F., Kostov, Y., Rao, G., and Shuler, M.L. (2004). The design and fabrication
of three-chamber microscale cell culture analog devices with integrated dissolved oxygen sensors.
Biotechnol. Prog. 20: 338.

Stanness, K.A., Guatteo, E., and Janigro, D. (1996). A dynamic model of the blood–brain barrier “in vitro.”
NeuroToxicology 17: 481.

Suhonen, T.M., Pasonen-Seppanen, S., Kirjavainen, M., Tammi, M., Tammi, R., and Urtti, A. (2003).
Epidermal cell culture model derived from rat keratinocytes with permeability characteristics
comparable to human cadaver skin. Eur. J. Pharm. Sci. 20: 107.

Sweeney, L.M., Shuler, M.L., Babish, J.G., and Ghanem, A. (1995). A cell culture analog of rodent
physiology: application to naphthalene toxicology. Toxicol. In Vitro 9: 307.

Walle, U.K. and Walle, T. (1998). Taxol transport by human intestinal epithelial Caco-2 cells. Drug Metabol.
Disposit. 26: 343.

Yu, H. and Sinko, P.J. (1997). Influence of the microporous substratum and hydrodynamics on resistances
to drug transport in cell culture systems: calculation of intrinsic transport parameters. J. Pharm.
Sci. 86: 1448.

Viravaidya, K., Sin, A., and Shuler, M.L. (2004a). Development of a microscale cell culture analog to probe
naphthalene toxicity. Biotechnol. Prog. 20: 316.

Viravaidya, K. and Shuler, M.L. (2004b). Incorporation of 3T3-L1 cells to mimic bioaccumulation in a
microscale cell culture analog device for toxicity studies. Biotechnol. Prog. 20: 590.

Zeilinger, K., Sauer, I.M., Pless, G., Strobel, C., Rudzitis, J., Wang, A., Nussler, A.K., Grebe, A., Mao, L.,
Auth, S.H.G., Unger, J., Neuhaus, P., and Gerlach, J.C. (2002). Three-dimensional co-culture of
primary human liver cells in bioreactors for in vitro drug studies: effects of the initial cell quality on
the long-term maintenance of hepatocyte-specific functions. ATLA 30: 525.



© 2006 by Taylor & Francis Group, LLC

9
Arterial Wall

Mass Transport:
The Possible Role of

Blood Phase
Resistance in the
Localization of
Arterial Disease

John M. Tarbell
The City College of New York

Yuchen Qui
Cordis Corporation

9.1 Steady-State Transport Modeling . . . . . . . . . . . . . . . . . . . . . . . 9-2
Reactive Surface • Permeable Surface • Reactive Wall

9.2 Damkhöler Numbers for Important Solutes . . . . . . . . . . . 9-5
Adenosine Triphosphate • Albumin and LDL • Oxygen

9.3 Sherwood Numbers in the Circulation . . . . . . . . . . . . . . . . . 9-6
Straight Vessels

9.4 Nonuniform Geometries Associated with
Atherogenesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9-7
Sudden Expansion • Stenosis • Bifurcation • Curvature

9.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9-11
9.6 Possible Role of Blood Phase Transport in

Atherogenesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9-12
Direct Mechanical Effects on Endothelial Cells • Hypoxic
Effect on Endothelial Cells • Hypoxia Induces VEGF

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9-13

Atherosclerosis is a disease of the large arteries which involves a characteristic accumulation of high
molecular weight lipoprotein in the arterial wall [1]. The disease tends to be localized in regions of
curvature and branching in arteries where fluid shear stress (shear rate) is altered from its normal patterns
in straight vessels [2]. The possible role of fluid mechanics in the localization of atherosclerosis has been
debated for many years [3,4]. One possibility considered early on was that the blood phase resistance to

9-1
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lipid transport, which could be affected by local fluid mechanics, played a role in the focal accumulation of
lipid in arteries. Studies by Caro and Nerem [5], however, showed that the uptake of lipid in arteries could
not be correlated with fluid phase mass transport, leading to the conclusion that the wall (endothelium)
and not the blood, was the limiting resistance to lipid transport. This suggested that fluid mechanical
effects on macromolecular transport were the result of direct mechanical influences on the transport
characteristics of the endothelium.

While the transport of large molecules such as low density lipoprotein (LDL) and other high molecular
weight materials, which are highly impeded by the endothelium, may be limited by the wall and not
the fluid (blood), other low molecular weight species which undergo rapid reaction on the endothelial
surface (e.g., adenosine triphosphate — ATP) or which are consumed rapidly by the underlying tissue
(e.g., oxygen) may be limited by the fluid phase. With these possibilities in mind, the purpose of this
short review is to compare the rates of transport in the blood phase to the rates of reaction on the
endothelial surface, the rates of transport across the endothelium, and the rates of consumption within
the wall of several important biomolecules. It will then be possible to assess quantitatively the importance
of fluid phase transport; to determine which molecules are likely to be affected by local fluid mechanics;
to determine where in blood vessels these influences are most likely to be manifest; and finally, to speculate
about the role of fluid phase mass transport in the localization of atherosclerosis.

9.1 Steady-State Transport Modeling

9.1.1 Reactive Surface

Referring to Figure 9.1, we will assume that the species of interest is transported from the blood vessel
lumen, where its bulk concentration is Cb, to the blood vessel surface, where its concentration is Cs, by a
convective–diffusive mechanism which depends on the local fluid mechanics and can be characterized by
a fluid-phase mass transfer coefficient kL

blood phase is given by

Js = kL(Cb − Cs) (9.1)

EC

Cmin

TissueT
(Q)

Cb

Blood
(KL)

Cs

Cw

FIGURE 9.1 Schematic diagram of arterial wall transport processes showing the concentration profile of a solute
which is being transported from the blood, where its bulk concentration is Cb, to the surface of the endothelium,
where its concentration is Cs, then across the endothelium, where the subendothelial concentration is Cw, and finally
to a minimum value within the tissue, Cmin. Transport of the solute in the blood phase is characterized by the mass
transport coefficient, kL; consumption of the solute at the endothelial surface is described by a first-order reaction
with rate constant, kr; movement of the solute across the endothelium depends on the permeability coefficient, Pe;
and reaction of the solute within the tissue volume is quantified by a zeroeth order consumption rate, Q̊.

(see Reference 6 for further background). The species flux in the
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At the endothelial surface, the species may undergo an enzyme-catalyzed surface reaction (e.g., the
hydrolysis of ATP to ADP) which can be modeled using classical Michaelis-Menten kinetics with a rate
given by

V = VmaxCs

km + Cs
(9.2)

where Vmax is the maximum rate (high Cs) and km is the Michaelis constant. When Cs � km, as is often
the case, then the reaction rate is pseudo-first order

V = krCs (9.3)

with the rate constant for the surface reaction given by kr = Vmax/km.
At steady state, the transport to the surface is balanced by the consumption at the surface so that

kL(Cb − Cs) = krCs (9.4)

It will be convenient to cast this equation into a dimensionless form by multiplying it by d/D, where d is
the vessel diameter and D is the diffusion coefficient of the transported species in blood, or the media of
interest. Equation 9.4 then becomes

Sh(Cb − Cs) = DarCs (9.5)

where

Sh ≡ kLd

D
(9.6)

is the Sherwood number (dimensionless mass transfer coefficient), and

Dar ≡ krd

D
(9.7)

is the Damkhöler number (dimensionless reaction rate coefficient). Solving Equation 9.5 for the surface
concentration one finds

Cs

Cb
= 1

1+ Dar/Sh
(9.8)

When Dar � Sh,

Cs = Cb (9.9)

and the process is termed “wall-limited” or “reaction-limited.” On the other hand, when Dar � Sh,

Cs =
(

Sh

Dar

)
Cb (9.10)

and the process is termed “transport-limited” or “fluid phase-limited.” It is in this transport-limited case
that the surface concentration, and in turn the surface reaction rate, depend on the fluid mechanics which
determines the Sherwood number. It will therefore be useful to compare the magnitudes of Dar and Sh
to determine whether fluid mechanics plays a role in the overall transport process of a surface reactive
species.
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9.1.2 Permeable Surface

Many species will permeate the endothelium without reacting at the luminal surface (e.g., albumin, LDL)
and their rate of transport (flux) across the surface layer can be described by

Js = Pe(Cs − Cw) (9.11)

where Pe is the endothelial permeability coefficient and Cw is the wall concentration beneath the endothe-
lium. If the resistance to transport offered by the endothelium is significant, then it will be reasonable to
assume

Cw � Cs (9.12)

so that at steady state when the fluid and surface fluxes balance,

kL(Cb − Cs) = PeCs (9.13)

Multiplying Equation 9.13 by d/D to introduce dimensionless parameters and then solving for the surface
concentration leads to

Cs

Cb
= 1

1+ Dae/Sh
(9.14)

where Sh was defined in Equation 9.6 and

Dae ≡ Ped

D
(9.15)

is a Damkhöler number based on endothelial permeability. Equation 9.14 shows that when Dae � Sh,
the transport process is again “wall-limited.” When Dae � Sh, fluid mechanics again becomes important
through the Sherwood number.

9.1.3 Reactive Wall

Oxygen is transported readily across the endothelium (Hellums), but unlike most proteins, is rapidly
consumed by the underlying tissue. In this case it is fair to neglect the endothelial transport resistance
(assume Cw = Cs), and then by equating the rate of transport to the wall with the (zeroeth-order)
consumption rate within the wall we obtain

KL(Cb − Cs) = Q̊T (9.16)

where Q̊ is the tissue consumption rate and T is the tissue thickness (distance from the surface to the

2 transport, it is conventional to
replace concentration (C) with partial pressure (P) through the Henry’s law relationship C = KP , where
K is the Henry’s law constant. Invoking this relationship and rearranging Equation 9.16 into a convenient
dimensionless form, we obtain

Ps

Pb
= 1− Daw

Sh
(9.17)

minimum tissue concentration, see Figure 9.1). For the specific case of O
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where Sh was defined in Equation 9.6, and Daw is another Damkhöler number based on the wall
consumption rate

Daw = Q̊Td

KDPb
(9.18)

Clearly when Daw � Sh, the process is wall limited. But, as Daw → Sh, the process becomes limited by
transport in the fluid phase (Ps → 0), and fluid mechanics plays a role. Because we are treating the tissue
consumption rate as a zeroeth order reaction, the case Daw > Sh is not meaningful (Ps < 0). In reality,
as Sh is reduced, the tissue consumption rate must be reduced due to the lack of oxygen supply from the
blood.

9.2 Damkhöler Numbers for Important Solutes

A wide range of Damkhöler numbers characterize the transport of biomolecular solutes in vessel walls of
the cardiovascular system, and in this section we focus on four important species as examples of typical
biotransport processes: adenosine triphosphate (ATP), a species that reacts vigorously on the endothelial
surface, albumin, and LDL, species which are transported across a permeable endothelial surface; and
oxygen, which is rapidly consumed within the vessel wall. Since most vascular disease (atherosclerosis)
occurs in vessels between 3 and 10 mm in diameter, we use a vessel of 5 mm diameter to provide estimates
of typical Damkhöler numbers.

9.2.1 Adenosine Triphosphate

The ATP is degraded at the endothelial surface by enzymes (ectonucleotidases) to form adenosine diphos-
phate (ADP). The Michaelis–Menten kinetics for this reaction have been determined by Gordon et al. [7]
using cultured porcine aortic endothelial cells: km = 249 µM , Vmax = 22 nmol/min/106 cells. Vmax can
be converted to a molar flux by using a typical endothelial cell surface density of 1.2× 105 cells/cm2, with
the result that the pseudo-first order rate constant (Equation 9.3) is kr = 1.77× 10−4 cm/sec. Assuming
a diffusivity of 5.0× 10−6 cm2/sec for ATP [8], and a vessel diameter of 5 mm, we find

Dar = 17.7

9.2.2 Albumin and LDL

These macromolecules are transported across the endothelium by a variety of mechanisms including
nonspecific and receptor-mediated trancytosis, and paracellular transport through normal or “leaky”
inter-endothelial junctions [9,10]. In rabbit aortas, Truskey et al. [11] measured endothelial permeability
to LDL and observed values on the order of Pe = 1.0× 10−8 cm/sec in uniformly permeable regions, but
found that permeability increased significantly in punctate regions associated with cells in mitosis to a level
of Pe = 5× 10−7 cm/sec. Using this range of values for Pe, assuming a diffusivity of 2.5× 10−7 cm2/sec
for LDL, and a vessel diameter of 5 mm, we find

Dae = 0.02−1.0 (LDL)

For albumin, Truskey et al. [12] reported values of the order Pe = 4.0× 10−8 cm/sec in the rabbit aorta.
This presumably corresponded to regions of uniform permeability. They did not report values in punctate
regions of elevated permeability. More recently, Lever et al. [13] reported Pe values of similar magnitude
in the thoracic and abdominal aorta as well as the carotid and renal arteries of rabbits. In the ascending
aorta and pulmonary artery, however, they observed elevated permeability to albumin on the order of
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Pe = 1.5× 10−7 cm/sec. Assuming a diffusivity of 7.3 × 10−7 cm2/sec for albumin, a vessel diameter of
5 mm, and the range of Pe values described above, we obtain

Dae = 0.027−0.10 (albumin)

9.2.3 Oxygen

The first barrier encountered by oxygen after being transported from the blood is the endothelial layer.
Although arterial endothelial cells consume oxygen [14], the pseudo-first order rate constant for this
consumption is estimated to be an order of magnitude lower than that of ATP, and it is therefore reasonable
to neglect the endothelial cell consumption relative to the much more significant consumption by the
underlying tissue. Liu et al. [15] measured the oxygen permeability of cultured bovine aortic and human
umbilical vein endothelial cells and obtained values of 1.42 × 10−2 cm/sec for bovine cell monolayers
and 1.96× 10−2 cm/sec for human cell monolayers. Because the endothelial permeability to oxygen is so
high, it is fair to neglect the transport resistance of the endothelium and to direct attention to the oxygen
consumption rate within the tissue.

To evaluate the Damkhöler number based on the tissue consumption rate (Equation 9.17), we turn
to data of Buerk and Goldstick [16] for Q̊/(KD) measured both in vivo and in vitro in dog, rabbit, and
pig blood vessels. The values of Q̊/(KD) reported by Buerk and Goldstick are based on tissue properties
for KD. To translate these tissue values into blood values, as required in our estimates (Equation 9.17),
we use the relationship (KD)tissue = N (KD)water suggested by Paul et al. [17] and assume (KD)blood =
(KD)water. In the thoracic aorta of dogs, Q̊/(KD) ranged from 1.29 × 105 to 5.88 × 105 torr/cm2 in the
tissue. The thickness (distance to the minimum tissue O2 concentration) of the thoracic aorta was 250µm
and the diameter is estimated to be 0.9 cm [18]. PO2 measured in the blood (Pb) was 90 torr. Introducing
these values into Equation 9.17 we find:

Daw = 10.8−49.0 (thoracic aorta)

In the femoral artery of dogs, Q̊/(KD) ranged from 35.2× 105 to 46.9× 105 torr/cm2 in the tissue. The
thickness of the femoral artery was 50 µm and the estimated diameter is 0.4 cm [18]. PO2 measured in
the blood was about 80 torr. These values lead to the following estimates:

Daw = 29.3−39.1 (femoral artery)

9.3 Sherwood Numbers in the Circulation

9.3.1 Straight Vessels

For smooth, cylindrical tubes (a model of straight blood vessels) with well-mixed entry flow, one can
invoke the thin concentration boundary layer theory of Lévêque [6] to estimate the Sherwood number in
the entry region of the vessel where the concentration boundary is developing. This leads to

Sh = 1.08x�−1/3 (constant wall concentration) (9.19a)

1.30x�−1/3 (constant wall flux) (9.19b)

where

x� = x/d

Re · Sc
(9.20)

is a dimensionless axial distance which accounts for differing rates of concentration boundary layer
growth due to convection and diffusion. In Equation 9.20, Re = vd/ν is the Reynolds number, Sc = ν/D
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TABLE 9.1 Transport Characteristics in a Straight
Aorta

Species Sc x� Sh Da

O2 2,900 4.1× 10−5 31.1 10.8–49.0
ATP 7,000 1.7× 10−5 41.8 17.7
Albumin 48,000 2.5× 10−6 79.2 0.027–0.100
LDL 140,000 8.6× 10−7 114 0.02–1.00

Note: d = 1 cm, x = 60 cm, Re = 500, ν =
0.035 cm2/sec.

is the Schmidt number, and their product is the Péclet number. Equation 9.19 is quite accurate for
distances from the entrance satisfying x� < 0.001. Sh continues to drop with increasing axial distance as
the concentration boundary layer grows, as described by the classical Graetz solution of the analogous heat
transfer problem [19]. When the concentration boundary layer becomes fully developed, Sh approaches
its asymptotic minimum value,

Sh = 3.66 (constant wall concentration) (9.21a)

Sh = 4.36 (constant wall flux) (9.21b)

For a straight vessel, Sh cannot drop below these asymptotic values. Equation 9.19 and Equation 9.21 also
indicate that the wall boundary condition has little effect on the Sherwood number.

It is instructive to estimate Sh at the end of a straight tube having dimensions and flow rate characteristics
of the human aorta (actually a tapered tube). Table 9.1 compares Sh and Da (for O2, ATP, albumin, and
LDL) at the end of a 60-cm long model aorta having a diameter of 1 cm and a flow characterized by
Re = 500.

Table 9.1 clearly reveals that for a straight aorta, transport is in the entry or Lévêque regime (x� < 10−3).
For albumin and LDL, Da � Sh, and transport is expected to be “wall-limited.” For O2 and ATP, Da ∼ Sh,
and the possibility of “fluid phase-limited” transport exists. At the lowest possible rates of wall mass
transport in a straight vessel (Sh = 3.66−4.36), transport is still expected to be “wall-limited” for albumin
and LDL, whereas it would be “fluid-phase limited” for oxygen and ATP.

9.4 Nonuniform Geometries Associated with Atherogenesis

9.4.1 Sudden Expansion

tion at the expansion point followed by reattachment downstream. This is a simple model of physiological
flow separation. The separation zone is associated with low wall shear stress since this quantity is identically
zero at the separation and reattachment points.

An experimental study of oxygen transport in saline and blood for an area expansion ratio of 6.7 and
Reynolds numbers in the range 160 to 850 [20] displayed the general spatial distribution of Sh displayed
in Figure 9.2. The minimum value of Sh was observed near the separation point and the maximum
value appeared near the reattachment point. The maximum Sh ranged between 500 and several thousand
depending on the conditions and the minimum value was approximately 50. A numerical study of the
analogous heat transfer problem by Ma et al. [21] at a lower area expansion ratio (4.42) and Schmidt
number (Sc = 105) showed the same qualitative trends indicated in Figure 9.2, but the Sherwood numbers
were considerably lower (between 4 and 40) due to the lower expansion ratio, lower Schmidt number, and
different entrance conditions. In both of these studies, Sh did not drop below its fully developed tube flow
value at any axial location.

Flow through a sudden expansion (Figure 9.2) at sufficiently high Reynolds number induces flow separa-
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Sh

S R

FIGURE 9.2 Schematic diagram showing the spatial distribution of the Sherwood number downstream of a sudden
expansion. The flow separates (S) from the wall at the expansion point and reattaches (R) downstream. The Sherwood
number is reduced near the separation point (radial velocity away from the wall) and elevated near the reattachment
point (radial velocity toward the wall).

Sh

S

R

FIGURE 9.3 Schematic diagram showing the spatial distribution of the Sherwood number around a symmetric
stenosis. The flow converges upstream of the stenosis where the Sherwood number is elevated (radial velocity toward
the wall). The flow separates (S) from the wall just downstream of the throat, if the Reynolds number is high enough,
and reattaches (R) downstream. The Sherwood number is reduced near the separation point (radial velocity away
from the wall) and elevated near the reattachment point (radial velocity toward the wall).

The sudden expansion flow field provides insight into the mechanism controlling the spatial distribution
of the Sherwood number in separated flows. Near the reattachment point, the radial velocity component
convects solute toward the wall (enhancing transport), whereas near the separation point, the radial
velocity component convects solute away from the wall (diminishing transport). The net result of this
radial convective transport superimposed on diffusive transport (toward the wall) is a maximum in Sh
near the reattachment point and a minimum in Sh near the separation point.

9.4.2 Stenosis

Flow through a symmetric stenosis at sufficiently high Reynolds number (Figure 9.3) will lead to flow
separation at a point downstream of the throat and reattachment further downstream. Again, because
the wall shear stress is identically zero at the separation and reattachment points, the separation zone is a
region of low wall shear stress. Conversely, converging flow upstream of the stenosis induces elevated wall
shear stress.

Schneiderman et al. [22] performed numerical simulations of steady flow and transport in an axisym-
metric, 89% area restriction stenosis with a sinusoidal axial wall contour at various Reynolds numbers
for a Schmidt number typical of oxygen transport. Relative to a uniform tube, Sh was always elevated
in the converging flow region upstream of the stenosis, and when Re was low enough to suppress flow
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separation produced a region of diminished transport (relative to a uniform tube) while reattachment
induced elevated transport. The lowest value of Sh in the diminished transport regime was approx-
imately 10. This occurred at Re = 16, a flow state for which separation was incipient. At high Re,
the minimum Sh was elevated above 10, and the region of diminished transport was reduced in axial
extent.

More recent numerical simulations by Rappitsch and Perktold [23,24] for a 75% stenosis in steady flow
(Re = 448, Sc = 2, 000 [oxygen]) and sinusoidal flow (Re = 300, Sc = 46,000 [albumin]) show the same
basic trends depicted in Figure 9.3. Again, Sh was reduced in a narrow region around the separation point,
but did not drop below approximately 10.

Moore and Ethier [25] also simulated oxygen transport in a symmetric stenosis, but they accounted for
the binding of oxygen to hemoglobin and solved for both the oxygen and oxyhemoglobin concentrations.
They determined axial Sh profiles throughout the stenosis, which showed the same basic tendencies
indicated in Figure 9.3. However, because hemoglobin has a much higher molecular weight and Schmidt
number than oxygen (about 100 times higher Sc), the local values of Sh were higher than computed on
the basis of free oxygen transport alone. This is expected since simple transport considerations (Lévêque
solution) suggest Sh ∝ Sc1/3.

The Sh profile for the stenosis (Figure 9.3) reflects the same underlying mechanisms that were operative

reattachment point, while radial flow directed away from the wall diminishes transport near the separation
point.

9.4.3 Bifurcation

A few numerical studies of flow and transport in the carotid artery bifurcation have been reported
recently as summarized in Figure 9.4. The carotid artery bifurcation is a major site for the localization of
atherosclerosis, predominantly on the outer wall (away from the flow divider) in the flow separation zone
which is a region of low and oscillating wall shear stress [26]. Perktold et al. [27] simulated O2 transport in
a realistic pulsatile flow through an anatomically realistic three-dimensional carotid bifurcation geometry
using a constant wall concentration boundary condition. Ma et al. [28] simulated oxygen transport in
steady flow through a realistic, three-dimensional, carotid bifurcation with a constant wall concentration
boundary condition.

Sh

S

R

FIGURE 9.4 Schematic diagram showing the spatial distribution of the Sherwood number along the outer wall of a
bifurcation. The flow separates (S) if the Reynolds number is high enough and there is an increase in cross-sectional
area through the bifurcation, and reattaches (R) downstream. The Sherwood number is reduced near the separation
point (radial velocity away from the wall) and elevated near the reattachment point (radial velocity toward the wall).

separation, transport remained elevated downstream of the stenosis as well. At high Re (Figure 9.3), flow

in the sudden expansion (Figure 9.2): radial flow directed toward the wall enhances transport near the
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As in the sudden expansion and stenosis geometries, the bifurcation geometry can induce flow
separation on the outer wall with reattachment downstream. Again there is a region of attenuated trans-
port near the separation point and amplified transport near the reattachment point. Perktold et al. [27]
predicted minimum Sherwood numbers close to zero in the flow separation zone. Ma et al. [28] pre-
dicted the same general spatial distribution, but the minimum Sherwood number was approximately 25.
Differences in the minimum Sherwood number may be due to differing entry lengths upstream of the
bifurcation as well as differences in flow pulsatility.

9.4.4 Curvature

Localization of atherosclerosis has also been associated with arterial curvature [2]. For example, the
inner curvature of proximal coronary arteries as they bend over the curved surface of the heart has
been associated with plaque localization [29]. Qiu [30] carried out three-dimensional, unsteady flow
computations in an elastic (moving wall) model of a curved coronary artery for O2 transport with a
constant wall concentration boundary condition. He obtained the results shown in Figure 9.5. Because
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FIGURE 9.5 Schematic diagram showing the spatial distribution of the Sherwood number along the inner
(I — toward the center of curvature) and outer (O — away from the center of curvature) walls of a curved vessel.
In the entry region, before the secondary flow has developed, the Sherwood number follows a Lévêque distribution.
As the secondary flow evolves, the Sherwood number becomes elevated on the outer wall where the radial velocity of
the secondary flow is toward the wall, and diminished on the inner wall where radial velocity of the secondary flow is
away from the wall.
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Qiu assumed uniform axial velocity and concentration profiles (with no secondary flow) at the curved
tube entrance (0◦), there is an entrance region (∼25◦) where Sh essentially follows a Lévêque bound-
ary layer development. Eventually (∼50◦), the secondary flow effects become manifest, and marked
differences in transport rates between the inside wall (low transport: Sh ∼ 2) and the outside wall
(high transport: Sh ∼ 55) develop. The regions of high and low transport in the curved vessel
geometry cannot be associated with axial flow separation (as in the expansion, stenosis, and bifurc-
ation) because flow separation does not occur at the modest curvature levels in the coronary artery
simulation.

measure, the differences in transport rates between the inside and outside walls. The radial velocity is
directed toward the wall at the outside, leading to enhancement of transport by a convective mechanism.
At the inside of the curvature, the radial velocity is directed away from the wall, and transport is impeded
by the convective mechanism. This secondary flow mechanism produces transport rates that are 25 times
higher on the outside wall than the inside wall. This is to be contrasted with wall shear stress values which,
for the coronary artery condition, are less than two times higher on the outside wall than on the inside
wall [31]. Earlier studies of fully developed, steady flow and transport in curved tubes [32] are consistent
with the above observations.

9.5 Discussion

The considerations of mass transport in the fluid (blood) phase and consumption by the vessel wall
described in the preceding sections indicate that only highly reactive species such as O2 and ATP can
be “transport-limited.” Larger molecules such as albumin and LDL, which are not rapidly transformed
within the vessel wall, are not likely to be transport-limited.

For O2, ATP, and other molecules characterized by large values of the Damkhöler number, transport
limitation will occur in regions of the circulation where the Sherwood number is low (Sh < Da). Localized
regions of low Sh arise in nonuniform geometries around flow separation points (not reattachment points)
where radial flow velocities are directed away from the wall, and in secondary flow regions where the
secondary velocity is directed away from the wall (inside wall of a curved vessel).

Considerable supporting experimental evidence for the above conclusions is available, and a few rep-
resentative studies will be mentioned here. Santilli et al. [33] measured transarterial wall oxygen tension

were significantly decreased in the inner 40% of the artery wall compared to an upstream control location.
Oxygen tensions at the flow divider (inner wall in Figure 9.4) were increased significantly throughout the
artery wall compared with control locations. These observations are consistent with fluid phase-limited
oxygen transport at the outer wall of the carotid bifurcation.

Dull et al. [8] measured the response of intracellular free calcium in cultured bovine aortic endothelial
cells (BAECs) after step changes in flow rate, using media containing either ATP or a non-reactive analog
of ATP. In the presence of ATP, which is rapidly degraded by enzymes on the endothelial cell surface, step
changes in flow rate induced rapid changes in intracellular calcium which were not apparent when the
inactive ATP analog was used in place of ATP. The interpretation of these experiments was that increases
in flow increased the rate of mass transport of ATP to the cell surface and exceeded the capacity of the
surface enzymes to degrade ATP. This allowed ATP to reach surface receptors and stimulate intracellular
calcium. This study thus provided evidence that ATP transport to the endothelium could be fluid phase
(transport)-limited.

Caro and Nerem [5] measured the uptake of labeled cholesterol bound to serum lipoprotein in excised
dog arteries under well-defined conditions in which the Lévêque solution (Equation 9.19) described the
fluid phase mass transport process. If the transport of lipoprotein to the surface had been controlled by
the fluid phase, they should have observed a decrease in uptake with distance from the vessel entrance
following a x−1/3 law (Equation 9.19). They did not, however, observe any significant spatial variation of

The secondary flow (in the plane perpendicular to the axial flow, see Figure 9.5) determines, in large

gradients at the dog carotid bifurcation. Oxygen tensions at the carotid sinus (outer wall in Figure 9.4)
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uptake of lipoprotein over the length of the blood vessel. This observation is consistent with “wall-limited”
transport of lipoprotein as we have suggested in the preceding sections.

9.6 Possible Role of Blood Phase Transport in Atherogenesis

Accumulation of lipid in the arterial intima is a hallmark of atherosclerosis, a disease that tends to be
localized on the outer walls of arterial bifurcations and the inner walls of arterial curvatures [2]. The
outer walls of bifurcations and the inner walls of curvatures may have localized regions characterized

transport rates lead to high accumulation of lipid in the wall? If, as we have argued in this review, LDL
transport is really not affected by the blood phase fluid mechanics, but is limited by the endothelium, how
can local fluid mechanics influence intimal lipid accumulation? There are several possible scenarios for
a fluid mechanical influence which are reviewed briefly.

9.6.1 Direct Mechanical Effects on Endothelial Cells

The outerwalls of bifurcations and the inner walls of curved vessels are characterized by low mean wall
shear stress, and significant temporal oscillations in wall shear stress direction (oscillatory shear stress)
[2]. Endothelial cells in this low, oscillatory shear environment tend to assume a polyhedral, cobblestone
enface morphology, whereas endothelial cells in high shear regions tend to be elongated in the direction
of flow. It has been suggested that these altered morphologies, which represent chronic adaptive responses
to altered fluid mechanical environments, are characterized by distinct macromolecular permeability
characteristics [2,10] as direct responses of the endothelial layer to altered mechanical environments.
In addition, a number of studies have shown that fluid shear stress on the endothelial surface can have an
acute influence on endothelial transport properties both in vitro [34–37] and in vivo [38,39].

9.6.2 Hypoxic Effect on Endothelial Cells

Hypoxia (low oxygen tension), which can be induced by a blood phase transport limitation, can lead to
a breakdown of the endothelial transport barrier either by a direct effect on the endothelial layer or by
an indirect mechanism in which hypoxia up-regulates the production of hyperpermeabilizing cytokines
from other cells in the arterial wall. A number of recent studies have shown that hypoxia increases macro-
molecular transport across endothelial monolayers in culture due to metabolic stress [40–42]. These
studies describe direct effects on the endothelial layer since other cells present in the vessel wall were not
present in the cell culture systems.

9.6.3 Hypoxia Induces VEGF

Many cell lines express increased amounts of vascular endothelial growth factor (VEGF) when subjected to
hypoxic conditions as do normal tissues exposed to hypoxia, functional anemia, or localized ischemia [43].
VEGF is a multifunctional cytokine that acts as an important regulator of angiogenesis and as a potent
vascular permeabilizing agent [43,44]. VEGF is believed to play an important role in the hyperpermeability
of microvessels in tumors, the leakage of proteins in diabetic retinopathy, and other vascular pathologies
[45,46]. Thus, a plausible scenario for the increase in lipid uptake in regions of poor blood phase mass
transport is the following: Hypoxia up-regulates the production of VEGF by cells within the vascular wall
and the VEGF in turn permeabilizes the endothelium, allowing increased transport of lipid into the wall.
This mechanism can be depicted schematically as follows:

O2 ↓→ VEGF ↑→ Pe ↑

by relatively low blood phase transport rates (low Sh in Figure 9.4 and Figure 9.5). But, how can low
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In support of this view, several recent studies have shown that VEGF is enriched in human
atherosclerotic lesions [47,48]. Smooth muscle cells and macrophages appear to be the predominant
sources of VEGF in such lesions. Thus, a mechanism in which hypoxia induces VEGF and hyperper-
meability is plausible, but at the present time it must only be considered a hypothesis relating fluid phase
transport limitation and enhanced macromolecular permeability.
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10.1 Introduction

The evolving technologies and advances in the engineering biosciences are expected to have significant
impact in the fields of pharmaceutical engineering (drug production, delivery, targeting, and metabolism),
molecular engineering (biomaterial design and biomimetics), biomedical reaction engineering (microre-
actor design, animal surrogate systems, artificial organs, and extracorporeal devices), and metabolic
process control (receptor–ligand binding, signal transduction, and trafficking). Since understanding of
the cell/tissue environment will help produce major developments in all of these areas, the ability to
characterize, control, and ultimately manipulate the microenvironment is critical. The key challenges, as
identified by many sources [Palsson, 2000], are (1) proper reconstruction of the microenvironment for
the development of tissue function, (2) scale-up to generate a significant amount of properly functioning
microenvironments to be of clinical importance, (3) automating cellular therapy systems/devices to oper-
ate and perform at clinically meaningful scales, and (4) implementation in the clinical setting in concert
with all the cell handling and preservation procedures required to administer cellular therapies. The dir-
ection of this chapter is toward supporting efforts to address these issues. Thus, the primary objective is to
introduce the fundamental concepts needed to reconstruct tissues ex vivo and produce cells of sufficient
quantity that maintain stabilized performance for extended time periods of clinical relevance. The delivery
of cellular therapies, as a goal, was selected as one representative theme for illustration.

10-1
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Before we can develop useful ex vivo and in vitro systems for the numerous applications sought, we
must first have an appreciation of cellular function in vivo. Knowledge of the tissue microenvironment
and communication with other organs is essential. We need to understand how tissue function can be
built, reconstructed, and modified. Our approach is based on the following axioms [Palsson, 2000] (1) in
organogenesis and wound healing, proper cellular communications with respect to each others activities
are of paramount concern since a systematic and regulated response is required from all participating cells;
(2) the function of fully formed organs is strongly dependent on the coordinated function of multiple cell
types with tissue function based on multicellular aggregates; (3) the functionality of an individual cell is
strongly affected by its microenvironment (within 100 µm of the cell, i.e., the characteristic length scale);
(4) this microenvironment is further characterized by (i) neighboring cells, that is, cell–cell contact and
presence of molecular signals (soluble growth factors, signal transduction, trafficking, etc.), (ii) transport
processes and physical interactions with the extracellular matrix (ECM), and (iii) the local geometry, in
particular its effects on microcirculation.

The importance of the microcirculation is that it connects all the microenvironments in every tissue
to their larger whole body environment. Most metabolically active cells in the body are located within
a few hundred micrometers from a capillary. This high degree of vascularity is necessary to provide the
perfusion environment that connects every cell to a source and sink for respiratory gases, a source of
nutrients from the small intestine, the hormones from the pancreas, liver, and glandular system, clearance
of waste products via the kidneys and liver, delivery of immune system respondents, and so forth [Jain,
1994]. Further, the three-dimensional arrangement of microvessels in any tissue bed is critical for efficient
functioning. This in vivo network develops in response to physical and chemical (molecular) clues and
thus reproduction of the microenvironment with its attendant signal molecule capabilities is an essential
feature of an engineered tissue system.

The engineering of these functions ex vivo is within the domain of bioreactor design [Freshney, 2000;
Shuler, 2000]; a topic discussed briefly in this chapter and elsewhere in this handbook. Cell culture devices
must possess perfusion characteristics that allow for uniformity down to the 100 µm length scale. These
are stringent design requirements that must be addressed with a high priority to properly account for
the role of neighboring cells, the ECM, cyto-/chemokine and hormone trafficking, cell-ECM geometric
factors, respiratory dynamics, and transport of nutrients and metabolic by-products for each tissue system
considered. To achieve proper reconstitution of the cellular microenvironment these dynamic, chemical,
and geometric variables must be duplicated as accurately as possible. Since this is a difficult task, significant
effort is devoted to developing quantitative methods to describe the cell-scale microenvironment. Once
available, these methods can be used to develop an understanding of the key problems associated with
any given phenomenological event, formulate solution strategies, and analyze experimental results. It
is important to stress that most useful analyses in tissue engineering are performed with approximate
calculations based on physiological and cell biological data; basically, determining tissue “specification
sheets.” Such calculations are useful for interpreting organ physiology, and providing a starting point
for more extensive experimental and computational programs needed to identify the specific needs of
a given tissue system (examples are given later in this chapter). Using the tools obtained from studying
subjects such as biomimetics (materials behavior, membrane development, and similitude/simulation
techniques), transport phenomena (mass, heat, and momentum transfer), reaction kinetics, and reactor
performance/design systems that control microenvironments for in vivo, ex vivo, or in vitro applications
can be developed.

The emphasis taken here to achieve these desired tissue microenvironments is through use of novel
membrane systems designed to possess unique features for the specific application of interest, and in many
cases to exhibit stimulant/response characteristics. These so-called intelligent or smart membranes are the
result of biomimicry, that is, they have biomimetic features. Through functionalized membranes, typically
in concerted assemblies, these systems respond to external stresses (chemical and physical in nature) to
eliminate the threat either by altering stress characteristics or by modifying and protecting the cell/tissue
microenvironment. An example (discussed further later in this chapter), is a microencapsulation motif for
beta cell islet clusters to perform as an artificial pancreas. This system uses multiple membrane materials,
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each with its unique characteristics and performance requirements, coupled with nanospheres dispersed
throughout the matrix, which contain additional materials to enhance transport and barrier properties,
and initiate as well as respond to specific stimuli. This chapter is structured to develop an understanding
of the technologies required to design systems of this nature and to ensure their stable performance.

10.2 Tissue Microenvironments

The communication of every cell with its immediate environment and other tissues establishes important
spatial–temporal characteristics and develops a significant signaling/information processing network.
The microenvironment is further characterized by cellular composition, the ECM, molecular dynamics
(nutrients, metabolic waste products, respiratory gases traffic in and out of the microenvironment in a
highly dynamic manner), and local geometric factors (size scale of ∼100 µm). Each of these can also
provide the cell with important signals (dependent upon a characteristic time and length scale) to initiate
specific cell functions for the tissue system to perform in a coordinated manner. If this arrangement is
disrupted, cells that are unable to provide tissue function are obtained. Further discussions on this topic
are presented in later sections devoted to cellular communications.

10.2.1 Specifying Performance Criteria

Each tissue or organ undergoes its own unique and complex developmental program. There are, however, a
number of common features of each component of the microenvironment that is discussed in subsequent
sections. The idea is to establish general criteria to guide the design of systems possessing these requisite
global characteristics and functionality. Two representative tissue microenvironments (blood and bone)
are selected here for a brief comparison to illustrate common features and distinctions.

10.2.2 Estimating Tissue Function

10.2.2.1 Blood

Interpretation of the physiological respiratory function of blood has been aided by insightful, yet straight-
forward approximating calculations to establish basic functionalities and biologic design specifications.
For example, blood needs to deliver about 10 mM of oxygen per minute to the body. Given a gross
circulation rate of about 5 l/min, the delivery rate to tissues is about 2 mM oxygen per liter during each
pass through its circulatory system. The basic requirements that circulating blood must meet to deliver
adequate oxygen to tissues are determined by the following; blood leaving the lungs has a partial pressure
of oxygen between 90 and 100 mmHg and drops to about 35–40 mmHg in the venous blood at rest
and to about 27 mmHg during strenuous exercise. Thus, the required oxygen delivered to the tissues is
accomplished through a partial pressure drop of about 55 mmHg, on average. Unfortunately, the solu-
bility of oxygen in aqueous media is low; its solubility is given by Henry’s law relationship, where the
liquid phase concentration is linearly proportional to its partial pressure. This equilibrium coefficient is
about 0.0013 mM /mmHg. Consequently, the amount of oxygen that can be delivered by this mechanism
is limited to roughly 0.07 mM ; significantly below the required 2 mM . The solubility of oxygen in blood
must therefore be enhanced by some other mechanism; by a factor to about 30 at rest and 60 during
strenuous exercise. This, of course, is accomplished by hemoglobin within red blood cells. However, to
see how this came about, let’s probe a little further. Enhancement could be obtained by putting an oxygen
binding protein into the perfusion fluid. To stay within the vascular bed this protein would have to be 50 to
100 kDa in size. With only a single binding site, the required protein concentration is 500 to 1000 g/l, which
is too concentrated from both an osmolarity and viscosity (ten times) standpoint and clearly impractical.
Furthermore, circulating proteases will lead to a short plasma half-life for these proteins. By increasing to
four sites per oxygen carrying molecule, the protein concentration is reduced to 2.3 mM and confining
it within a protective cell membrane solves the escape, viscosity, and proteolysis problems. Obviously,
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nature has solved these problems since these are characteristics of hemoglobin within red blood cells.
Furthermore, a more elaborate kinetics study of the binding characteristics of hemoglobin shows that
a positive cooperativity exists and can provide the desired oxygen transfer capabilities both at rest and
under strenuous exercise.

These functions of blood establish standards that are difficult to mimic. When designing systems
for in vivo applications promoting angiogenesis and minimizing diffusion lengths help alleviate oxygen
delivery problems. Attempting to mimic this behavior in perfusion reactors, whether as extracorporeal
devises or as production systems, is more complex since a blood substitute (e.g., perflouorocarbons
in microemulsions) is typically needed. Performance, functionality, toxicity, and transport phenomena
issues must be addressed. In summary, to maintain tissue viability and function within devices and
microcapsules, methods are being developed to enhance mass transfer, especially that of oxygen. These
methods include use of vascularizing membranes, in situ oxygen generation, use of thinner encapsulation
membranes, and enhancing oxygen carrying capacity in encapsulated materials. All these topics are
addressed in subsequent sections throughout this chapter.

10.2.2.2 Bone Marrow Microenvironment

Perfusion rates in human bone marrow cultures are set by determining how often the media should be
replenished. A dynamics similarity analysis with the in vivo situation is therefore appropriate. With a
cell density of about 500 million cells/ml, blood perfusion through bone marrow in vivo is about 0.08
ml/cc/min, that is, a cell specific perfusion rate of about 2.3 ml/10 million cells/day. Cell densities on the
order of 1 million cells/ml are typical for starting cultures; 10 million cells would be placed in 10 ml of
culture media containing about 20% serum (vol/vol). To accomplish a full daily media exchange would
correspond to replacing the serum at 2 ml/10 million cells/day, which is similar to the number calculated
previously. These conditions were used in the late 1980s and led to the development of prolific cell cultures
of human bone marrow. Subsequent scale-up produced a clinically meaningful number of cells that are
currently undergoing clinical trials.

10.2.3 Communication

Tissue development is regulated by a complex set of events in which cells of the developing organ interact
with each other and with other organs and tissue microenvironments. The vascular system connects all
the microenvironments in every tissue to their larger whole body environment. As discussed previously, a
high degree of vascularity is necessary to transport signal molecules through this communication network
at the rate and quantity required.

10.2.3.1 Cellular Communication Within Tissues

Cells within tissues communicate with each other for a variety of important reasons, such as localizing
cells within the microenvironment, directing cellular migration, and initiating growth factor mediated
developmental programs [Long, 2000]. This communication is accomplished via three primary methods
(1) cells secrete a wide variety of soluble signal and messenger molecules including Ca++, hormones,
paracrine and autocrine agents, catecholamines, growth and inhibitory factors, eicosanoids, chemokines,
and many other types of cytokines, (2) via direct cell–cell contact, and (3) secreted proteins that alter
the EMC chemical milieu. Each of these communication techniques differ in terms of their specificity,
and their characteristic time and length scales; thus suitable to convey a particular type of message.
These information exchanges are mediated by well-defined, highly specific receptor–ligand interactions
that stimulate or control cell activities. For example, the appearance of specific growth factors leads
to proliferation of cells expressing receptors for these growth factors. Further, chemical gradients exist,
which signal cells to move along tracts of molecules into a defined tissue area. High concentrations of the
attractant or other signals then serve to localize cells by stopping their sojourn.
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10.2.3.2 Soluble Growth Factors

Growth factors are a critical component of the tissue microenvironment inducing multifunctional beha-
vior [Freshney, 2000]. Their role in the signal processing network is particularly important for this chapter.
They are small proteins in the size range of 15 to 20 kDa with a relatively high chemical stability. Initially,
growth factors were discovered as active factors that originated in biological fluids and were known as
colony stimulating factors. It is now known that growth factors are produced by a signaling cell and secreted
to reach target cells through autocrine and paracrine mechanisms. They bind to their receptors found in
cellular membranes, with high affinities and trigger a complex signal transduction process. Typically the
receptor complex changes in such a way that its intracellular components take on catalytic activities. These
receptor-ligand complexes are internalized in some cases with a typical time constant for internalization
of the order 15 to 30 min. It has been shown that 10,000 to 70,000 growth factor molecules need to be
consumed to stimulate cell division in complex cell cultures. Growth factors propagate a maximum dis-
tance of about 200 µm from their secretion source. Minimum time constants for the signaling processes
are about 20 min. However, much longer times are encountered if the growth factor is sequestered. The
kinetics of these processes are complex and detailed analyses can be found elsewhere [Lauffenburger and
Linderman, 1993] since they are beyond the scope of this chapter.

10.2.3.3 Direct Cell-to-Cell Contact

Direct contact between adjacent cells is common in epithelially derived tissues, and can also occur with
osteocytes and both smooth and cardiac myocytes. Contact is maintained through specialized membrane
structures including desmosomes, tight junctions, and gap junctions, each of which incorporates cell
adhesion molecules, surface proteins, cadherins, and connexins. Tight junctions and desmosomes are
thought to bind adjacent cells cohesively, preventing fluid flow between cells. In vivo they are found, for
example, in intestinal mucosal epithelium, where their presence prevents leakage of the intestinal contents
through the mucosa. In contrast, gap junctions form direct cytoplasmic bridges between adjacent cells.
The functional unit of a gap junction, called a connexon, is approximately 1.5 nm in diameter, and thus
will allow molecules below about 1 kDa to pass between cells.

These cell-to-cell connections permit mechanical forces to be transmitted through tissue beds. A rapidly
growing body of literature details how fluid mechanical shear forces influence cell and tissue adhesion
functions (a topic discussed more thoroughly in other chapters), and it is known that signals are transmit-
ted to the nucleus by cell stretching and compression. Thus, the mechanical role of the cytoskeleton
in affecting tissue function by transducing and responding to mechanical forces is becoming better
understood.

10.2.3.4 Extracellular Matrix and Cell–Tissue Interactions

The ECM is the chemical microenvironment that interconnects all the cells in the tissue and their cyto-
skeletal elements. The multifunctional behavior of the ECM is an important faucet of tissue performance
since it provides tissue with mechanical support. The ECM also provides cells with a substrate in which
to migrate, as well as serving as a storage site for signal and communications molecules. A number of
adhesion and ECM receptor molecules located on the cell surface play a major role in facilitating cell–ECM
communications by transmitting instructions for migration, replication, differentiation, and apoptosis.
Consequently, the ECM is composed of a large number of components that have varying mechanical and
regulatory capabilities that provide its structural, dynamic, and informational functions. It is constantly
being modified. For instance, ECM components are degraded by metalloproteases. About 3% of the
matrix in cardiac muscle is turned over daily.

The composition of the ECM determines the nature of the signals being processed and in turn can be
governed or modified by the cells comprising the tissue. The ECM can direct all cellular fate processes,
providing a means for cells to communicate with signals that are more stable and may be more specific
and stronger than those delivered by the diffusion process needed with growth factors. A summary of the
components of the ECM and their functions for various tissues is given in Palsson [2000].



© 2006 by Taylor & Francis Group, LLC

10-6 Tissue Engineering and Artificial Organs

Many research groups are attempting to construct artificial ECMs. The scaffolding for these matrices
has taken the form of polymer materials that can be surface modified for desired functionalities. In
some cases they are designed to be biodegradable allowing the cells to replace this material with its natural
counterpart as they establish themselves and their tissue function. The major obstacle is that the properties
of this matrix are difficult to specify since the properties of natural ECMs are complex and not fully known.
Furthermore, two-way communication between cells is difficult to mimic since the information contained
within these conversations is also not fully known. At this time, the full spectrum of ECM functionalities
can only be provided by the cells themselves.

10.2.3.5 Communication with the Whole Body Environment

The importance of the vascular system and in particular, the microcirculation, cannot be over emphasized.
This network is needed to connect all the microenvironments in every tissue to their larger whole body
environment. A complex vascular morphology is established such that most metabolically active cells in
the body are located within a few hundred micrometers from a capillary. This high degree of vascularity is
necessary to provide the perfusion environment that connects every cell to a source and sink for respiratory
gases, a source of nutrients from the small intestine, the hormones from the pancreas, liver, and glandular
system, clearance of waste products via the kidneys and liver, delivery of immune system respondents and
so forth [Jain, 1994; Freshney, 2000; other chapters in this section of the handbook]. Transport of mass
(and heat) in normal and neoplastic tissues, occurs primarily by convection and diffusion processes that
take place throughout the whole circulatory system and ECM [Jain, 1994; Fournier, 1999]. The design
of in vivo systems therefore must consider methods to promote this communication process, not only
deal with the transport issues of the devise itself. The implanted tissue system vasculature must therefore
consist of (1) vessels recruited from the preexisting network of the host vasculature and (2) vessels resulting
from the angiogenic response of host vessels to implanted cells [Jain, 1994; Peattie et al., 2004]. Although
the implant vascular originates from the host vasculature, its organization may be completely different
depending on the tissue type, its growth rate, and its location. The architecture may be different not only
among varying tissue types but also between an implant and any spontaneous tissue outgrowth originating
from growth factor stimuli, from the implant, or as a whole body response.

A blood borne molecule or cell that enters the vasculature reaches the tissue microenvironment and
individual cells via (i) distribution through the vascular tree, (ii) convection and diffusion across the
microvascular wall, (iii) convection and diffusion through the interstitial fluid and ECM, and (iv) trans-
port across the cell membrane [Lightfoot, 1974]. The sojourn of molecules through the vasculature is
governed by the morphology of that network (i.e., the number, length, diameter, and geometrical arrange-
ment of various blood vessels) and the blood flow rate (determining perfusion performance). Transport
across vessel walls to interstitial space and across cell membranes depends on the physical properties
of the molecules (e.g., size, charge, and configuration), physiological properties of these barriers, (e.g.,
transport pathways), and driving force (e.g., concentration and pressure gradients). Furthermore, specific
or nonspecific binding to tissue components can alter the transport rate of molecules through a barrier
by hindering the species and changing the transport parameters [Fisher, 1989].

Since the convective component of the transport processes via blood depends primarily on local blood
flow in the tissue, coupled with vascular morphology of the tissue, hydrodynamics must be considered in
designing for performance. In addition, perfusion rate requirements must take into account diffusional
boundary layers along with the geometric factors of tissues and implants. In general, implant volume
changes as a function of time more rapidly than for normal tissue due to tissue outgrowth, fibrotic tissue
formation, and macrophage attachment. All these effects contribute to increased diffusion paths and
nutrient consumption. Even with these distinctions among different tissues, the mathematical models
of transport in normal, neoplastic, and implanted tissues both with and without barriers, whether in
vivo,ex vivo, or in vitro, are identical. The only differences lie in the selection of physiological, geometric,
and transport parameters. Furthermore, similar transport analyses can be applied to extracorporeal and
novel bioreactor systems and their associated scale-up studies. Examples include artificial organs, animal
surrogate systems, and the coupling of compartmental analysis with cell culture analogs in drug delivery
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and efficacy testing. Designing appropriate bioreactor systems for these applications is a challenge for
tissue engineering teams collaborating with reaction engineering experts.

10.2.4 Cellularity

The number of cells found in the tissue microenvironment can be estimated as follows. The packing
density of cells is in the order of a billion cells/cc; tissues typically form with a porosity of between 0.5
and 0.7 and therefore have a cell density of approximately 100 to 500 million cells/cc. Thus an order of
magnitude estimate for a cube with a 100µm edge, the mean intercapillary length scale, is about 500 cells.
For comparison, simple multicellular organisms have about 1000 cells. Of course, the cellularity of the
tissue microenvironment is dependent upon the tissue and the cell types composing it. At the extreme,
ligaments, tendons, aponeuroses, and their associated dense connective tissue are acellular. Fibrocartilage
is at the low end of cell-containing tissues, with about 1 million cells/cc or about 1 cell per characteristic
cube. This implies that the microenvironment is simply one cell maintaining its ECM.

In most tissue microenvironments, many cell types are found in addition to the predominate cells
that characterize that tissue. Leukocytes and immune system cells, including lymphocytes, monocytes,
macrophages, plasma cells, and mast cells, can be demonstrated in nearly all tissues and organs, particularly
during periods of inflammation. Precursor cells and residual undifferentiated cell types are present in most
tissues as well, even in adults. Such cell types include mesenchymal cells (connective tissues), satellite cells
(skeletal muscle), and pluripotential stem cells (hematopoietic tissues). Endothelial cells make up the wall
of capillary microvessels and thus are present in all perfused tissues.

10.2.5 Dynamics

In most tissues and organs, the microenvironment is constantly in change due to the transient nature of
the multitude of events occurring. Matrix replacement, cell motion, perfusion, oxygenation, metabolism,
and cell signaling all contribute to a continuous turnover. Each of these events has its own characteristic
time constant. It is the relative magnitude of these time constants that dictate which processes can be
considered in a pseudosteady state with respect to the others. Determining the dynamic parameters of
the major events (estimates available in Lightfoot [1974]; Long [2000]; Palsson [2000]) is imperative for
successful modeling and design studies.

Timescaling of the systemic differential equations governing the physicochemical behavior of any tissue
is extremely valuable in reducing the number of dependent variables needed to predict responses to selected
perturbations and to evaluate system stability. In many cell-based systems, overall dynamics are controlled
by transport and reaction rates. Controlling selected species transport then becomes the major issue since,
under certain conditions, transport resistances may be beneficial. For example, when substrate inhibition
kinetics is observed, performance is enhanced as the substrate transport rate is restricted. Furthermore,
multiple steady states, with subsequent hysteresis problems, have been observed in these encapsulated
systems as well as in continuous, suspension cell cultures [Bruns et al., 1973; Europa et al., 2000; Fisher et al.,
2000]. Consequently, perturbations in the macroenvironment of an encapsulated cell/tissue system can
force the system to a new, less desired, steady state where cellular metabolism as measured by, for example,
glucose consumption and amino acid synthesis, is altered. Simply returning the macroenvironment to its
original state may not be effective in returning the cellular system to its original (desired) metabolic state.
The perturbation magnitudes that force a system to seek a new steady state, and subsequent hysteresis
lags, are readily estimated from basic kinetics and mass transfer studies [Bruns et al., 1973; Europa et al.,
2000]. However, incorporation of intelligent behavior into an encapsulation system permits mediation
of this behavior. This may be accomplished by controlling the cell/tissue microenvironment through the
modification of externally induced chemical, biological (as in a macrophage or T-cell), or physical stresses
and through selectively and temporally releasing therapeutic agents or signal compounds to modify cellular
metabolism. Various novel bioreactor systems that are currently available as “off the shelf” items can be
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modified to perform these tasks in appropriate hydrodynamic flow fields, with controlled transport and
contacting patterns, and at a microscale of relevance.

10.2.6 Geometry

Geometric similitude is important in attempting to mimic in vivo tissue behavior in engineered devises.
The shape and size of any given tissue bed must be known to aid in the design of these devises since
geometric parameters help establish constraints for both physical and behavioral criteria. Many microen-
vironments are effectively 2D surfaces [Palsson, 2000]. Bone marrow has a fractal cellular arrangement
with an effective dimensionality of 2.7, whereas the brain is a 3D structure. These facts dictate the type
of culture technique (high density, as obtained with hollow fiber devises, vs. the conventional monolayer
culture) to be used for best implant performance. For example, choriocarcinoma cells release more human
chorionic gonadotrophin when using this type of high density culture [Freshney, 2000].

10.2.7 System Interactions: Reaction and Transport Processes

The interactions brought about by communications between tissue microenvironments and the whole
body system, via the vascular network, provide a basis for the systems biology approach taken to understand
the performance differences observed in vivo vs. in vitro. The response of one tissue system to changes
in another due to signals generated, metabolic product accumulation, or hormone appearances must be
properly mimicked by coupling individual cell culture analog systems through a series of microbioreactors
if whole body in vivo responses are to be meaningfully predicted. The need for microscale reactors is
obvious given the limited amount of tissue or cells available for many in vitro studies. This is particularly
true when dealing with the pancreatic system [Galletti et al., 2000; Lewis and Colton, 2004] where intact
Langerhans islets must be used rather than individual beta cells for induced insulin production by glucose
stimulation. Their supply is extremely limited and maintaining viability and functionality is quite complex
since the islet clusters in vivo are highly vascularized and this feature is difficult to reproduce in preservation
protocols.

The coupling of reaction kinetics with transport processes is necessary to develop effective bioreactor

motifs, respectively). Heat and momentum transport are major topics discussed in other chapters in this
section of the handbook. Brief comments on the necessity for these studies are presented as here.

In all living organisms, but especially the higher animals, diffusion and flow limitations are of critical
importance. In adapting problem solving strategies for mathematical analysis and modeling of specific
physiologic transport problems, it becomes particularly important to establish orders of magnitude and
to make realistic limiting calculations. Especially attractive for these purposes are dimensional analysis
and pharmacokinetic modeling; it seems in fact that these may permit unifying the whole of biological
mass transport. Distributed-parameter transport modeling is also helpful. To obtain useful models one
must set very specific goals and work toward them by systematically comparing theory and experiment.
Particularly important are the estimation of transport properties and the development of specialized
conservation equations, as for ultrathin membranes, about which only limited information is known.
Thus analysis of physiologic transport stands in strong contrast to classical areas of transport phenomena
[Lightfoot, 1974; Rosner, 1986; Brodkey and Hershey, 1988; Deen, 1996; Fournier, 1999; Bird et al., 2002].

Mass transfer lies at the heart of physiology and provides major constraints on the metabolic rates
and anatomy of living organisms, from the organization of organ networks to molecular intracellular
structures. Limitations on mass transfer rates are major constraints for nutrient supply, waste elimination,
and information transmission. The primary functional units of metabolically active muscle and brain,
liver lobules, and kidney nephrons have evolved to just eliminate significant mass transfer limitations in
the physiological state [Lightfoot, 1974]. Turnover rates of highly regulated enzymes are just less than
diffusion limitations. Signal transmission rates are frequently mass transport limited [Lauffenburger and

systems. Further discussion of this topic is given later in this chapter (see “Reacting Systems and Bioreact-
ors”and“Illustrative Example”for reactor design specifications and mass transfer analysis in encapsulation
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Linderman, 1993] and very ingenious mechanisms have evolved to speed these processes [Palsson, 2000].
Consequently, understanding tissue mass transport is important to accurately interpret transport-based
experiments that involve complex interactions of transport and reaction processes, and further, our ability
to design effective devices and biosensors.

Models for microvascular heat transfer are useful for understanding tissue thermoregulation, for optim-
izing thermal therapies such as hypothermia treatment, for modeling thermal regulatory response at the
tissue level, for assessing microenvironment hazards that involve tissue heating, for using thermal means
of diagnosing vascular pathologies, and for relating blood flow to heat clearance in thermal methods of
blood perfusion measurement [Jain, 1994]. For example, the effect of local hypothermia treatment is
determined by the length of time that the tissue is held at an elevated temperature, normally 43◦C or
higher. Since the tissue temperature depends on the balance between the heat added by artificial means
and the tissue’s ability to clear that heat, an understanding of the means by which the blood transports
heat is essential for assessing the tissue’s response to any thermal perturbation. The thermal regulatory
system and the metabolic needs of tissues can change the blood perfusion rates in some tissues by a factor
25 [Baish, 2000]. More expensive reviews and tutorials on microvascular heat transfer may be found
elsewhere [Cooney, 1976; Jain, 1994; Baish, 2000].

Biological processes within living systems are significantly influenced by the flow of liquids and gases.
Consequently, understanding the basic pressure and flow mechanisms involved in biofluid processes is
essential for our ability to design biomimetic systems. Simulations using Computational Fluid Dynamics
(CFD) models to develop the necessary similitude and performance predictions and the experimental
evaluations of prototype devices are crucial for successful in vivo implantation applications. Even for
systems intended to remain in vitro, the effects of physiological fluids must be anticipated. Other complex
devices, such as the development of bioreactors as surrogate systems, also need design guidance from
CFD methods. The interaction of fluids and supported tissue is paramount in tissue engineering and the
control of the microenvironment. The strength of adhesion and dynamics of detachment of mammalian
cells from engineered biomaterials scaffolds is important ongoing research, as is the effects of shear on
receptor–ligand binding at cell–fluid interfaces. In addition to altering transport across the cell membrane,
and possibly more important, receptor location, binding affinity and signal generation, with subsequent
trafficking within the cell [Lauffenburger and Linderman, 1993], can be changed.

Furthermore, the analysis and design of reactors is highly dependent upon knowing the nonideal flow
patterns that exist within the vessel. In principle, if we have a complete velocity distribution map for
the fluid, then we are able to predict the behavior of any given vessel as a reactor. Once considered an
impractical approach, this is now obtainable by computing the velocity distribution using CFD-based
procedures in which the full conservation equations are solved for the reactor geometry of interest. Both
the nonlinear nature of these equations themselves and appropriate nonlinear constitutive relationships
can readily be taken into consideration.

10.3 Reacting Systems and Bioreactors

Chemical reactions, usually closely coupled with transport phenomena, sustain and support life processes.
Combining these with thermodynamics identifies the area of reaction engineering. Knowledge of the
fundamentals involved is essential for our understanding of these reacting systems and ability to design
and control engineering devices, such as the novel flow reactor systems needed by tissue engineers. These
systems provide the required experimental conditions, that is, appropriate flow fields, with controlled
transport and contacting patterns, and at a microscale of relevance.

The coupling of encapsulation technologies with cell culture techniques permits the extended use of
these bioreactors with complex tissue systems such as islet clusters. Existing reactor systems are also useful
in obtaining the basic transport and reaction kinetics parameters necessary to design the novel devices
required for biomedical applications. In summary, the relevance of this work to the biotechnology and
health care-based industries is in the development, of artificial organ systems, extra-corporeal devices to
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bridge transplantation, biosensors, drug design, discovery, development, and controlled delivery systems.
Furthermore, the control and stabilization of metabolic processes has a major impact on many research
programs including the development of animal surrogate systems for toxicity testing and biotechnological
processes for the production of pharmaceuticals.

10.3.1 Reactor Types

Characterization of the mass transfer processes in bioreactors, as used in cell/tissue culture systems is
essential when designing and evaluating their performance. Flow reactor systems bring together various
reactants in a continuous fashion while simultaneously withdrawing products and excess reactants. These
reactors generally provide optimum productivity and performance. They are classified as either tank- or
tube-type reactors. Each represents extremes in the behavior of the gross fluid motion within the vessel.
Tank-type reactors are characterized by instant and complete mixing of the contents and are therefore
termed perfectly mixed or back-mixed reactors. Tube-type reactors are characterized by lack of mixing in
the flow direction and are called plug flow or tubular reactors. The performance of actual reactors, though
not fully represented by these idealized flow patterns, may match them so closely that they can be modeled
as such with negligible error. Others can be modeled as combinations of tank and tube type over various
regions.

Also in use are batch systems, where there is no flow in or out. The feed (initial charge) is placed
in the reactor at the start of the process and the products are withdrawn (all at once) some time later.
Reaction time is thus readily determined. This is significant since conversion is a function of time and
can be obtained from knowledge of the reaction rate and its dependence upon concentration and process
variables. Since operating conditions such as temperature, pressure, and concentration are typically
controlled at a constant value, the time for reaction is the key parameter in the reactor design process. In
a batch reactor, the concentration of reactants change with time and, therefore, the rate of reaction does
as well.

Most actual reactors deviate from these idealized systems primarily because of nonuniform velocity
profiles, channeling and bypassing of fluids, and the presence of stagnant regions caused by reactor shape
and internal components such as baffles, heat transfer coils, and measurement probes. Disruptions to the
flow path are common when dealing with heterogeneous systems, particularly when solids are present, as
when using encapsulated systems. To model these actual reactors, various regions are compartmentalized
and represented as combinations of plug flow and back-mixed elements. The study of biochemical kinetics,
particularly when coupled with complex physical phenomena, such as the transport of heat, mass, and
momentum, is required to determine or predict reactor performance. It is imperative to uncouple and
unmask fundamental phenomenological events in reactors and to subsequently incorporate them in a
concerted manner to meet objectives of specific applications. This need further emphasizes the role
played by the physical aspects of reactor operation in process stability and controllability.

10.3.2 Design of Microreactors

Microscale reaction systems are often desirable for biomedical and biotechnological applications, in which
the component substrates may be expensive or available only in very small quantities. This is particularly
true when it is desired to conduct reactions with living cells. The advantages of microreactors are briefly
summarized here. An important point to bear in mind is that these microscale systems, by their very
nature, are differential reactors, that is, very low single pass conversions. Although this single pass analysis
is quite beneficial when intermediate species kinetics studies are required, multiple passes, and subsequent
reservoir dynamics, may be needed for higher conversion experimental programs. A few of the intrinsic
qualities of microreactors are as follows:

• Minimizes reactant (serum) requirements
• Minimizes the quantity of cells or biocatalysts and support material
• Short contact time reactions can be studied more reliably at reduced flow rate
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• Extend duration of experimental times, that is, longer continuous operation with small resource
consumption
• “Aging” studies, both accelerated and long term, are more easily conducted
• Minimizes transport effects
• Coping with both mixing and flow distribution problems is less formidable and the data is more

amenable to analysis
• Compatibility with spectroscopic systems
• In situ studies utilizing advanced spectroscopic techniques are easier to conduct since size

restrictions are reduced
• Control of aseptic environment, operation in a biohazard/laminar flow hood is easily implemented,

as is the optimum placement of ancillary equipment

10.3.3 Scale-up and Operational Maps

These are complex topics requiring a thorough background in chemical reaction engineering. An extensive
literature has been published on the art and technology of scale-up. Here our objective is only to direct
readers to some of the sources most pertinent to bioreactors; works worthy of attention are textbooks on
biomedical engineering [Fournier, 1999; Palsson, 2000] and cell culture methods [Freshney, 2000].

The use of various membrane configurations coupled with bioreactors has lead to multiple functionality
improvements and innovations. Implementation as guard beds, recycle conditioning vessels (with solids
separations capabilities), in situ extraction systems, and slipstream (and bypass) reactors for “biocatalyst”
activity maintenance, are but a few important examples representing successful applications when using
living systems operating in controlled microenvironments.

The biosynthesis of lactate from pyruvate [Chen et al., 2004] is an illustrative example of the use
of reactor hydrodynamic characterization and mass transport studies to improve performance through
identification of operating regimes in which selected mechanisms dominate. Exploitation of this know-
ledge can then enhance the contribution from the desired phenomena. The operational protocols to enter
these regimes, once they are documented, are termed operational maps. The multi-pass, dynamic input
operating scheme used in that study permitted system parameter optimization studies to be conducted;
including concentrations of all components in the free solution, flow rates, and electrode composition
and their transport characteristics. Operating regimes that determined the controlling mechanism for
process synthesis (e.g., mass transfer vs. kinetics limitations) were readily identified by varying system
variables and operating conditions. Thus, procedures for developing operational maps were established
and implemented.

10.4 Illustrative Example: Control of Hormone Diseases via
Tissue Therapy

The treatment of autoimmune disorders with cell/tissue therapy has shown significant promise. A suc-
cessful implant comprises cells or tissue surrounded by a biocompatible matrix permitting the entry of
small molecules such as oxygen, nutrients, and electrolytes and exit of toxic metabolites, hormones, and
other small bioactive compounds, while excluding antibodies and T-cells, thus protecting the encap-
sulated cells/tissue. Systems of this type are currently being evaluated for the treatment of a variety of
disorders including type I diabetes mellitus, Hashimoto’s disease (thyroiditis), and kidney failure. Several
key issues need to be addressed before the clinical use of this technology can be realized, such as, tissue
supply, maintenance of cell viability and functionality, and protection from immune rejection. Viability
and metabolic functionality are controlled by the transport of essential biochemical signal molecules,
nutrients, and respiratory gases. In particular, maintenance of sufficient oxygen levels in the encapsula-
tion device is critical to avoid local domains of necrotic and hypometabolic cells. Oxygen transport can
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be enhanced through several means including the selection of optimal encapsulation configurations, pro-
motion of vascularization at the implantation site, and seeding at an optimal cell density. Despite research
efforts directed in these areas, oxygen transport remains one of the major limitations in maintaining cell
viability and functionality. To improve this situation resent efforts have focused on the design of a novel
nanotechnology-based encapsulation motif containing specific oxygen carriers. Such a motif will ensure
complete metabolic functionality of the encapsulated cells and allow the cells to retain functionality over
extended time, that is, months as opposed to weeks.

10.4.1 Transport Considerations

Our emphasis here is to describe the issues relevant to development of encapsulation motifs for tis-
sue/cellular systems that help control their microenvironments. The objective is to discuss and utilize
mechanisms by which molecular transport occurs through complex media. Experimental protocols focus
on the selective transport of solute molecules to evaluate proposed mechanisms and establish performance
criteria. Numerous models have been postulated to explain these phenomenological observations and to
develop methodologies to predict performance, thereby facilitating the design of successful encapsulation
systems. Issues that need to be incorporated into these models include (1) interfacial phenomena between
the bulk fluid and the outer membrane surfaces and along a pore wall, (2) sorption into the membrane
matrix itself with diffusion possibly affected by immobilization at specific interactive sites, (3) free and
fixed site diffusion within the matrix and if appropriate, through the porous regions, whether as distinct
pores, microchannels, or other nonhomogeneous discrete areas, and (4) any chemical reactions that could
alter the nature of the diffusing species or the media itself.

Two models developed previously from the analysis of transport in hydrogel membranes [Yasuda and
Lamaze, 1971; Fang et al., 1998] describe the various aspects of importance to us. Both pore and sorption
mechanisms may be active but their classification, and thus characterization, is based upon which, if
either, dominates. When considering a pore mechanism, the solute is envisioned as passing through
fluid filled micropores (or channels) in the membrane. For molecules and their mean free path much
smaller than these opening, a simple Fickian diffusion model will suffice. Knudsen diffusion will be
considered when the pore size is smaller than the mean free path yet still larger than molecular diameter.
As the pore and molecular sizes approach each other, hindered diffusion occurs where physical/chemical
interactions of significant magnitude, not simply elastic collisions, play a dominate role in transport
rates. It is in this region that interactions at the molecular level, such as surface adsorption (physical
or chemisorption), absorption into the matrix (solubility), and molecular transformation become major
phenomenological factors. Consideration must now be given to rate events, extent of reaction, equilibrium
partitioning, irreversibility, site proximity, degree of saturation, and desorption. Migration rates along
fiber or crystalline components in the matrix (and pore surface) are dependent upon energetics as well as
site proximity, where a shunt pathway could be established to enhance transport if close enough. Otherwise,
random adsorption events could hinder the transport process, analogous to diffusion with immobilization
[Fisher, 1989]. However, once reaction sites are fully saturated, a normal diffusive zone can be established.
The influence of chemical reactive sites can be determined following prior analyses [Cussler, 1984] when
appropriate, as in functionalized surfaces and sites distributed throughout a membrane. In contrast, in
porous materials possessing microchannels, but lacking a well-defined pore structure, the dominant phase
is the fluid that fills these voids. This situation is analogous to that in a swollen fibrous media, in which
solute can diffuse readily but encounters fibers in its sojourn through the membrane. These encounters
have a random aspect due to the nonhomogeneous nature of the membrane. They could be passive, as in
elastic collisions, or active through affinity interactions as in the pore concept described earlier.

Transport through nonporous materials requires solute to be absorbed (solubilized) in the matrix
material. Solute molecules are thus subject to thermodynamic equilibrium factors at the fluid–solid
interfaces, as well as the nature of the fluid and solid phases themselves. These include ion strength, degree
of solute hydration, and other interactive forces. Once the solute is within the membrane, a simple Fickian
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diffusion mechanism may take place. Furthermore, all the other affinity events, as discussed for the pore
model, could occur at interactive sites establishing a more complex transport process.

Combinations of these mechanisms may be observed in any membrane system that has distinct fluid,
amorphous, crystalline, and functionalized regions, whether classified as porous or nonporous. Mem-
branes may be characterized with respect to these mechanistic events, as modeled, based on experimental
transport measurements. The analysis tools used to interpret these results are briefly discussed later in the
context of this example case study.

10.4.2 Selection of Diabetes as Representative Case Study

The National Institute of Diabetes and Digestive and Kidney Diseases (NIDDKD) estimates that there
are 16 million people (nearly 1 in 17) that have diabetes in the United States alone. It is one of the most
common and wide-spread diseases, with as high as 6% of the world population suffering from diabetes.
In addition to the primary symptom, loss of blood glucose regulation, complications, and sequelae of
diabetes include blindness, cardiovascular disease, and loss of peripheral nerve function. When including
these complications, diabetes is the fourth most important cause of mortality in the United States and
the main cause of permanent blindness. The American Diabetes Association estimates that diabetics
consume 15% of U.S. health-care costs (more than twice their percentage of the population), that is, the
total cost of diabetic morbidity and mortality to be more than $90 billion per year. At least 50% of that
figure attributed to direct medical costs for the care of diabetic patients. Although most of the affected
individuals are not dependent upon interventional insulin replacement, NIDDKD estimates that 800,000
diabetics do require this treatment to manage blood glucose regulation. However, insulin delivery is not
a cure. Restoration of normal glucose regulation by improved insulin therapy techniques that regulate
insulin delivery offers the hope of circumventing the need for injection treatments and eliminating the
serious debilitating secondary complications. Consequently, many research paths are being followed to
determine how normal pancreatic functions can be returned to the body. These include whole pancreas
transplants, human and animal islet transplantation, fetal tissue exchange, and creation of artificial beta
cells, each with its pros and cons. The two major problems are the lack of sufficient organs or cells to
transplant and the rejection of transplants. Since there is a severe shortage of adult pancreases, that is,
1,000 patients per available organ, alternatives such as islet cell transplantation are being sought. Cell
transplantation, if it could be successfully achieved, would help with both of these major problems. Use
of either “artificial” islets, potentially grown from stem or beta cells themselves, or xenogenic islet clusters,
in combination with designed materials for immunoisolation functionality could lead to restoration of
normoperative glycemic control without the need for insulin therapy.

10.4.3 Encapsulation Motif: Specifications, Design, and Evaluation

The goal of ongoing research programs is to improve the success rate of pancreatic islet cell transplantation
and thus provide a better means to regulate glucose levels for diabetic patients. This is being accomplished
through immunoisolation and immunoalteration technologies implemented using intelligent membrane
encapsulation systems. These systems exist as multilayered microcapsules that utilize semipermeable
membranes that permit transport of nutrients, insulin, and metabolic waste products while excluding
antibody and T-cell transport [Lewis and Colton, 2004].

The immunoisolative capabilities of the encapsulation motif are based upon a size-exclusion principle
whereby antibodies (primarily IgM and IgG) and complement proteins of the immune system are unable
to reach the implanted cells. In order to activate the complement pathway in which antibodies bind
specific complement proteins and ultimately destroy the implanted cells through lysis, one IgM molecule
(MW = 800 kDa; ∼30 nm diameter) and one molecule of complement protein C1q (MW = 410 kDa,
∼30 nm diameter) must bind together. Alternatively, two IgG molecules (MW = 150 kDa each,∼20 nm
total diameter) bind in concert with C1q to destroy the implant cells. Encapsulating cells in materials
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with a molecular weight cutoff of roughly 200 kDa therefore shields cell surface antigens from exposure
to these antibodies.

It is important to also consider the ability of implanted cells to shed antigens into the surrounding host
tissues, triggering another type of immune response. Many such shed antigens are composed of major
histocompatibility complex (MHC) antigens, which are too small (57 to 61 kDa) to be retained by the
encapsulation motif. Activation of the immune system in this manner recruits macrophages, which release
reactive oxygen species in an attempt to destroy the implanted cells. The inclusion of reactive sites within
the matrix that function as free radical scavengers is thus desirable to protect the cells from these toxic
compounds. This may be possible using nanosphere technologies, whether active ingredient loaded or by
their own characteristics, dispersing them throughout the microsized beads. Simultaneously, nanosphere
technology may also be designed to augment respiratory gas exchange. The solubility of O2 in water or
blood plasma is approximately 2 ml O2 per 100 ml of solution at standard temperature and pressure,
which is at least an order of magnitude low for encapsulation purposes. Thus, selected O2 carriers, such
as perfluorocarbons, could be incorporated into the nanospheres or as microemulsions into the matrix of
the encapsulating motif.

Transport to and from encapsulated cells of nutrients, respiratory gases, and similar small molecules
is not affected by pore sizes commonly found in encapsulation motifs. However, transport of desired
proteins, synthesized by the cells, out of the encapsulation matrix can be limited by the pore size of the
material. Large secreted proteins (e.g., MW∼660 kDa) will be blocked by the MW cutoffs needed to shield
the implanted cells from antibodies, whereas the diffusion of MW = 28 kDa and smaller proteins will
not. Consequently, the molecular weight cutoff of the encapsulation material must be carefully chosen
when transport of a secreted natural compound such as insulin is desired.

The hypothesis underlying this effort is that macromolecular biomaterial encapsulation materials can
be engineered that would promote islet cluster viability while simultaneously facilitating desirable biolo-
gic responses. For encapsulation materials to be physiologically functional for metabolite transport and
hormone secretion, their most important properties need to be biocompatibility and selective semiper-
meability. However, to promote implant longevity as well as augment tissue interstitium transport and
exchange characteristics, an equally important sub-characteristic is the ability to stimulate neovascular-
ization and vascular ingrowth in situ. Approaches, such as biodegradation of a sacrificial outer layer that
either releases or “generates” growth factors to promote angiogenesis, are currently being studied [Peattie
et al., 2004]. Thus, a single encapsulating material will not in general possess the spectrum of properties
for a successful implantation. The design of a multilayer motif, in which each layer is selected to contribute
specific functions, must be considered.

One must also account for the possibility that in certain situations increased transport resistances
may be beneficial. For example, when substrate inhibition kinetics behavior is observed, performance
is improved as the substrate transport rate is restricted. Mammalian cells can establish multiple steady
states, with subsequent hysteresis effects, while in continuous culture at the same dilution rate and feed
medium. Consequently, perturbations in the macroenvironment of an encapsulated cell/tissue system can
force the system to a new, less desired, steady state with altered cellular metabolism. Simply returning the
macroenvironment to its original state may not be effective in returning the cellular system to its original
metabolic state, and hence predicted performance is unfavorable. The magnitudes of the macroenviron-
ment perturbations forcing the system to seek a new steady state may be estimated from models developed
simulating experimentally measured metabolism. Such behavior can be mediated by the encapsulation
motif through its control of the cell/tissue microenvironment. In principle, the intelligent behavior of
a proposed encapsulation system will allow the maintenance of the desired microenvironment through
modification of stresses and release of necessary compounds. Characterization of the required materials
in this motif and subsequent efficacy testing with appropriate cell/tissue systems is an integral component
of these efforts. Fortunately, the majority of materials that must meet these objectives (desired functional-
ities) are currently available. A thorough discussion of the techniques used to characterize these materials
can be found in many sources [Crank, 1956; Cussler, 1984; Deen, 1996; Sokolnicki, 2004; Sokolnicki et al.,
2004]. The key points are summarized as follows.
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10.4.3.1 Physical and Transport Parameters

A variety of physical parameters may be measured or calculated as necessary for the analysis and interpret-
ation of transport measurements. The hydrated encapsulation matrix or membrane volume is obtained
using a water displacement technique. The porosity can be estimated through a simple mass balance.
Membrane morphology studies are usually conducted using scanning electron microscopy (SEM); an
available, simple and straightforward method to determine physical characteristics of the membranes.
Along with the equilibrium weight swelling ratio porosity measurement technique, surface morphology
can be examined by SEM to determine the type and structure of the void space. System dimensions are
obtained by direct measurement and simple calculations.

The membrane permeability is determined using a pseudosteady state analysis based on Fick’s law,
equilibrium partitioning to the membrane surface, and the observed concentration difference across the
membrane. The instantaneous flux, j , through the matrix or membrane (in a diffusion cell apparatus) is
then given by:

−j = [P]
l
(CD − CR) (10.1)

where l is the total length of the membrane and CD and CR are the concentrations within the donor cell
and the receptor cell, respectively [Cussler, 1984]. The parameter P is the membrane permeability and is
defined as: P = D ·H , where the partition coefficient, H , is the ratio of solute at/on the membrane surface
to that free in solution, and D is the effective diffusion coefficient in the membrane. Using a time variant
mass balance for each compartment and subject to the initial condition, (C0,D − C0,R) = (C1,D − C1,R)

at t = 0, the solution obtained provides a method to interpret transport measurements and calculate the
permeability:

P = 1

βt
· ln (C0,Donor − C0,Receptor)

(C1,Donor − C1,Receptor)
(10.2)

The parameter β is a physical constant containing the dimensions of the diffusion cell and the membrane.
Measurements of dextran transport can be used to validate the effectiveness of a pore model for a given

motif. Investigation of the relation between molecular size and rate of transport can establish whether
diffusion is hindered due to pore walls or simply due to collisions with fibers in the diffusion path. To
determine the unhindered diffusion rate of dextran molecules in water, the diffusivity at infinite dilution
[Davidson and Deen, 1988; Labraun and Junter, 1994], must be calculated using the Stokes–Einstein
equation:

Do = kT

6πηwrH
(10.3)

where rH, the hydrodynamic radii of the dextran molecules, is obtained using the Stokes–Einstein correl-
ation based on molecular weight, k is Boltzman’s constant, T is the absolute temperature, and ηw is the
viscosity of water at that temperature. Calculated diffusion coefficients of various molecular weight dex-
trans in water at dilute and semidilute concentrations are reported in the literature [Callaghan and Pinder,
1983]. A ratio of Deff to Do less than one indicates that a hindered diffusion process is present. If this
ratio is dependent on molecular size, then pore (or microchannel) dimensions dominate vs. collisions
with individual fibers.

When using a horizontal diffusion cell, the diffusivity of a solute through a particular membrane
can only be determined directly from these experimental transport measurements under select condi-
tions, that is, if the partition coefficient and all physical parameters of the membrane and apparatus are
known. Although membrane external dimensions can often be measured with reasonable accuracy, pore
characteristics are typically lumped into an apparatus parameter that must be determined by calibration
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experiments and is accordingly subject to experimental error. Consequently, permeability determination
is not a fundamental process. Its usefulness is restricted to applications within a data collection regime.
Extensions to predict performance and provide better design protocols for novel applications requires
that the fundamental parameters, diffusivity, and partition coefficients, be known. Both can be obtained
from desorption experiments, but data analysis from such experiments is more complicated, particularly
when the motif geometry is nonspherical. One can use this technique to estimate both parameters, and
then conduct adsorption tests to provide a direct measure of the partition coefficients, thereby providing
redundancy checks for all three parameters, P , D, and H . Even with this more extensive data analysis
program, one can only obtain effective diffusivities since the internal membrane structure is usually quite
complex.

Marker species, such as vitamin B12, bovine serum albumin (BSA), and lysozyme, are generally selected
to provide a reasonable range in size and properties for the solutes in desorption experiments. Membranes
are initially saturated with one solute, then immersed in a buffer solution of known volume. Mathematical
analysis of the resulting desorption is based on an infinite sheet of uniform thickness placed in a solution,
allowing solute to diffuse from the sheet. Since membrane diameters are more than 100 times greater
than the thickness, assumption of an infinite sheet is appropriate. The solution to this model system was
developed by Crank [1956] in a form expressing the total amount of solute, Mt , in the solution at time t
as a fraction of the amount after infinite time, M∞. An infinite series form is obtained where Deff appears
in the exponential terms and can be recovered using a nonlinear fitting routine. The number of terms
retained in the summation is dependent on the magnitude of time and the relative spacing of the system
eigenvalues. The calculated diffusion coefficients are then compared to those in pure solvent and establish
a basis to identify a hindered diffusion mechanism. An analysis of the adsorption behavior of the marker
molecules in the membranes assists in the investigation of the mass transport phenomena by identifying
if solute–matrix (fiber) interactions are significant.

The ability to execute a research program to obtain the requisite data to evaluate and implement
designed encapsulation motifs, for example, develop a prototype from experimental data for clinical
testing, is dependent upon coordinating all the efforts described so far. This includes using the various
novel bioreactor systems discussed earlier to perform these tasks in appropriate flow fields, with controlled
transport and contacting patterns, and at a microscale of relevance. Concerted programs will help in
attaining the goal of understanding the microenvironment of encapsulated systems to control and optimize
tissue function.
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11.1 Introduction

Traditional methods for delivering drugs to the brain are inadequate. Many drugs, particularly water-
soluble or high molecular weight compounds, do not enter the brain following systemic administration
because they permeate through blood capillaries very slowly. This blood–brain barrier (BBB) severely
limits the number of drugs that are candidates for treating brain disease.

Several strategies for increasing the permeability of brain capillaries to drugs have been tested. Since
the BBB is generally permeable to lipid soluble compounds which can dissolve and diffuse through
endothelial cell membranes [1,2], a common approach for enhancing brain delivery of compounds is
chemical modification to enhance lipid solubility [3]. Unfortunately, lipidization approaches are not
useful for drugs with molecular weight larger than 1000. Another approach for increasing permeability is
the entrapment of drugs in liposomes [4], but delivery may be limited by liposome stability in the plasma
and uptake at other tissue sites.

11-1



© 2006 by Taylor & Francis Group, LLC

11-2 Tissue Engineering and Artificial Organs

Specific nutrient transport systems in brain capillaries can be used to facilitate drug entry into the
brain. l-dopa (l-3,4-dihydroxyphenylalanine), a metabolic precursor of dopamine, is transported across
endothelial cells by the neutral amino acid transport system [5]. l-dopa permeates through capillaries
into the striatal tissue, where it is decarboxylated to form dopamine. Therefore, systemic administration
of l-dopa is often beneficial to patients with Parkinson’s disease. Certain protein modifications, such as
cationization [6] and anionization [7], produce enhanced uptake in the brain. Modification of drugs
[8,9] by linkage to an antitransferrin receptor antibody also appears to enhance transport into the brain.
This approach depends on receptor-mediated transcytosis of transferrin–receptor complexes by brain
endothelial cells; substantial uptake also occurs in the liver.

The permeability of brain capillaries can be transiently increased by intra-arterial injection of the
hyperosmolar solutions, which disrupt interendothelial tight junctions [10]. But BBB disruption affects
capillary permeability throughout the brain, enhancing permeability to all compounds in the blood, not
just the agent of interest. Intraventricular therapy, where agents are administered directly into the CSF
of the ventricles, results in high concentrations within the brain tissue, but only in regions immediately
surrounding the ventricles [11,12]. Because the agent must diffuse into the brain parenchyma from the
ventricles, and because of the high rate of clearance of agents in the CNS into the peripheral circulation,
this strategy cannot be used to deliver agents deep into the brain.

Because of the difficulty in achieving therapeutic drug levels by systemic administration, methods
for direct administration of drugs into the brain parenchyma have been tested. Drugs can be delivered
directly into the brain tissue by infusion, implantation of a drug-releasing matrix, or transplantation of
drug-secreting cells [13]. These approaches provide sustained drug delivery that can be limited to specific
sites, localizing therapy to a brain region. Because these methods provide a localized and continuous
source of active drug molecules, the total drug dose can be less than needed with systemic administration.
With polymeric controlled release, the implants can also be designed to protect unreleased drug from
degradation in the body and to permit localization of extremely high doses (up to the solubility of the
drug) at precisely defined locations in the brain. Infusion systems require periodic refilling; the drug
is usually stored in a liquid reservoir at body temperature and many drugs are not stable under these
conditions.

This chapter describes the transport of drug molecules that are directly delivered into the brain. For
purposes of clarity, a specific example is considered: polymeric implants that provide controlled release
of chemotherapy. The results can be extended to other modes of administration [13,14] and other types
of drug agents [15].

11.2 Implantable Controlled Delivery Systems for
Chemotherapy

The kinetics of drug release from a controlled release system are usually characterized in vitro, by measuring
the amount of drug released from the matrix into a well-stirred reservoir of phosphate buffered water
or saline at 37◦C. Controlled release profiles for some representative anticancer agents are shown in

4-HC, cisplatin, and taxol — are used clinically for chemotherapy of brain tumors. The controlled release
period can vary from several days to many months, depending on properties of the drug, the polymer,
and the method of formulation. Therefore, the delivery system can be tailored to the therapeutic situation
by manipulation of implant properties.

The release of drug molecules from polymer matrices can be regulated by diffusion of drug through
the polymer matrix or degradation of the polymer matrix. In many cases (including the release of BCNU,
cisplatin, and 4HC from the degradable matrices shown in Figure 11.1), drug release from biodegradable
polymers appears to be diffusion-mediated, probably because the time for polymer degradation is longer
than the time required for drug diffusion through the polymer. In certain cases linear release, which
appears to correlate with the polymer degradation rate, can be achieved; this might be the case for taxol

Figure 11.1. All of the agents selected for these studies — 1,3-bis(2-chloroethyl)-1-nitrosourea (BCNU),
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FIGURE 11.1 Controlled release of anticancer compounds from polymeric matrices. (a) Release of cisplatin (circles)
from a biodegradable copolymer of fatty acid dimers and sebacic acid, p(FAD:SA), initially containing 10% drug (see

(squares), and p(FAD:SA) (triangles) matrices initially containing 20% drug. (c) Release of BCNU (squares), 4HC
(circles), and taxol (triangles) from p(CPP:SA) matrices initially containing 20% drug. Note that panel (c) has two
time axes: the lower axis applies to the release of taxol and the upper axis applies to the release of BCNU and 4HC.

release from the biodegradable matrix (Figure 11.1) although the exceedingly low solubility of taxol in
water may also contribute substantially to the slowness of release.

For diffusion-mediated release, the amount of drug released from the polymer is proportional to the
concentration gradient of the drug in the polymer. By performing a mass balance on drug molecules
within a differential volume element in the polymer matrix, a conservation equation for drug within the
matrix is obtained:

∂Cp

∂t
= Dp∇2Cp (11.1)

where Cp is the local concentration of drug in the polymer and Dp is the diffusion coefficient of the drug
in the polymer matrix. This equation can be solved, with appropriate boundary and initial conditions,
to obtain the cumulative mass of drug released as a function of time; the details of this procedure are
described elsewhere [16]. A useful approximate solution, which is valid for the initial 60% of release, is:

Mt = 4Mo

√
Di:pt

πL2
(11.2)

where Mt is the cumulative mass of drug released from the matrix, Mo is the initial mass of drug in
the matrix, and L is the thickness of the implant. By comparing Equation 11.2 to the experimentally

11.3 Drug Transport After Release from the Implant

Bypassing the BBB is necessary, but not sufficient for effective drug delivery. Consider the consequences of
implanting a delivery system, such as one of the materials characterized above, within the brain. Molecules
released into the interstitial fluid in the brain extracellular space must penetrate into the brain tissue to

References 32 and 33 for details). (b) Release of BCNU from EVAc matrices (circles), polyanhydride matrices p(CPP:SA)

determined profiles, the rate of diffusion of the agent in the polymer matrix can be estimated (Table 11.1).
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TABLE 11.1 Diffusion Coefficients for Chemotherapy Drug Release
from Biocompatible Polymer Matricesa

Drug Polymer Initial loading (%) Dp (cm2/sec)

Cisplatin P(FAD:SA) 10 6.8× 10−9

BCNU EVAc 20 1.6× 10−8

BCNU P(FAD:SA) 20 6.9× 10−8

BCNU P(CPP:SA) 20 2.3× 10−8 (panel b)
2.0× 10−8 (panel c)

4HC P(CPP:SA) 20 3.1× 10−10

Taxol P(CPP:SA) 20 n.a.

a Diffusion coefficients were obtained by comparing the experimental data

diffusion coefficient to represent the data.
Abbreviations: not applicable (n.a.).

reach tumor cells distant from the implanted device. Before these drug molecules can reach the target
site, however, they might be eliminated from the interstitium by partitioning into brain capillaries or
cells, entering the cerebrospinal fluid, or being inactivated by extracellular enzymes. Elimination always
accompanies dispersion; therefore, regardless of the design of the delivery system, one must understand
the dynamics of both processes in order to predict the spatial pattern of drug distribution after delivery.

The polymer implant is surrounded by biological tissue, composed of cells and an extracellular space
(ECS) filled with extracellular fluid (ECF). Immediately following implantation, drug molecules escape
from the polymer and penetrate the tissue. Once in the brain tissue, drug molecules (1) diffuse through
the tortuous ECS in the tissue, (2) diffuse across semipermeable tissue capillaries to enter the systemic
circulation and, therefore, are removed from the brain tissue, (3) diffuse across cell membranes by passive,
active, or facilitated transport paths, to enter the intracellular space, (4) transform, spontaneously or
by an enzyme-mediated pathway, into other compounds, and (5) bind to fixed elements in the tissue.
Each of these events influence drug therapy: diffusion through the ECS is the primary mechanism of
drug distribution in brain tissue; elimination of the drug occurs when it is removed from the ECF or
transformed; and binding or internalization may slow the progress of the drug through the tissue.

A mass balance on a differential volume element in the tissue [17] gives a general equation describing
drug transport in the region near the polymer [18]:

∂Ci

∂t
+ v̄ · ∇Ct = D b∇2Ci + Re(Ci)− ∂B

∂t
(11.3)

where C is the concentration of the diffusible drug in the tissue surrounding the implant (g/cm3 tissue),
v is the fluid velocity (cm/sec), Db is the diffusion coefficient of the drug in the tissue (cm2/sec), Re(C)
is the rate of drug elimination from the ECF (g/sec cm3 tissue), B is the concentration of drug bound or
internalized in cells (g/cm3 tissue), and t is the time following implantation. In deriving this equation, the
conventions developed by Nicholson [20], based on volume-averaging in a complex medium, and Patlak
and Fenstermacher [18] were combined. In this version of the equation, the concentrations C and B and
the elimination rate Re(C) are defined per unit volume of tissue. Db is an effective diffusion coefficient,
which must be corrected from the diffusion coefficient for the drug in water to account for the tortuosity
of the ECS.

When the binding reactions are rapid, the amount of intracellular or bound drug can be assumed
to be directly proportional, with an equilibrium coefficient Kbind, to the amount of drug available for
internalization or binding:

B = KbindC (11.4)

show in Figure 11.1 to Equation 11.2 and determining the best value of the
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Substitution of Equation 11.4 into Equation 11.3 yields, with some simplification:

∂Ct

∂t
= 1

1+ Kbind
(Db∇2Ct + Re(Ct )− v̄ · ∇Ct ) (11.5)

The drug elimination rate, Re(C), can be expanded into the following terms:

Re(Ct ) = kbbb

(
Ct

εecs
− Cplasma

)
+ VmaxCt

Km + Ct
+ kneCt (11.6)

where kbbb is the permeability of the BBB (defined based on concentration in the ECS), Cplasma is the
concentration of drug in the blood plasma, Vmax and Km are Michaelis–Menton constants, and kne is
a first order rate constant for drug elimination due to nonenzymatic reactions. For any particular drug,
some of the rate constants may be very small, reflecting the relative importance of each mechanism of drug
elimination. If it is assumed that the permeability of the BBB is low (Cpl 	 C) and the concentration of
drug in the brain is sufficiently low so that any enzymatic reactions are in the first order regime (C 	 Km),
Equation 11.6 can be reduced to:

−Re(Ct ) = kbbb

εecs
Ct + Vmax

Km
Ct + kneCt = kappCt (11.7)

where kapp is a lumped first order rate constant. With these assumptions, Equation 11.4 can be sim-
plified by definition of an apparent diffusion coefficient, D∗, and an apparent first order elimination
constant, k∗:

∂Ct

∂t
= D∗∇2Ct + k∗Ct − v̄ · ∇Ct

1+ Kbind
(11.8)

where k∗ = kapp/(1+ Kbind) and D = Db/(1+ Kbind).
Boundary and initial conditions are required for solution of differential Equation 11.8. If a spherical

implant of radius R is implanted into a homogeneous region of the brain, at a site sufficiently far from
anatomical boundaries, the following assumptions are reasonable:

Ct = 0 for t = 0; r > R (11.9)

Ct = Ci for t > 0; r = R (11.10)

Ct = 0 for t > 0; r →∞ (11.11)

In many situations, drug transport due to bulk flow can be neglected. This assumption (v is zero) is
common in previous studies of drug distribution in brain tissue [18]. For example, in a previous study
of cisplatin distribution following continuous infusion into the brain, the effects of bulk flow were found
to be small, except within 0.5 mm of the site of infusion [21]. In the cases considered here, since drug
molecules enter the tissue by diffusion from the polymer implant, not by pressure-driven flow of a fluid,
no flow should be introduced by the presence of the polymer. With fluid convection assumed negligible,
the general governing equation in the tissue, Equation 11.8, reduces to:

∂Ci

∂t
= D∗∇2Ct + k∗Ct (11.12)

The no-flow assumption may be inappropriate in certain situations. In brain tumors, edema and fluid
movement are significant components of the disease. In addition, some drugs can elicit cytotoxic edema.
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Certain drug/polymer combinations can also release drugs in sufficient quantity to create density-induced
fluid convection.

Equation 11.12, with conditions 11.9 through 11.11, can be solved by Laplace transform techniques
[13] to yield:

Ct

Ci
= 1

2ζ

{
exp[−φ(ζ − 1)]erfc

[
ζ − 1

2
√
τ
− φ√τ

]
+ exp[φ(ζ − 1)]erfc

[
ζ − 1

2
√
τ
+ φ√τ

]}
(11.13)

where the dimensionless variables are defined as follows:

ζ = r

R
; τ = D∗t

R2
; φ = R

√
k∗
D∗

(11.14)

The differential equation also has a steady-state solution, which is obtained by solving Equation 11.12
with the time derivative set equal to zero and subject to the boundary conditions 11.9 and 11.10:

Ct

Ci
= 1

ζ
exp[−φ(ζ − 1)] (11.15)

Figure 11.2 shows concentration profiles calculated using Equation 11.13 and Equation 11.15. In this
situation, which was obtained using reasonable values for all of the parameters, steady-state is reached
approximately 1 h after implantation of the delivery device. The time required to achieve steady-state
depends on the rate of diffusion and elimination, as previously described [22], but will be significantly
less than 24 h for most drug molecules.
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FIGURE 11.2 Concentration profiles after implantation of a spherical drug-releasing implant. (Panel a, Transient)
Solid lines represent the transient solution to Equation 11.12 (i.e., Equation 11.13) with the following parameter
values: D∗ = 4 × 10−7 cm2/sec; R = 0.032 cm; k∗ = 1.9 × 10−4 sec−1 (t 1/2 = 1 h). The dashed line rep-
resents the steady-state solution (i.e., Equation 11.15) for the same parameters. (Panel b, Steady-state) Solid lines
in this plot represent Equation 11.15 with the following parameters: D∗ = 4 × 10−7 cm2/sec; R = 0.032 cm.
Each curve represents the steady-state concentration profile for drugs with different elimination half-lives in the
brain, corresponding to different dimensionless moduli, f : t 1/2 = 10 min ( f = 1.7); 1 h (0.7); 34 h (0.12);
and 190 h (0.016).
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11.4 Application of Diffusion–Elimination Models to
Intracranial BCNU Delivery Systems

The preceding mathematical analysis, which assumes diffusion and first-order elimination in the tissue,
agrees well with experimental concentration profiles obtained after implantation of controlled release
polymers (Figure 11.3). At 3, 7, and 14 d after implantation of a BCNU-releasing implant, the con-
centration profile at the site of the implant was very similar. The parameter values (obtained by fitting
Equation 11.15 to the experimental data) were consistent with parameters obtained using other methods
[19], suggesting that diffusion and first-order elimination were sufficient to account for the pattern of
drug concentration observed during this period. Parameter values were similar at 3, 7, and 14 d, indicating
that the rates of drug release, drug dispersion, and drug elimination did not change during this period.
This equation has been compared to concentration profiles measured for a variety of molecules delivered
by polymer implants to the brain — dexamethasone [22], molecular weight fractions of dextran [23],
nerve growth factor in rats [24,25], BCNU in rats [19], rabbits [26], and monkeys [27]. In each of these
cases, the steady-state diffusion-elimination model appears to capture most of the important features of
drug transport.

lists some of the important physical and biological characteristics of a few compounds that have been
considered for interstitial delivery to treat brain tumors. When the implant is surrounded by tissue, the
maximum rate of drug release is determined by the solubility of the drug, Cs, and the rate of diffusive
transport through the tissue:

(
dMt

dt

)
max
= (Maximum flux)× (Surface area) = −D∗ ∂Ct

∂r

∣∣∣
R
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FIGURE 11.3 Concentration profiles after implantation of a BCNU-releasing implant. Solutions to Equation 11.15
were compared to experimental data obtained by quantitative autoradiographic techniques. The solid lines in the
three panels labeled 3, 7, and 14 d were all obtained using the following parameters: R = 0.15 cm; f = 2.1; and
CI = 0.81 mM . The solid line in the panel labeled 1 d was obtained using the following parameters: R = 0.15 cm;
f = 0.7; and CI = 1.9 mM . Modified from Fung et al., Pharm. Res., 1996, 13: 671–682.

This model can be used to develop guidelines for the design of intracranial delivery systems. Table 11.2
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TABLE 11.2 Implant Design Applied to Three Chemotherapy Compoundsa

BCNU 4HC Methotrexate

Molecular weight (Da) 214 293 454
Solubility (mM ) 12 100 100
log10K 1.53 0.6 −1.85
k∗ (h) 70 70 1
D∗ (10−7 cm2/sec) 14 14 5
Toxic concentration in culture (µM ) 25 10 0.04
Maximum re;ease rate (mg/d) 1.2 14 17
Implant lifetime at max rate (d) 0.85 0.07 0.06
Maximum concentration in tissue for 1.5 1.1 1.8

1-week-releasing implant (mM )
RT (mm) 1.3 2.5 5

a K is the octanol : water partition coefficient, k is the rate of elimination due to permeation
through capillaries, D b is the diffusion coefficient of the drug in the brain. The following
values are assumed, consistent with our results from polymer delivery to rats and rabbits:
radius of spherical implant, R = 1.5 mm; mass of implant, M = 10 mg; drug loading in
implant, Load = 10%.

Evaluating the derivative in Equation 11.16 from the steady-state concentration profile (Equation 11.15)
yields:

(
dMi

dt

)
max
= 8πḊ∗CsR (11.17)

Regardless of the properties of the implant, it is not possible to release drug into the tissue at a rate
faster than determined by Equation 11.17. If the release rate from the implant is less than this maximum
rate, Ci (the concentration in the tissue immediately outside the implant) is less than the saturation
concentration, Cs. The actual concentration Ci can be determined by balancing the release rate from the
implant (dMt /dt , which can be determined from Equation 11.2 provided that diffusion is the mechanism
of release from the implant) with the rate of penetration into the tissue obtained by substituting CI for Cs

in Equation 11.17:

C∗ = dMi

dt

(
1

8πD∗R

)
(11.18)

The effective region of therapy can be determined by calculating the distance from the surface of the
implant to the point where the concentration drops below the cytotoxic level (estimated as the cytotoxic
concentration determined from in vitro experiments). Using Equation 11.15, and defining the radial
distance for effective treatment as RT, yields:

Ccytotoxic

Ci
= R

RT
exp

{
−R

√
k∗
D∗

(
RT

R
− 1

)}
(11.19)

Alternately, an effective penetration distance, dP, can be defined as the radial position at which the drug
concentration has dropped to 10% of the peak concentration:

0.10 = R

dP
exp

{
−R

√
k∗
D∗

(
dP

R
− 1

)}
(11.20)
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These equations provide quantitative criteria for evaluating the suitability of chemotherapy agents for

11.5 Limitations and Extensions of the Diffusion–Elimination
Model

11.5.1 Failure of the Model in Certain Situations

The previous section outlined one method for analysis of drug transport after implantation of a drug-
releasing device. A simple pseudo-steady-state equation (Equation 11.15) yielded simple guidelines
(Equation 11.16 to Equation 11.19) for device design. Because the assumptions of the model were satisfied

analysis may be useful for predicting the effects of BCNU release from biodegradable implants. Pseudo-
steady-state assumptions are reasonable during this period of drug release, presumably because the time
required to achieve steady-state (which is on the order of minutes) is much less than the characteristic
time associated with changes in the rate of BCNU release from the implant (which is on the order of days).

But experimental concentration profiles measured 1 d after implantation were noticeably different: the
peak concentration was substantially higher and the drug penetration into the surrounding tissue was
deeper (see the left-hand panel of Figure 11.3). This behavior cannot be easily explained by the pseudo-
steady-state models described above. For example, if the difference observed at 1 d represents transient

contrast, the experimental concentration at any radial position on Day 1 is higher than the concentration
measured at that same position on subsequent days.

11.5.2 Effect of Drug Release Rate

Alternately, the observed difference at 1 d might be due to variability in the rate of BCNU release from
the polymer implant over this period, with transport characteristics in the tissue remaining constant.
When similar BCNU-releasing implants are tested in vitro, the rate of drug release did decrease over

twofold higher concentration observed at the interface on Day 1 (as compared to Days 3 to 14) could
be explained by a twofold higher release rate on Day 1. But the effective penetration distance, dP, does
not depend on release rate. Experimentally measured penetration distances are ∼1.4 mm on Days 3, 7,
and 14 and ∼5 mm on Day 1. This difference in penetration is shown more clearly in the Day 1 panel of
Figure 11.3: the dashed line shows the predicted concentration profile if k∗ and D∗ were assumed equal to
the values obtained for Days 3, 7, and 14. Changes in the rate of BCNU release are insufficient to explain
the differences observed experimentally.

11.5.3 Determinants of Tissue Penetration

Penetration of BCNU is enhanced at Day 1 relative to penetration at Days 3, 7, and 14. For an implant of
fixed size, penetration depends only on the ratio of elimination rate to diffusion rate: k∗/D∗. Increased
penetration results from a decrease in this ratio (Figure 11.2), which could occur because of either a
decreased rate of elimination (smaller k∗) or an increased rate of diffusion (larger D∗). But there are
no good reasons to believe that BCNU diffusion or elimination are different on Day 1 than on Days 3
through 14. With its high lipid solubility, BCNU can diffuse readily through brain tissue. In addition,
elimination of BCNU from the brain occurs predominantly by partitioning into the circulation; since
BCNU can permeate the capillary wall by diffusion, elimination is not a saturable process. Perhaps the
enhanced penetration of BCNU is due to the presence of another process for drug dispersion, such as bulk
fluid flow, which was neglected in the previous analysis.

over a substantial fraction of the release period (days 3 to 14, based on the data shown in Figure 11.3), this

behavior, the concentration observed at a fixed radial position should increase with time (Figure 11.2); in

time (Figure 11.1). Equation 11.18 predicts the variation in peak concentration with release rate; the

direct intracranial delivery (Table 11.2).
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The diffusion/elimination model compares favorably with available experimental data, but the assump-
tions used in predicting concentration profiles in the brain may not be appropriate in all cases. Deviations
from the predicted concentration profiles may occur due to extracellular fluid flows in the brain, com-
plicated patterns of drug binding, or multistep elimination pathways. The motion of interstitial fluid in
the vicinity of the polymer and the tumor periphery may not always be negligible, as mentioned above.
The interstitial fluid velocity is proportional to the pressure gradient in the interstitium; higher interstitial
pressure in tumors — due to tumor cell proliferation, high vascular permeability, and the absence of
functioning lymphatic vessels — may lead to steep interstitial pressure gradients at the periphery of the
tumor [28]. As a result, interstitial fluid flows within the tumor may influence drug transport. A drug at
the periphery of the tumor must overcome outward convection to diffuse into the tumor. Similarly, local
edema after surgical implantation of the polymer may cause significant fluid movement in the vicinity
of the polymer. More complete mathematical models that include the convective contribution to drug
transport are required.

11.5.4 Effect of Fluid Convection

When bulk fluid flow is present (v �= 0), concentration profiles can be predicted from Equation 11.8,
subject to the same boundary and initial conditions (Equation 11.9 to Equation 11.11). In addition to
Equation 11.8, continuity equations for water are needed to determine the variation of fluid velocity
in the radial direction. This set of equations has been used to describe concentration profiles during
microinfusion of drugs into the brain [14]. Relative concentrations were predicted by assuming that the
brain behaves as a porous medium (i.e., velocity is related to pressure gradient by Darcy’s law). Water
introduced into the brain can expand the interstitial space; this effect is balanced by the flow of water in
the radial direction away from the infusion source and, to a lesser extent, by the movement of water across
the capillary wall.

The extent of penetration depends on the velocity of the flow and the rate of elimination of the drug.
These calculations were performed for macromolecular drugs, which have limited permeability across the
brain capillary wall. The curves indicate steady-state concentration profiles for three different proteins
with metabolic half-lives of 10 min, 1 or 33.5 h. In the absence of fluid flow, drugs with longer half-lives
penetrate deeper into the tissue (solid lines in Figure 11.4 were obtained from Equation 11.15). This effect
is amplified by the presence of flow (dashed lines in Figure 11.4).

During microinfusion, drug is introduced by pressure-driven fluid flow from a small catheter. Therefore,
pressure gradients are produced in the brain interstitial space, which lead to fluid flow through the
porous brain microenvironment. Volumetric infusion rates of 3 µl/min were assumed in the calculations
reproduced in Figure 11.4. Since loss of water through the brain vasculature is small, the velocity can be
determined as a function of radial position:

vr = q

4πr2ε
(11.21)

where q is the volumetric infusion rate and e is the volume fraction of the interstitial space in the brain

within the first 20 mm of the implant site, predicted velocity was much greater than the velocities reported
previously during edema or tumor growth in the brain.

The profiles predicted in Figure 11.4 were associated with the introduction of substantial volumes
of fluid at the delivery site. Flow-related phenomena are probably less important in drug delivery by
polymer implants. Still, this model provides useful guidelines for predicting the influence of fluid flow
on local rates of drug movement. Clearly, the effect of flow velocity on drug distribution is substantial
(Figure 11.4). Even relatively low flows, perhaps as small as 0.03 µm/sec, are large enough to account for

In the presence of fluid flow, penetration of drug away from the source is enhanced (Figure 11.4).

the enhancement in BCNU penetration observed at Day 1 in Figure 11.3.

(∼0.20). Fluid velocity decreases with radial distance from the implant (Table 11.3); but at all locations
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FIGURE 11.4 Concentration profiles predicted in the absence (solid lines) and presence (dashed lines) of interstitial
fluid flow. Solid lines were obtained from Equation 11.15 with the following parameter values: R = 0.032 cm;
D = 4× 10−7 cm2/sec; and k∗ = ln(2)/t 1/2 where t 1/2 is either 10 min, 1 or 33.5 h as indicated on the graph. Dashed
lines were obtained from Reference 14 using the same parameter values and an infusion rate of 3 µl/min. The dashed
line indicating the interstitial flow calculation for the long-lived drug (t 1/2 = 33.5 h) was not at steady-state, but at
12 h after initiation of the flow.

TABLE 11.3 Interstitial Fluid
Velocity as a Function of Radial
Position During Microinfusiona

Radial Interstitial
position (mm) velocity (µm/sec)

2 5.0
5 0.8

10 0.2
20 0.05

a Calculated by method reported in
Morrison et al., Am. J. Physiol., 1994,
266: R292–R305.

11.5.5 Effect of Metabolism

The metabolism, elimination, and binding of drug are assumed to be first order processes in our simple
analysis. This assumption may not be realistic in all cases, especially for complex agents such as proteins.
The metabolism of drugs in normal and tumor tissues is incompletely understood. Other cellular factors
(e.g., the heterogeneity of tumor-associated antigen expression and multidrug resistance) that influence
the uptake of therapeutic agents may not be accounted for by our simple first order elimination.

Finally, changes in the brain that occur during the course of therapy are not properly considered in
this model. Irradiation can be safely administered when a BCNU-loaded polymer has been implanted
in monkey brains, suggesting the feasibility of adjuvant radiotherapy. However, irradiation also causes
necrosis in the brain. The necrotic region has a lower perfusion rate and interstitial pressure than tumor
tissue; thus, the convective interstitial flow due to fluid leakage is expected to be smaller. Interstitial



© 2006 by Taylor & Francis Group, LLC

11-12 Tissue Engineering and Artificial Organs

diffusion of macromolecules is higher in tumor tissue than in normal tissue, as the tumor tissue has
larger interstitial spaces [29]. The progressive changes in tissue properties — due to changes in tumor size,
irradiation, and activity of chemotherapy agent — may be an important determinant of drug transport
and effectiveness of therapy in the clinical situation.

11.6 New Approaches to Drug Delivery Suggested by Modeling

Mathematical models, which describe the transport of drug following controlled delivery, can predict the
penetration distance of drug and the local concentration of drug as a function of time and location. The
calculations indicate that drugs with slow elimination will penetrate deeper into the tissue. The modulus f ,
which represents the ratio of elimination to diffusion rates in the tissue, provides a quantitative criterion
for selecting agents for interstitial delivery. For example, high molecular weight dextrans were retained
longer in the brain space, and penetrated a larger region of the brain than low molecular weight molecules
following release from an intracranial implant [23]. This suggests a strategy for modifying molecules
to improve their tissue penetration by conjugating active drug molecules to inert polymeric carriers. For
conjugated drugs, the extent of penetration should depend on the modulus f for the conjugated compound
as well as the degree of stability of the drug-carrier linkage.

The effects of conjugation and stability of the linkage between drug and carrier on enhancing tissue
penetration in the brain have been studied in a model system [30]. Methotrexate (MTX)-dextran conjug-
ates with different dissociation rates were produced by linking MTX to dextran (molecular weight 70,000)
through a short-lived ester bond (half-life ≈3 d) and a longer-lived amide bond (half-life >20 d). The
extent of penetration for MTX-dextran conjugates was studied in three-dimensional human brain tumor
cell cultures; penetration was significantly enhanced for MTX-dextran conjugates and the increased pen-
etration was correlated with the stability of the linkage. These results suggest that modification of existing
drugs may increase their efficacy against brain tumors when delivered directly to the brain interstitium.

11.7 Conclusion

Controlled release polymer implants are a useful new technology for delivering drugs directly to the
brain interstitium. This approach is already in clinical use for treatment of tumors [31], and could
soon impact treatment of other diseases. The mathematical models described in this paper provide a
rational framework for analyzing drug distribution after delivery. These models describe the behavior
of chemotherapy compounds very well and allow prediction of the effect of changing properties of the
implant or the drug. More complex models are needed to describe the behavior of macromolecules, which
encounter multiple modes of elimination and metabolism and are subject to the effects of fluid flow. In
addition, variations on this approach may be useful for analyzing drug delivery in other situations.
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T
HE TERM BIOTECHNOLOGY HAS UNDERGONE significant change over the past 50 years
or so. During the period prior to the 1980s, biotechnology referred primarily to the use of
microorganisms for large-scale industrial processes such as antibiotic production. Since the 1980s,

with the advent of recombinant DNA technology, monoclonal antibody technology, and new technologies
for studying and handling cells and tissues, the field of biotechnology has undergone a tremendous
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resurgence in a wide range of applications pertinent to industry, medicine, and science in general. It is
some of these new ideas, concepts, and technologies that will be covered in this section. We have assembled
a set of chapters that covers most topics in biotechnology that might interest the practicing biomedical
engineer. Absent by design is coverage of agricultural, bioprocess, and environmental biotechnology,
which is beyond the scope of this handbook.

the practitioner with the potential to generate new proteins with improved biochemical and physico-

applications of nucleic acid chemistry. The burgeoning field of antisense technology is introduced with
emphasis on basic techniques and potential applications to AIDS and cancer, and Chapter 12 is dedic-
ated toward identifying the computational, chemical, and machine tools which are being developed and

viral vaccines and viral-mediated gene therapy are the main foci.

common approach toward quantitative analysis of cell behavior in order to develop the principles for
cell growth and function. By viewing the world of biomedical biotechnology through our paradigm of
proteins and nucleic acids to viruses to cells, today’s biomedical engineer will hopefully be prepared to
meet the challenge of participating in the greater field of biotechnology as an educated observer at the
very least.

Chapter 14 deals with our present ability to manipulate genetic material. This capability, which provides

refined for genome analysis. Applied virology is the implied heading for Chapters 13 and 18, in which

Finally, Chapter 15 focus on important aspects of cell structure and function. These topics share a

chemical properties, has led to the formation of the field of protein engineering. Chapter 12 describes



© 2006 by Taylor & Francis Group, LLC

12
Tools for Genome

Analysis

Robert Kaiser
University of Washington

12.1 General Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-2
12.2 Enabling Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-3

Cloning • Electrophoresis • Enzymatic DNA Sequencing •
Polymerase Chain Reaction (PCR) • Chemical Synthesis of
Oligodeoxynucleotides

12.3 Tools for Genome Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-7
Physical Mapping • DNA Sequencing • Genetic
Mapping • Computation

12.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-12
Acknowledgments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-12
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-12

The development of sophisticated and powerful recombinant techniques for manipulating and analyzing
genetic material has led to the emergence of a new biologic discipline, often termed molecular biology.
The tools of molecular biology have enabled scientists to begin to understand many of the fundamental
processes of life, generally through the identification, isolation, and structural and functional analysis of
individual or, at best, limited numbers of genes. Biology is now at a point where it is feasible to begin
a more ambitious endeavor — the complete genetic analysis of entire genomes. Genome analysis aims
not only to identify and molecularly characterize all the genes that orchestrate the development of an
organism but also to understand the complex and interactive regulatory mechanisms of these genes, their
organization in the genome, and the role of genetic variation in disease, adaptability, and individuality.
Additionally, the study of homologous genetic regions across species can provide important insight into
their evolutionary history.

of information. Thus the analysis of a complete genome is not simply a matter of using conventional

sufficient (very large) number of times to cover the genome. Such a brute-force approach would be too
slow and too expensive, and conventional data-handling techniques would be inadequate for the task
of cataloging, storing, retrieving, and analyzing such a large amount of information. The amount of
manual labor and scientific expertise required would be prohibitive. New technology is needed to provide

in the processes required for large-scale genetic analysis. Novel computational tools are required to deal

12-1

As can be seen in Table 12.1, the genome of even a small organism consists of a very large amount

high-throughput, low-cost automation and reduced reliance on expert intervention at intermediate levels

techniques that work well with individual genes (comprised of perhaps 1,000 to 10,000 base pairs) a
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TABLE 12.1 DNA Content of Various Genomes in Monomer
Units (Base Pairs)

Organism Type Size

Phage T4 Bacteriophage (virus) 160,000
Escherichia coli Bacterium 4,000,000
Saccharomyces Yeast 14,000,000
Arabidopsis thaliana Plant 100,000,000
Caenorhabditis elegans Nematode 100,000,000
Drosophila melanogaster Insect (fruit fly) 165,000,000
Mouse Mammal 3,000,000,000
Human Mammal 3,500,000,000

Source: Adapted from Watson, J.D., Gilman, M., Witkowski, J.,
and Zoller, M. (Eds) (1992). Recombinant DNA; Lewin, B.
(1987). Genes III, With permission.

with the large volumes of genetic information produced. Individual tools must be integrated smoothly
to produce an analytical system in which samples are tracked through the entire analytical process,
intermediate decisions and branch points are few, a stable, reliable and routine protocol or set of protocols
is employed, and the resulting information is presented to the biologic scientist in a useful and meaningful
format. It is important to realize that the development of these tools requires the interdisciplinary efforts
of biologists, chemists, physicists, engineers, mathematicians, and computer scientists.

Genome analysis is a complex and extended series of interrelated processes. The basic processes involved

computational tools have been developed within the last 10 years that have begun to enable large-scale
(megabase) genetic analysis. These developments have largely been spurred by the goals of the Human
Genome Project, a worldwide effort to decipher the entirety of human genetics. However, biologists are still
a significant ways away from having a true genome analysis capability [3], and as such, new technologies
are still emerging.

This chapter cannot hope to describe in depth the entire suite of tools currently in use in genome
analysis. Instead, it will attempt to present the basic principles involved and to highlight some of the recent
enabling technological developments that are likely to remain in use in genome analysis for the foreseeable
future. Some fundamental knowledge of biology is assumed; in this regard, an excellent beginning text
for individuals with a minimal background in molecular biology is that by Watson et al. [1].

12.1 General Principles

The fundamental blueprint for any cell or organism is encoded in its genetic material, its deoxyribonucleic
acid (DNA). DNA is a linear polymer derived from a four-letter biochemical alphabet — A, C, G, and
T. These four letters are often referred to as nucleotides or bases. The linear order of bases in a segment
of DNA is termed its DNA sequence and determines its function. A gene is a segment of DNA whose
sequence directly determines its translated protein product. Other DNA sequences are recognized by the
cellular machinery as start and stop sites for protein synthesis, regulate the temporal or spatial expression
of genes, or play a role in the organization of higher-order DNA structures such as chromosomes. Thus a
thorough understanding of the DNA sequence of a cell or organism is fundamental to an understanding
of its biology.

Recombinant DNA technology affords biologists the capability to manipulate and analyze DNA
sequences. Many of the techniques employed take advantage of a basic property of DNA, the molecular
complementarity of the two strands of the double helix. This complementarity arises from the specific
hydrogen-bonding interactions between pairs of DNA bases, A with T and C with G. Paired double strands
of DNA can be denatured, or rendered into the component single strands, by any process that disrupts

are diagrammed in Figure 12.1. At each stage, new biologic, chemical, physical (mechanical, optical), and
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Identify target DNA (genomic, chromosomal)

Isolate target DNA

Clone target DNA into large insert vector from propagation and amplification

Position clones in original target DNA (physical mapping)

Subclone initial clones into small insert vectors suitable for DNA sequencing

Obtain DNA squence from small insert clones

Assemble sequence from overlapping clones into
contiguous sequence of target DNA

Analyze sequence for biological information content

Use information in biological research and medicine

FIGURE 12.1 Basic steps in genome analysis.

TABLE 12.2 Enzymes Commonly Used in Genome Analysis

Enzyme Function Common use

Restriction endonuclease Cleave double-stranded DNA at specific sites Mapping, cloning
DNA polymerase Synthesize complementary DNA strand DNA sequencing, amplification
Polynucleotide kinase Adds phosphate to 5′ end of single-stranded DNA Radiolabeling, cloning
Terminal transferase Adds nucleotides to the 3′ end of single-stranded DNA Labeling
Reverse transcriptase Makes DNA copy from RNA RNA sequencing, cDNA cloning
DNA ligase Covalently joins two DNA fragments Cloning

these hydrogen bonds — high temperature, chaotropic agents, or pH extremes. Complementary single
strands also can be renatured into the duplex structure by reversing the disruptive element; this process
is sometimes referred to as hybridization or annealing, particularly when one of the strands has been
supplied from some exogenous source.

Molecular biology makes extensive use of the DNA-modifying enzymes employed by cells during
replication, translation, repair, and protection from foreign DNA. A list of commonly used enzymes, their
functions, and some of the experimental techniques in which they are utilized is provided in Table 12.2.

12.2 Enabling Technologies

The following are broadly applicable tools that have been developed in the context of molecular biology
and are commonly used in genome analysis.
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TABLE 12.3 Common Cloning Vectors

Vector Approximate insert size range (base pairs)

Bacteriophage M13 100–5000
Plasmid 100–10,000
Bacteriophage lambda 10,000–15,000
Cosmid 25,000–50,000
Yeast artificial chromosome (YAC) 100,000–1,000,000

12.2.1 Cloning

Cloning is a recombinant procedure that has two main purposes: First, it allows one to select a single
DNA fragment from a complex mixture, and second, it provides a means to store, manipulate, propagate,
and produce large numbers of identical molecules having this single ancestor. A cloning vector is a
DNA fragment derived from a microorganism, such as a bacteriophage or yeast, into which a foreign
DNA fragment may be inserted to produce a chimeric DNA species. The vector contains all the genetic
information necessary to allow for the replication of the chimera in an appropriate host organism. A variety
of cloning vectors have been developed which allow for the insertion and stable propagation of foreign
DNA segments of various sizes; these are indicated in Table 12.3.

12.2.2 Electrophoresis

Electrophoresis is a process whereby nucleic acids are separated by size in a sieving matrix under the
influence of an electric field. In free solution, DNA, being highly negatively charged by virtue of its
phosphodiester backbone, migrates rapidly toward the positive pole of an electric field. If the DNA is
forced instead to travel through a molecularly porous substance, such as a gel, the smaller (shorter)
fragments of DNA will travel through the pores more rapidly than the larger (longer) fragments, thus
effecting separation. Agarose, a highly purified derivative of agar, is commonly used to separate relatively
large fragments of DNA (100 to 50,000 base pairs) with modest resolution (50 to 100 base pairs), while
cross-linked polyacrylamide is used to separate smaller fragments (10 to 1,000 base pairs) with single
base-pair resolution. Fragment sizes are generally estimated by comparison with standards run in another
lane of the same gel. Electrophoresis is used extensively as both an analytical and a preparative tool in
molecular biology.

12.2.3 Enzymatic DNA Sequencing

In the late 1970s, Sanger and coworkers [4] reported a procedure employing DNA polymerase to obtain
DNA sequence information from unknown cloned fragments. While significant improvements and modi-
fications have been made since that time, the basic technique remains the same: DNA polymerase is used
to synthesize a complementary copy of an unknown single-stranded DNA (the template) in the presence
of the four DNA monomers (deoxynucleotide triphosphates, or dNTPs). DNA polymerase requires a
double-stranded starting point, so a single-stranded DNA (the primer) is hybridized at a unique site
on the template (usually in the vector), and it is at this point that DNA synthesis is initiated. Key to the
sequencing process is the use of a modified monomer, a dideoxynucleotide triphosphate (ddNTP), in each
reaction. The ddNTP lacks the 3′-hydroxyl functionality (it has been replaced by a hydrogen) necessary
for phosphodiester bond formation, and its incorporation thus blocks further elongation of the growing
chain by polymerase. Four reactions are carried out, each containing all four dNTPs and one of the four
ddNTPs. By using the proper ratios of dNTPs to ddNTP, each reaction generates a nested set of fragments,
each fragment beginning at exactly the same point (the primer) and terminating with a particular ddNTP
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FIGURE 12.2 Enzymatic DNA sequencing. A synthetic oligonucleotide primer is hybridized to its complementary
site on the template DNA. DNA polymerase and dNTPs are then used to synthesize a complementary copy of the
unknown portion of the template in the presence of a chain-terminating ddNTP (see text). A nested set of fragments
beginning with the primer sequence and ending at every ddNTP position is produced in each reaction (the ddTTP
reaction products are shown). Four reactions are carried out, one for each ddNTP. The products of each reaction are
then separated by gel electrophoresis in individual lanes, and the resulting ladders are visualized. The DNA sequence
is obtained by reading up the set of four ladders, one base at a time, from smallest to largest fragment.

at each base complementary to that ddNTP in the template sequence. The products of the reactions are
then separated by electrophoresis in four lanes of a polyacrylamide slab gel. Since conventional sequen-
cing procedures utilize radiolabeling (incorporation of a small amount of 32P- or 35S-labeled dNTP by
the polymerase), visualization of the gel is achieved by exposing it to film. The sequence can be obtained
from the resulting autoradiogram, which appears as a series of bands (often termed a ladder) in each of
the four lanes. Each band is composed of fragments of a single size, the shortest fragments being at the
bottom of the gel and the longest at the top. Adjacent bands represent a single base pair difference, so the
sequence is determined by reading up the ladders in the four lanes and noting which lane contains the band
with the next largest sized fragments. The enzymatic sequencing process is diagrammed in Figure 12.2.
It should be noted that although other methods exist, the enzymatic sequencing technique is currently
the most commonly used DNA sequencing procedure due to its simplicity and reliability.
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Target DNA

Oligonucleotide
primers

Step 1. Denaturation

Step 2. Primer annealing

Step 3. Primer extension

FIGURE 12.3 The first cycle in the polymerase chain reaction. In step 1, the double-stranded target DNA is thermally
denatured to produce single-stranded species. A pair of synthetic primers, flanking the specific region of interest, are
annealed to the single strands to form initiation sites for DNA synthesis by polymerase (step 2). Finally, complementary
copies of each target single strand are synthesized by polymerase in the presence of dNTPs, thus doubling the amount
of target DNA initially present (step 3). Repetition of this cycle effectively doubles the target population, affording one
million-fold or greater amplification of the initial target sequence.

12.2.4 Polymerase Chain Reaction (PCR)

PCR [5] is an in vitro procedure for amplifying particular DNA sequences up to 108-fold that is utilized
in an ever-increasing variety of ways in genome analysis. The sequence to be amplified is defined by a pair
of single-stranded primers designed to hybridize to unique sites flanking the target sequence on opposite
strands. DNA polymerase in the presence of the four dNTPs is used to synthesize a complementary DNA
copy across the target sequence starting at the two primer sites. The amplification procedure is performed
by repeating the following cycle 25 to 50 times (see Figure 12.3). First, the double-stranded target DNA
is denatured at high temperature (94 to 96◦C). Second, the mixture is cooled, allowing the primers
to anneal to their complementary sites on the target single strands. Third, the temperature is adjusted
for optimal DNA polymerase activity, initiating synthesis. Since the primers are complementary to the
newly synthesized strands as well as the original target, each cycle of denaturation/annealing/synthesis
effectively doubles the amount of target sequence present in the reaction, resulting in a 2′′ amplification
(n = number of cycles). The initial implementation of PCR utilized a polymerase that was unstable
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at the high temperatures required for denaturation, thus requiring manual addition of polymerase prior
to the synthesis step of every cycle. An important technological development was the isolation of DNA
polymerase from a thermophilic bacterium, Thermus aquaticus (Taq), which can withstand the high
denaturation temperatures [6]. Additionally, the high optimal synthesis temperature (70 to 72◦C) of
Taq polymerase improves the specificity of the amplification process by reducing spurious priming from
annealing of the primers to nonspecific secondary sites in the target.

While PCR can be performed successfully manually, it is a tedious process, and numerous thermal
cycling instruments have become commercially available. Modern thermal cyclers are programmable and
capable of processing many samples at once, using either small plastic tubes or microtiter plates, and are
characterized by accurate and consistent temperature control at all sample positions, rapid temperature
ramping, and minimal temperature over/undershoot. Temperature control is provided by a variety of
means (Peltier elements, forced air, water) using metal blocks or water or air baths. Speed, precise
temperature control, and high sample throughput are the watchwords of current thermal cycler design.

PCR technology is commonly used to provide sufficient material for cloning from genomic DNA
sources, to identify and characterize particular DNA sequences in an unknown mixture, to rapidly produce
templates for DNA sequencing from very small amounts of target DNA, and in cycle sequencing, a
modification of the enzymatic sequencing procedure that utilizes Taq polymerase and thermal cycling to
amplify the products of the sequencing reactions.

12.2.5 Chemical Synthesis of Oligodeoxynucleotides

The widespread use of techniques based on DNA polymerase, such as enzymatic DNA sequencing and the
PCR, as well as of numerous other techniques utilizing short, defined-sequence, single-stranded DNAs
in genome analysis, is largely due to the ease with which small oligodeoxynucleotides can be obtained.
The chemical synthesis of oligonucleotides has become a routine feature of both individual biology
laboratories and core facilities. The most widely used chemistry for assembling short (<100 base pair)
oligonucleotides is the phosphoramidite approach [7], which has developed over the past 15 years or so.
This approach is characterized by rapid, high-yield reactions and stable reagents. Like modern peptide
synthesis chemistry, the approach relies on the tethering of the growing DNA chain to a solid support
(classically glass or silica beads, more recently cross-linked polystyrene) and is cyclic in nature. At the
end of the assembly, the desired oligonucleotide is chemically cleaved from the support, generally in a
form that is sufficiently pure for its immediate use in a number of applications. The solid phase provides
two significant advantages: It allows for the use of large reagent excesses, driving the reactions to near
completion in accord with the laws of mass action while reducing the removal of these excesses following
the reactions to a simple matter of thorough washing, and it enables the reactions to be performed in
simple, flow-through cartridges, making the entire synthesis procedure easily automatable. Indeed, a
number of chemical DNA synthesis instruments (“gene machines”) are commercially available, capable
of synthesizing one to several oligonucleotides at once. Desired sequences are programmed through a
keyboard or touchpad, reagents are installed, and DNA is obtained a few hours later. Improvements in
both chemistry and instrument design have been aimed at increasing synthesis throughput (reduced cycle
times, increased number of simultaneous sequence assemblies), decreasing scale (most applications in
genome analysis require subnanomole quantities of any particular oligonucleotide), and concomitant
with these two, reducing cost per oligonucleotide.

12.3 Tools for Genome Analysis

12.3.1 Physical Mapping

In the analysis of genomes, it is often useful to begin with a less complex mixture than an entire genome
DNA sample. Individual chromosomes can be obtained in high purity using a technology known as chro-
mosome sorting [8], a form of flow cytometry. A suspension of chromosomes stained with fluorescent
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dye is flowed past a laser beam. As a chromosome enters the beam, appropriate optics detect the scattered
and emitted light. Past the beam, the stream is acoustically broken into small droplets. The optical signals
are used to electronically trigger the collection of droplets containing chromosomes by electrostatically
charging these droplets and deflecting them into a collection medium using a strong electric field. Chro-
mosomes can be differentiated by staining the suspension with two different dyes that bind in differing
amounts to the various chromosomes and looking at the ratio of the emission intensity of each dye as
it passes the laser/detector. Current commercial chromosome sorting instrumentation is relatively slow,
requiring several days to collect sufficient material for subsequent analysis.

As mentioned previously, whole genomes or even chromosomes cannot yet be analyzed as intact
entities. As such, fractionation of large nucleic acids into smaller fragments is necessary to obtain the
physical material on which to perform genetic analysis. Fractionation can be achieved using a variety of
techniques: limited or complete digestion by restriction enzymes, sonication, or physical shearing through
a small orifice. These fragments are then cloned into an appropriate vector, the choice of which depends

nucleic acid is termed a library. In general, it is necessary to produce several libraries in different cloning
vectors containing different-sized inserts. This is necessary because the mapping of clones is facilitated by
larger inserts, while the sequencing of clones requires shorter inserts.

The library-generating process yields a very large number of clones having an almost random distribu-
tion of insert endpoints in the original fragment. It would be very costly to analyze all clones in a library,
and unnecessary as well. Instead, a subset of overlapping clones is selected whose inserts span the entire
starting fragment. These clones must be arrayed in the linear order in which they are found in the starting
fragment; the process for doing this is called physical mapping. The conventional method for physically
mapping clones uses restriction enzymes to cleave each clone at enzyme-specific sites, separating the
products of the digestion by electrophoresis, and comparing the resulting patterns of restriction fragment
sizes for different clones to find similarities. Clones exhibiting a number of the same-sized fragments likely
possess the same subsequence and thus overlap. Clearly, the longer the inserts contained in the library,
the faster a large genetic region can be covered by this process, since fewer clones are required to span the
distance. Physical mapping also provides landmarks, the enzyme cleavage sites in the sequence, that can
be used to provide reference points for the mapping of genes and other functional sequences. Mapping by
restriction enzyme digestion is simple and reliable to perform; however, manual map assembly from the
digest data is laborious, and significant effort is currently being expended in the development of robust
and accurate map assembly software.

Normal agarose gel electrophoresis can effectively separate DNA fragments less than 10,000 base pairs
and fragments between 10,000 and 50,000 base pairs less effectively under special conditions. However,
the development of very large insert cloning vectors, such as the yeast artificial chromosome [9], neces-
sitated the separation of fragments significantly larger than 10,000 base pairs to allow for use in physical
mapping. In order to address this issue, a technology called pulsed-field gel electrophoresis (PFGE) was
developed. Unlike conventional electrophoresis, in which the electric field remains essentially constant,
homogeneous, and unidirectional during a separation, PFGE utilizes an electric field that periodically
changes its orientation. The principle of PFGE is thought to be as follows: When DNA molecules are
placed in an electric field, the molecules elongate in the direction of the field and then begin to migrate
through the gel pores. When the field is removed, the molecules relax to a more random coiled state and
stop moving. Reapplication of the field in another orientation causes the DNA to change its conform-
ation in order to align in that direction prior to migration. The time required for this conformational
change to occur has been found to be very dependent on the size of the molecules, with larger molecules
reorienting more slowly than small ones. Thus longer DNAs move more slowly under the influence of the
constantly switching electric field than shorter ones, and size-based separation occurs. PFGE separations
of molecules as large as 10 million base pairs have been demonstrated. Numerous instruments for PFGE
have been constructed, differing largely in the strategy employed to provide electric field switching [10].

Physical maps based on restriction sites are of limited long-term utility, since they require the provision
of physical material from the specific library from which the map was derived in order to be utilized

on the size range of fragments involved (see Table 12.3). The composite set of clones derived from a large
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experimentally. A more robust landmarking approach based on the PCR has been developed recently
[11], termed sequence-tagged site (STS) content mapping. An STS is a short, unique sequence in a
genome that can be amplified by the PCR. Clones in a library are screened for the presence of a particular
STS using PCR; if the STS is indeed unique in the genome, then clones possessing that STS are reliably
expected to overlap. Physical mapping is thus reduced to choosing and synthesizing pairs of PCR primers
that define unique sequences in the genome. Additionally, since STSs are defined by pairs of primer
sequences, they can be stored in a database and are thus universally accessible.

12.3.2 DNA Sequencing

Early in the development of tools for large-scale DNA analysis, it was recognized that one of the most
costly and time-consuming processes was the accumulation of DNA sequence information. Two factors,
the use of radioisotopic labels and the manual reading and recording of DNA sequence films, made it
impossible to consider genome-scale (106 to 109 base pairs) sequence analysis using the conventional
techniques. To address this, several groups embarked on the development of automated DNA sequencing
instruments [12–14]. Today, automated DNA sequencing is one of the most highly advanced of the
technologies for genome analysis, largely due to the extensive effort expended in instrument design,
biochemical organization, and software development.

Key to the development of these instruments was the demonstration that fluorescence could be
employed in the place of autoradiography for detection of fragments in DNA sequencing gels and that the
use of fluorescent labels enabled the acquisition of DNA sequence data in an automated fashion in real
time. Two approaches have been demonstrated: the “single-color, four-lane” approach and the “four-color,
single-lane” approach. The former simply replaces the radioisotopic label used in conventional enzymatic
sequencing with a fluorescent label, and the sequence is determined by the order of fluorescent bands
in the four lanes of the gel. The latter utilizes a different-colored label for each of the four sequencing
reactions (thus A might be “blue,” C, “green,” G, “yellow,” and T, “red”). The four base-specific reactions
are performed separately and upon completion are combined and electrophoresed in a single lane of the
gel, and the DNA sequence is determined from the temporal pattern of fluorescent colors passing the
detector. For a fixed number of gel lanes (current commercial automated DNA sequencers have 24 to 36),
the four-color approach provides greater sample throughput than the single-color approach. Instruments
employing the four-color technology are more widely used for genome analysis at present, and as such,
this strategy will be discussed more fully.

In order to utilize fluorescence as a detection strategy for DNA sequencing, a chemistry had to be
developed for the specific incorporation of fluorophores into the nested set of fragments produced in
the enzymatic sequencing reactions. The flexibility of chemical DNA synthesis provided a solution to
this problem. A chemistry was developed for the incorporation of an aliphatic primary amine in the last
cycle of primer synthesis (i.e., at the 5′ terminus) using standard DNA synthesis protocols [15,16]. This
amine was then conjugated with any of several of readily available amine-reactive fluorochromes that had
been developed previously for the labeling of proteins to produce the desired labeled sequencing primers.
The purified dye-primer was demonstrated to perform well in DNA sequencing, exhibiting both efficient
extension by the polymerase and the necessary single-base resolution in the electrophoretic separation
[12]. A set of four spectrally discriminable, amine-reactive fluorophores has been developed [16] for DNA
sequencing.

While dye-primers are relatively easy to obtain by this method, they are costly to prepare in small
quantities and require sophisticated chromatographic instrumentation to obtain products pure enough
for sequencing use. Thus they are generally prepared in large amounts and employed as vector-specific
“universal” primers, as in situations in which a very large number of inserts cloned in a given vector
need to be sequenced [17]. For occasions where small amounts of sample-specific primers are needed,
as in the sequencing of products from the PCR, a simpler and more economical alternative is the use of
dideoxynucleotides covalently coupled to fluorescent dyes (so-called dye-terminators), since these reagents
allow the use of conventional unlabeled primers [18].
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FIGURE 12.4 Schematic illustration of automated fluorescence-based DNA sequencing using the“four-color, single-
lane” approach. The products of each of the four enzymatic sequencing reactions are “color-coded” with a different
fluorescent dye, either through the use of dye-labeled primers or dye-terminators. The four reaction mixtures are then
combined and the mixture separated by gel electrophoresis. The beam of an argon ion laser is mechanically scanned
across the width of the gel near its bottom to excite the labeled fragments to fluorescence. The emitted light is collected
through a four-color filter wheel onto a photomultiplier tube. The color of each fluorescing band is determined
automatically by a computer from the characteristic four-point spectrum of each dye, and the order of colors passing
the detector is subsequently translated into DNA sequence information.

Special instrumentation (Figure 12.4) has been developed for the fluorescence-based detection of
nucleic acids in DNA sequencing gels. An argon ion laser is used to excite the fluorescent labels in order to
provide sufficient excitation energy at the appropriate wavelength for high-sensitivity detection. The laser
beam is mechanically scanned across the width of the gel near its bottom in order to interrogate all lanes.
As the labeled DNA fragments undergoing electrophoresis move through the laser beam, their emission
is collected by focusing optics onto a photomultiplier tube located on the scanning stage. Between the
photomultiplier tube and the gel is a rotating four-color filter wheel. The emitted light from the gel
is collected through each of the four filters in the wheel in turn, generating a continuous four-point
spectrum of the detected radiation. The color of the emission of the passing bands is determined from
the characteristic four-point spectrum of each fluorophore, and the identified color is then translated into
DNA sequence using the associated dye/base pairings. Sequence acquisition and data analysis are handled
completely by computer; the system is sufficiently sophisticated that the operator can load the samples on
the gel, activate the electrophoresis and the data acquisition, and return the next day for the analyzed data.
The current commercial implementation of this technology produces about 450 to 500 bases per lane of
analyzed DNA sequence information at an error rate of a few percent in a 12- to 14-h period.

The rate of data production of current DNA sequencers is still too low to provide true genome-scale
analytical capabilities, although projects in the few hundred kilobase pair range have been accomplished.
Improvements such as the use of gel-filled capillaries [19] or ultrathin slab gels (thicknesses on the order
of 50 to 100 mm as opposed to the conventional 200 to 400 mm) [20,21] are currently being explored. The
improved heat dissipation in these thin-gel systems allows for the use of increased electric field strengths
during electrophoresis, with a concomitant reduction in run time of fivefold or so.

The greatly increased throughput of the automated instruments over manual techniques has resulted
in the generation of a new bottleneck in the DNA sequencing process that will only be exacerbated
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by higher-throughput systems: the preparation of sufficient sequencing reaction products for analysis.
This encompasses two preparative processes, the preparation of sequencing templates and the perform-
ance of sequencing reactions. Automation of the latter process has been approached initially through
the development of programmable pipetting robots that operate in the 96-well microtiter plate format
commonly used for immunoassays, since a 96-well plate will accommodate sequencing reactions for 24
templates. Sequencing robots of this sort have become important tools for large-scale sequencing pro-
jects. Template preparation has proven more difficult to automate. No reliable system for selecting clones,
infecting and culturing bacteria, and isolating DNA has been produced, although several attempts are in
progress. It is clear that unlike in the case of the sequencing robots, where instrumentation has mimicked
manual manipulations with programmable mechanics, successful automation of template preparation
will require a rethinking of current techniques with an eye toward process automation. Furthermore,
in order to obtain true genome-scale automation, the entire sequencing procedure from template pre-
paration through data acquisition will need to be reengineered to minimize, if not eliminate, operator
intervention using the principles of systems integration, process management, and feedback control.

12.3.3 Genetic Mapping

Simply stated, genetic mapping is concerned with identifying the location of genes on chromosomes.
Classically, this is accomplished using a combination of mendelian and molecular genetics called linkage
analysis, a complete description of which is too complex to be fully described here (but see Watson et al.

them) on chromosomes is afforded by a technique termed fluorescence in situ hybridization (FISH) [22].
Fluorescently labeled DNA probes derived from cosmid clones can be hybridized to chromosome spreads,
and the location of the probe-chromosome hybrid can be observed using fluorescence microscopy. Not
only can clones be mapped to particular chromosomes in this way, but positions and distances relative to
chromosomal landmarks (such as cytogenetic bands, telomere, or centromere) can be estimated to as little
as 50,000 base pairs in some cases, although 1 million base pairs or larger is more usual. The technique
is particularly useful when two or more probes of different colors are used to order sequences relative to
one another.

12.3.4 Computation

Computation plays a central role in genome analysis at a variety of levels, and significant efforts has been
expanded on the development of software and hardware tools for biologic applications. A large effort
has been expended in the development of software that will rapidly assemble a large contiguous DNA
sequence from the many smaller sequences obtained from automated instruments. This assembly process
is computationally demanding, and only recently have good software tools for this purpose become readily
available. Automated sequencers produce 400 to 500 base pairs of sequence per template per run. However,
in order to completely determine the linear sequence of a 50,000-base-pair cosmid insert (which can be
conceptually represented as a linear array of 100 adjacent 500-base-pair templates), it is necessary to
assemble sequence from some 300 to 1,000 clones to obtain the redundancy of data needed for a high-
accuracy finished sequence, depending on the degree to which the clones can be preselected for sequencing
based on a previously determined physical map. Currently, the tools for acquiring and assembling sequence
information are significantly better than those for physical mapping; as such, most large-scale projects
employ strategies that emphasize sequencing at the expense of mapping [23]. Improved tools for acquiring
and assembling mapping data are under development, however, and it remains to be seen what effect they
will have on the speed and cost of obtaining finished sequence on a genome scale relative to the current
situation.

Many software tools have been developed in the context of the local needs of large-scale projects.
These include software for instrument control (data acquisition and signal processing), laboratory
information-management systems, and local data-handling schemes. The development of process

[1]). However, an interesting approach to physically locating clones (and the genes contained within
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approaches to the automation of genome analysis will necessitate the continued development of tools
of these types.

The final outcome of the analysis of any genome will be a tremendous amount of sequence information
that must be accessible to researchers interested in the biology of the organism from which it was derived.
Frequently, the finished genomic sequence will be the aggregate result of the efforts of many laboratories.
National and international information resources (databases) are currently being established worldwide
to address the issues of collecting, storing, correlating, annotating, standardizing, and distributing this
information. Significant effort is also being expended to develop tools for the rapid analysis of genome
sequence data that will enable biologists to find new genes and other functional genetic regions, compare
very large DNA sequences for similarity, and study the role of genetic variation in biology. Eventually, as
the robust tools for predicting protein tertiary structure and function from primary acid sequence data
are developed, genome analysis will extend to the protein domain through the translation of new DNA
sequences into their functional protein products.

12.4 Conclusions

Genome analysis is a large-scale endeavor whose goal is the complete understanding of the basic blueprint
of life The scale of even the smallest genomes of biologic interest is too large to be effectively analyzed
using the traditional tools of molecular biology and genetics. Over the past 10 years, a suite of biochemical
techniques and bioanalytical instrumentation has been developed that has allowed biologists to begin to
probe large genetic regions, although true genome-scale technology is still in its infancy. It is anticipated
that the next 10 years will see developments in the technology for physical mapping, DNA sequencing,
and genetic mapping that will allow for a 10- to 100-fold increase in our ability to analyze genomes,
with a concomitant decrease in cost, through the application of process-based principles and assembly-
line approaches. The successful realization of a true genome analysis capability will require the close
collaborative efforts of individuals from numerous disciplines in both science and engineering.
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Vaccines are biologic preparations that elicit immune system responses that protect an animal against
pathogenic organisms. The primary component of the vaccine is an antigen, which can be a weakened
(attenuated) version of an infectious pathogen or a purified molecule derived from the pathogen. Upon
oral administration or injection of a vaccine, the immune system generates humoral (antibody) and
cellular (cytotoxic, or killer T cell) responses that destroy the antigen or antigen-infected cells. When
properly administered, the immune response to a vaccine has a long-term memory component, which
protects the host against future infections. Vaccines often contain adjuvants to enhance immune response,
as well as formulation agents to preserve the antigen during storage or upon administration, to provide
proper delivery of antigen, and to minimize side reactions.

antigen, Live, attenuated whole-organism vaccines have been favored for simplicity of manufacture and
for the strong immune response generated when the organism creates a subclinical infection before being
overwhelmed. These are useful when the organism can be reliably attenuated in pathogenicity (while
maintaining immunogenicity) or when the organism is difficult to cultivate ex vivo in large quantities
and hence large amounts of antigen cannot be prepared. Conversely, subunit antigen vaccines are used
when it is easy to generate large amounts of the antigen or when the whole organisms is not reliably
attenuated. Since there is no replication in vivo, subunit vaccines rely on administrating relatively large
amounts of antigen mass and are almost always adjuvanted to try to minimize the antigen needed.
Subunit preparations have steadily gained favor, since biologic, engineering, and analytical improvements
make them easily manufactured and characterized to a consistent standard. Passive vaccines are antibody

13-1

Table 13.1 presents a simple classification scheme for vaccines according to the type of organism and
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TABLE 13.1 Classification Scheme for Vaccines

Types of Live attenuated Killed, inactivated Subcellular/parallel
organism cells/particles cells/particles vaccines Passive immunization

Virus Measles, mumps,
rubella, polio,
yellow fever,
varicella∗,
rotavirus∗

Polio, hepatitis B,
rabies, yellow
fever, Japanese
encephalitis,
influenza,
hepatitis A∗

Virus-like particles
Hepatitis B, HIV
gp120-vaccinia∗

Immune serum globulin Rabis,
hepatitis B, cytomegalovirus

Characterized single/combined
antigens Influenza HA+NA,
herpes simplex gD∗

Monoclonal antibody
Anti-HIV gp120∗

Bacterium Tuberculosis
(BCG), typhoid

Pertussis, cholera,
plague bacillus

Toxoids
Tetanus, diphtheria

Immune serum globulin
Tetanus, Nonspecific Ig

Characterized single/combined
antigens Pertussis PT+
FHA+ LPF+ PSA+ 69kD,
Pneumococcus

polysaccharides (23),
Menningococcus
polysaccharides

Polysaccharide-protein
conjugates Haemophilus b,
Pneumococcus∗

∗ Denotes vaccines in development.

preparations from human blood serum. These substitute for the patient’s humoral response for immune-
suppressed persons, for postexposure prophylaxis of disease, and for high infection risk situations where
immediate protection is required, such as for travelers or medical personnel. Even more so than subunit
vaccines, large amounts of antibodies are required. These vaccines do not provide long-term immune
memory.

The organism and the nature of the antigen combine to determine the technologies of manufac-
ture for the vaccine. Vaccine production generally involves growing the organism or its antigenic parts
(cultivation), treating it to purify and detoxify the organism and antigen (downstream processing), and in
many cases further combining the antigen with adjuvants to increase its antigenicity and improve storage
stability (formulation). These three aspects of production will be discussed, in addition to future trends
in vaccine technology. This chapter does not include vaccines for parasitic disease [Barbet, 1989], such as
malaria, since such vaccines are not yet commercially available.

13.1 Antigen Cultivation

13.1.1 Microbial Cultivation

13.1.1.1 Bacterial Growth

As far as cultivation is concerned, the fundamental principles of cell growth are identical for the various
types of bacterial vaccines. Detailed aspects of bacterial growth and metabolism can be found in Ingraham
et al. [1983]. In the simplest whole-cell vaccines, obtaining cell mass is the objective of cultivation. Growth
is an autocatalytic process where the cell duplicates by fission; growth is described by the differential
equation

dX

dt
= µXv (13.1)

where X is the total mass concentration of cells, X v is the mass concentration of living, or viable cells, and
µ is the specific growth rate in units of cells per cell time. In this equation, the growth rate of the cell is a
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function of the cells’ physical and chemical environment:

µ = f (temperature, pH, dissolved oxygen, C1, C2, C3, . . . , Cn) (13.2)

All bacteria have a narrow range of temperatures permissive to growth; for human pathogens, the optimal
temperature is usually 37◦C; however, for attenuated strains, the optimal temperature may be purposefully
lowered by mutation. At the end of culture, heat in excess of 50◦C is sometimes used to kill pathogenic
bacteria. Dissolved oxygen concentration is usually critical, since the organism will either require it or be
inhibited by it. Cultivation of Clostridium tetani, for example, is conducted completely anaerobically.

In Equation 13.2, Ci is the concentration of nutrient i presented to the cells. Nutrient conditions
profoundly affect cell growth rate and the ultimate cell mass concentration achievable. At a minimum, the
cells must be presented with a carbon source, a nitrogen source, and various elements in trace quantities.
The carbon source, usually a carbohydrate such as glucose, is used for energy metabolism and as a precursor
for various anabolites, small chemicals used to build the cell. The nitrogen source, which can be ammonia,
or a complex amino acid mix such as a protein hydrolysate, also can be used to produce energy but is
mainly present as a precursor for amino acid anabolites for protein production. The elements K, Mg, Ca,
Fe, Mn, Mo, Co, Cu, and Zn are cofactors required in trace quantities for enzymatic reactions in the cell.
Inorganic phosphorus and sulfur are incorporated into proteins, polysaccharides, and polynucleotides.

Historically, bacterial vaccines have been grown in a batchwise fashion on complex and ill-defined
nutrient mixtures, which usually include animal and vegetable protein digests. An example is Bordetella
pertussis cultivation on Wheeler and Cohen medium [World Health Organization, 1977c], which contains
corn starch, an acid digest of bovine milk, casein, and a dialyzed lysate of brewer’s yeast cells. The starch
serves as the carbon source. The casein digest provides amino acids as a nitrogen source. The yeast extract
provides amino acids and vitamins, as well as some trace elements, nucleotides, and carbohydrates. Such
complex media components make it difficult to predict the fermentation performance, since their atomic
and molecular compositions are not easily analyzed, and since they may contain hidden inhibitors of
cell growth or antigen production. More recently, defined media have been used to better reproduce cell
growth and antigen yield. In a defined medium, pure sugars, amino acids, vitamins, and other antibodies
are used. When a single nutrient concentration limits cell growth, the growth rate can be described by
Monod kinetics

µ = µmaxCi

Ci + K
(13.3)

Here µmax is the maximum specific rate, and K is the Monod constant for growth on the nutrient, an
empirically determined number. It is seen from this equation that at high nutrient concentrations, the
cell grows at maximum rate, as if the substrate were not limiting. At low concentration as the nutrient
becomes limiting, the growth rate drops to zero, and the culture ends.

13.1.1.2 Antigen Production

Cultivation of microbes for subunit vaccines is similar to that of whole-cell vaccines, but here one is
concerned with the production of the antigenic protein, polysaccharide, or antigen-encoding polynuc-
leotide as opposed to the whole cell; thus cell growth is not necessarily the main objective. The goal is to
maintain the proper environmental and nutritional factors for production of the desired product. Similar
to Equation 13.1 and Equation 13.2 above, one can describe antigen production by

dP

dt
= qpXv − kd P where qp and kd = f (temperature, pH, dissolved O2, C1, . . . , Cn) (13.4)

where P is the product antigen concentration, qp is the cell-specific productivity, and kd is a degradation
rate constant. For example, the production of pertussis toxin occurs best at slightly alkaline pH, about 8.0
[Jagicza et al., 1986]. Corynebacterium diphtheriae toxin production is affected by the concentration of
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iron [Reylveld, 1980]. Nutrient effects on degradation can be found for hepatitis B virus vaccine, whose
production is actually a microbial cultivation. Here, recombinant DNA inserted into Saccharomyces
cerevisiae yeast cells produces the hepatitis B surface antigen protein (HBsAg), which spontaneously
assembles into virus-like particles (about 100 protein monomers per particle) within the cell. Prolonged
starvation of the yeast cells can cause production of cellular proteases that degrade the antigen protein to
provide nutrition. Consequently, maximum production of antigen is accomplished by not allowing the
yeast culture to attain maximum cell mass but by harvesting the culture prior to nutrient depletion.

13.1.1.3 Cultivation Technology

Cultivation vessels for bacterial vaccines were initially bottles containing stagnant liquid or agar-gelled
medium, where the bacteria grew at the liquid or agar surface. These typically resulted in low concentra-
tions of the bacteria due to the limited penetration depth of diffusion-supplied oxygen and due to the
limited diffusibility of nutrients through the stagnant liquid or agar. Despite the low mass, growth of
the bacteria at the gas–liquid interface can result in cell differentiation (pellicle formation) and improved
production of antigen (increased qp). For the past several decades, however, glass and stainless steel fer-
mentors have been used to increase production scale and productivity. Fermentors mix a liquid culture
medium via an impeller, thus achieving quicker growth and higher cell mass concentrations than would
be achievable by diffusive supply of nutrients. For aerobic microbe cultivations, fermenters oxygenate the
culture by bubbling air directly into the medium. This increases the oxygen supply rate dramatically over
diffusion supply. Due to the low solubility of oxygen in water, oxygen must be continuously supplied to
avoid limitation of this nutrient.

13.1.2 Virus Cultivation

Virus cultivation is more complex than bacterial cultivation because viruses are, by themselves, nonrep-
licating. Virus must be grown on a host cell substrate, which can be animal tissue, embryo, or ex vivo cells;
the host substrate determines the cultivation technology. In the United States, only Japanese encephalitis
virus vaccine is still produced from infected mature animals. Worldwide, many vaccines are produced in
chicken embryos, an inexpensive substrate. The remainder of vaccines are produced from ex vivo cultiv-
ated animal cells. Some virus-like particle vaccines are made by recombinant DNA techniques in either
microbial or animal cells, for example, hepatitis B virus vaccine, which is made in yeast as mentioned
above, or in Chinese hamster ovary cells. An interesting synopsis of the development of rabies vaccine
technology from Pasteur’s use of animal tissues to modern use of ex vivo cells can be found in Sureau
[1987].

13.1.2.1 In Vivo Virus Cultivation

Virus cultivation in vivo is straightforward, since relatively little control can be exercised on the host
tissue. Virus is simply inoculated into the organ, and after incubation, the infected organ is harvested.
Influenza virus is the prototypical in vivo vaccine; the virus is inoculated into the allantoic sac of 9- to
11-day-old fertilized chicken eggs. The eggs are incubated at about 33◦C for 2 to 3 days, candled for
viability and lack of contamination from the inoculation, and then the allantoic fluid is harvested. The
process of inoculating, incubating, candling, and harvesting hundreds of thousands of eggs can be highly
automated [Metzgar and Newhart, 1977].

13.1.2.2 Ex Vivo Virus Cultivation

Use of ex vivo cell substrates is the most recent technique in vaccine cultivation. In the case of measles and
mumps vaccines, the cell substrate is chicken embryo cells that have been generated by trypsin enzyme
treatment that dissociates the embryonic cells. Similarly, some rabies vaccines use cells derived from fetal
rhesus monkey kidneys. Since the 1960s, cell lines have been generated that can be characterized, banked,
and cryopreserved. Cryopreserved cells have been adopted to ensure reproducibility and freedom from
contaminating viruses and microorganisms and to bypass the ethical problem of extensive use of animal
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tissues. Examples of commonly used cell lines are WI-38 and MRC-5, both human embryonic lung cells,
and Vero, an African green monkey kidney cell line.

Ex vivo cells must be cultivated in a bioreactor, in liquid nutrient medium, with aeration. The principles
of cell growth are the same as for bacterial cells described above, with some important additions. First,
ex vivo animal cells cannot synthesize the range of metabolites and hormones necessary for survival and
growth and must be provided with these compounds. Second, virus production is usually fatal to the
host cells. Cells also become more fragile during infection, a process that is to an extent decoupled from
cell growth. Virus growth and degradation and cell death kinetics can influence the choice of process or
bioreactor. Third, all ex vivo cells used for human vaccine manufacture require a surface to adhere to
in order to grow and function properly. Finally, animal cells lack the cross-linked, rigid polysaccharide
cell wall that gives physical protection to microorganisms. These last three factors combine to necessitate
specialized bioreactors.

Cell Growth. Supplying cells with nutrients and growth factors is accomplished by growing the cells
in a complex yet defined medium, which is supplemented with 2 to 10% (v/v) animal blood serum.
The complex medium will typically contain glucose and l-glutamine as energy sources, some or all of
the 20 predominant l-amino acids, vitamins, nucleotides, salts, and trace elements. For polio virus,
productivity is a function of energy source availability [Eagle and Habel, 1956] and may depend on other
nutrients. For polio and other viruses, the presence of the divalent cations Ca2+ and Mg2+ promotes
viral attachment and entry into cells and stabilizes the virus particles. Serum provides growth-promoting
hormones, lipids and cholesterol, surface attachment-promoting proteins such as fibronectin, and a host
of other functions. The serum used is unusually of fetal bovine origin, since this source is particularly
rich in growth-promoting hormones and contains low levels of antibodies that could neutralize virus.
After cell growth, and before infection, the medium is usually changed to serum-free or low-serum
medium. This is done both to avoid virus neutralization and to reduce the bovine protein impurities in
the harvested virus. These proteins are immunogenic and can be difficult to purify away, especially for
live-virus vaccines.

13.1.2.2.1 Virus Production Kinetics
An intriguing aspect of ex vivo virus cultivation is that each process depends on whether the virus
remains cell-associated, is secreted, or lyses the host cells and whether the virus is stable in culture.
With few exceptions, a cell produces a finite amount of virus before dying, as opposed to producing the
virus persistently. This is because the host cell protein and DNA/RNA synthesis organelles are usually
commandeered by virus synthesis, and the host cannot produce its own proteins, DNA, or RNA. The goal
then becomes to maximize cell concentration, as outlined above for bacterial vaccines, while maintaining
the cells in a competent state to produce virus. Since infection is transient and often rapid, cell-specific
virus productivity is not constant, and productivity is usually correlated with the cell state at inoculation.
Specific productivity can be a function of the cell growth rate, since this determines the available protein
and nucleic acid synthetic capacity. Although virus production can be nutrient-limited, good nutrition
is usually ensured by the medium exchange at inoculation mentioned above. For viruses that infect
cells slowly, nutrition is supplied by exchanging the medium several times, batchwise or by continuous
perfusion.

For many viruses, the degradation term in Equation 13.4 can be significant. This can be due to inherent
thermal instability of the virus, oxidation, or proteases released from lysed cells. For an unstable virus,
obtaining a synchronized infection can be key to maximizing titers. Here, the multiplicity of infection
(MOI), the number of virus inoculated per cell, is an important parameter. An MOI greater than unity
results in most cells being infected at once, giving the maximum net virus production rate.

13.1.2.2.2 Cultivation Technology
The fragility of animal cells during infection and the surface attachment requirement create a requirement
for special reactors [Prokop and Rosenberg, 1989]. To an extent, reactor choice and productivity are
determined by the reactor surface area. Small, simple, and uncontrolled vessels, such as a flat-sided
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T-flask or Roux bottle, made of polystyrene or glass, can be used for small-scale culture. With these
flasks the medium is stagnant, so fragile infected cells are not exposed to fluid motion forces during
culture. Like bacterial cultures, productivity can be limited due to the slow diffusion of nutrients and
oxygen. To obtain larger surface areas, roller bottles or Cell Factories are used, but like egg embryo
culture, robotic automation is required to substantially increase the scale of production. Even larger
culture scales (≥50 l) are accommodated in glass or stainless steel bioreactors, which are actively supplied
with oxygen and pH controlled. The growth surface is typically supplied as a fixed bed of plates, spheres,
or fibers or, alternately, as a dispersion of about 200-mm spherical particles known as microcarriers
[Reuveny, 1990]. Microcarrier bioreactors are used for polio and rabies production [Montagnon et al.,
1984]. The stirred-tank microcarrier reactors are similar to bacterial fermentors but are operated at much
lower stirring speeds and gas sparging rates so as to minimize damage to the fragile cells. Packed-bed
reactors are used for hepatitis A virus vaccine production [Aboud et al., 1994]. These types of reactors
can give superior performance for highly lytic viruses because they subject the cells to much lower fluid
mechanical forces. Design considerations for animal cell reactors may be found in Aunins and Henzler
[1993].

13.2 Downstream Processing

Following cultivation, the antigen is recovered, isolated in crude form, further purified, and/or inac-
tivated to give the unformulated product; these steps are referred to collectively as the downstream
process. The complexity of a downstream process varies greatly depending on whether the antigen is
the whole organism, a semipurified subunit, or a highly purified subunit. Although the sequence and
combination of steps are unique for each vaccine, there is a general method to purification. The first
steps reduce the volume of working material and provide crude separation from contaminants. Later
steps typically resolve molecules more powerfully but are limited to relatively clean feed streams. Some
manufacturing steps are classic small laboratory techniques, because many vaccine antigens are quite
potent, requiring only micrograms of material; historically, manufacturing scale-up has not been a critical
issue.

13.2.1 Purification Principles

13.2.1.1 Recovery

Recovery steps achieve concentration and liberation of the antigen. The first recovery step consists of
separating the cells and/or virus from the fermentation broth or culture medium. The objective is to
capture and concentrate the cells for cell-associated antigens or to clarify the medium of particulates for
extracellular antigens. In the first case, the particle separation simultaneously concentrates the antigen.
The two methods used are centrifugation and filtration. Batch volume and feed solids content determ-
ine whether centrifugation or filtration is appropriate; guidelines for centrifugation are given by Datar
and Rosen [1993] and Atkinson and Mavituna [1991]. Filtration is used increasingly as filter materials
science improves to give filters that do not bind antigen. Filtration can either be dead-end or cross-flow.
Dead-end filters are usually fibrous depth filters and are used when the particulate load is low and the
antigen is extracellular. In cross-flow filtration, the particles are retained by a microporous (≥0.1 mm) or
ultrafiltration (≤0.1 mm) membrane. The feed stream is circulated tangential to the membrane surface at
high velocity to keep the cells and other particulates from forming a filter cake on the membrane [Hanisch,
1986].

If the desired antigen is subcellular and cell-associated, the next recovery step is likely to be cell lysis. This
can be accomplished by high-pressure valve homogenization, bead mills, or chemical lysis with detergent
or chaotropic agents, to name only a few techniques. The homogenate or cell lysate may subsequently be
clarified, again using either centrifugation or membrane filtration.
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13.2.1.2 Isolation

Isolation is conducted to achieve crude fractionation from contaminants that are unlike the antigen;
precipitation and extraction are often used here. These techniques rely on large differences in charge or
solubility between antigen and contaminants. Prior to isolation, the recovered process stream may be
treated enzymatically with nucleases, proteases, or lipases to remove DNA/RNA, protein, and lipids, the
major macromolecular contaminants. Nonionic detergents such as Tween and Triton can serve a similar
function to separate components, provided they do not denature the antigen. Subsequent purification
steps must be designed to remove the enzyme(s) or detergent, however.

Ammonium sulfate salt precipitation is a classic method used to concentrate and partially purify various
proteins, for example, diphtheria and tetanus toxins. Alcohol precipitation is effective for separating
polysaccharides from proteins. Cohn cold alcohol precipitation is a classic technique used to fractionate
blood serum for antibody isolation. Both techniques concentrate antigen for further treatment.

Liquid–liquid extraction, either aqueous–organic or aqueous–aqueous, is another isolation technique
suitable for vaccine purification. In a two-phase aqueous polymer system, the separation is based on the
selective partitioning of the product from an aqueous liquid phase containing, for example, polyethylene
glycol (PEG), into a second, immiscible aqueous liquid phase that contains another polymer, for example,
dextran, or containing a salt [Kelley and Hatton, 1992].

13.2.1.3 Final Purification

Further purification of the vaccine product is to remove contaminants that have properties closely resem-
bling the antigen. These sophisticated techniques resolve molecules with small differences in charge,
hydrophobicity, density, or size.

Density-gradient centrifugation, although not readily scalable, is a popular technique for final puri-
fication of viruses [Polson, 1993]. Either rate-zonal centrifugation, where the separation is based on
differences in sedimentation rate, or isopycnic equilibrium centrifugation, where the separation is based
solely on density differences, is used. Further details on these techniques can be found in Dobrota and
Hinton [1992].

Finally, different types of chromatography are employed to manufacture highly pure vaccines; principles
can be found in Janson and Ryden [1989]. Ion-exchange chromatography (IEC) is based on differences in
overall charge and distribution of charge on the components. Hydrophobic-interaction chromatography
(HIC) exploits differences in hydrophobicity. Affinity chromatography is based on specific stereochemical
interactions common only to the antigen and the ligand. Size-exclusion chromatography (SEC) separates
on the basis of size and shape. Often, multiple chromatographic steps are used, since the separation mech-
anisms are complementary. IEC and HIC can sometimes be used early in the process to gain substantial
purification; SEC is typically used as a final polishing step. This technique, along with ultrafiltration, may
be used to exchange buffers for formulation at the end of purification.

13.2.1.4 Inactivation

For nonattenuated whole organisms or for toxin antigens, the preparation must be inactivated to elim-
inate pathogenicity. This is accomplished by heat pasteurization, by cross-linking using formaldehyde or
glutaraldehyde, or by alkylating using agents such as b-propiolactone. The agent is chosen for effective-
ness without destruction of antigenicity. For whole organisms, the inactivation abolishes infectivity. For
antigens such as the diphtheria and tetanus toxins, formaldehyde treatment removes the toxicity of the
antigen itself as well as killing the organism. These detoxified antigens are known as toxoids.

The placement of inactivation in the process depends largely on safety issues. For pathogen cultures,
inactivation traditionally has been immediately after cultivation to eliminate danger to manufacturing
personnel. For inactivation with cross-linking agents, however, the step may be placed later in the process
in order to minimize interference by contaminants that either foil inactivation of the organism or cause
carryover of antigen-contaminant cross-linked entities that could cause safety problems, that is, side-
reactions in patients.
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13.2.2 Purification Examples

Examples of purification processes are presented below, illustrating how the individual techniques are
combined to create purification processes.

13.2.2.1 Bacterial Vaccines

Salmonella typhi Ty21, a vaccine for typhoid fever, and BCG (bacille Calmette-Guérin, a strain of
Mycobacterium bovis) vaccine against Myobacterium tuberculosis, are the only vaccines licensed for
human use based on live, attenuated bacteria. Downstream processing consists of collecting the cells
by continuous-flow centrifugation or using cross-flow membrane filtration. For M. bovis that are grown
in a liquid submerged fermenter culture, Tween 20 is added to keep the cells from aggregating, and the
cultures are collected as above. Tween 20, however, has been found to decrease virulence. In contrast,
if the BCG is grown in stagnant bottles as a surface pellicle, the downstream process consists of collect-
ing the pellicle sheet, which is a moist cake, and then homogenizing the cake using a ball mill. Milling
time is critical, since prolonged milling kills the cells and too little milling leaves clumps of bacteria in
suspension.

Most current whooping cough vaccines are inactivated whole B. pertussis. The cells are harvested
by centrifugation and then resuspended in buffer, which is the supernate in some cases. This is done
because some of the filamentous hemagglutinin (FHA) and pertussis toxin (PT) antigens are released
into the supernate. The cell concentrate is inactivated by mild heat and stored with thimerosal and/or
formaldehyde. The inactivation process serves the dual purpose of killing the cells and inactivating the
toxins.

C. diphtheria vaccine is typical of a crude protein toxoid vaccine. Here the 58 kDa toxin is the antigen,
and it is converted to a toxoid with formaldehyde and crudely purified. The cells are first separated from
the toxin by centrifugation. Sometimes the pathogen culture is inactivated with formaldehyde before cent-
rifugation. The supernate is treated with formaldehyde to 0.75%, and it is stored for 4 to 6 weeks at 37◦C
to allow complete detoxification [Pappenheimer, 1984]. The toxoid is then concentrated by ultrafiltration
and fractionated from contaminants by ammonium sulfate precipitation. During detoxification of crude
material, reactions with formaldehyde lead to a variety of products. The toxin is internally cross-linked and
also cross-linked to other toxins, beef peptones from the medium, and other medium proteins. Because
detoxification creates a population of molecules containing antigen, the purity of this product is only
about 60 to 70%.

Due to the cross-linking of impurities, improved processes have been developed to purify toxins before
formaldehyde treatment. Purification by ammonium sulfate fractionation, followed by ion-exchange
and/or size-exclusion chromatography, is capable of yielding diphtheria or tetanus toxins with purities
ranging from 85 to 95%. The purified toxin is then treated with formaldehyde or glutaraldehyde [Relyveld
and Ben-Efraim, 1983] to form the toxoid. Likewise, whole-cell pertussis vaccine is being replaced by
subunit vaccines. Here, the pertussis toxin (PT) and the filamentous hemagglutinin (FHA) are purified
from the supernate. These two antigens are isolated by ammonium sulfate precipitation, followed by
sucrose density-gradient centrifugation to remove impurities such as endotoxin. The FHA and PT are
then detoxified with formaldehyde [Sato et al., 1984].

Bacterial components other than proteins also have been developed for use as subunit vaccines. One
class of bacterial vaccines is based on capsular polysaccharides. Polysaccharides from Meningococcus,
Pneumococcus, and Haemophilus influenzae type b are used for vaccines against these organisms. After
separating the cells, the polysaccharides are typically purified using a series of alcohol precipitations.
As described below, these polysaccharides are not antigenic in infants. As a consequence, the poly-
saccharides are chemically cross-linked, or conjugated, to a highly purified antigenic protein carrier.
After conjugation, there are purification steps to remove unreacted polysaccharide protein, and small-
molecular-weight cross-linking reagents. Several manufacturers have introduced pediatric conjugate
vaccines against H. influenzae type b (Hib-conjugate).
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13.2.2.2 Viral Vaccines

Live viral vaccines have limited downstream processes. For secreted viruses such as measles, mumps, and
rubella, cell debris is simply removed by filtration and the supernate frozen. In many cases it is necessary
to process quickly and at refrigerated temperatures, since live virus can be unstable [Cryz and Gluck,
1990].

For cell-associated virus such as herpesviruses, for example, Varicella zoster (chickenpox virus), the cells
are washed with a physiologic saline buffer to remove medium contaminants and are harvested. This can
be done by placing them into a stabilizer formulation (see below) and then mechanically scraping the cells
from the growth surface. Alternately, the cells can be harvested from the growth surface chemically or
enzymatically. For the latter, the cells are centrifuged and resuspended in stabilizer medium. The virus is
then liberated by disrupting the cells, usually by sonication, and the virus-containing supernate is clarified
by dead-end filtration and frozen.

Early inactivated influenza virus vaccines contained relatively crude virus. The allantoic fluid was har-
vested, followed by formaldehyde inactivation of the whole virus, and adsorption to aluminum phosphate
(see below), which may have provided some purification as well. The early vaccines, however, were asso-
ciated with reactogenicity. For some current processes, the virus is purified by rate-zonal centrifugation,
which effectively eliminates the contaminants from the allantoic fluid. The virus is then inactivated with
formaldehyde or b-propiolactone, which preserves the antigenicity of both the hemagglutinin (HA) and
neuraminidase (NA) antigens. Undesirable side reactions have been even further reduced with the intro-
duction of split vaccines, where the virus particle is disrupted by an organic solvent or detergent and then
inactivated. By further purifying the split vaccine using a method such as zonal centrifugation to separate
the other virion components from the HA and NA antigens, an even more highly purified HA + NA
vaccine is available. These antigens are considered to elicit protective antibodies against influenza [Tyrrell,
1976].

Recently, an extensive purification process was developed for hepatitis A vaccine, yielding a >90%
pure product [Aboud et al., 1994]. The intracellular virus is released from the cells by Triton detergent
lysis, followed by nuclease enzyme treatment for removal of RNA and DNA. The virus is concentrated
and detergent removed by ion-exchange chromatography. PEG precipitation and chloroform solvent
extraction purify away most of the cellular proteins, and final purification and polishing are achieved by
ion-exchange and size-exclusion chromatography. The virus particle is then inactivated with formalde-
hyde. In this case, inactivation comes last for two reasons. First, the virus is attenuated, so there is no risk
to process personnel. Second, placing the inactivation after the size-exclusion step ensures that there are
no contaminants or virus aggregates that may cause incomplete inactivation.

The first hepatitis B virus vaccines were derived from human plasma [Hilleman, 1993]. The virus is a
22-nm-diameter particle, much larger than most biologic molecules. Isolation was achieved by ammonium
sulfate or PEG precipitation, followed by rate zonal centrifugation and isopycnic banding to take advantage
of the large particle size. The preparation was then treated with pepsin protease, urea, and formaldehyde
or heat. The latter steps ensure inactivation of possible contaminant viruses from the blood serum. More
recently, recombinant DNA-derived hepatitis B vaccines are expressed as an intracellular noninfectious
particle in yeast and use a completely different purification process. Here, the emphasis is to remove
the yeast host contaminants, particularly high levels of nucleic acids and polysaccharides. Details on the
various manufacturing processes have been described by Sitrin et al. [1993].

13.2.2.3 Antibody Preparations

Antibody preparation starts from the plasma pool prepared by removing the cellular components of blood.
Cold ethanol is added in increments to precipitate fractions of the blood proteins, and the precipitate
containing IgG antibodies is collected. This is further redissolved and purified by ultrafiltration, which
also exchanges the buffer to the stabilizer formulation. Sometimes ion-exchange chromatography is used
for further purification. Although the plasma is screened for viral contamination prior to pooling, all
three purification techniques remove some virus.
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13.3 Formulation and Delivery

Successful vaccination requires both the development of a stable dosage form for in vitro storage and the
proper delivery and presentation of the antigen to elicit a vigorous immune response in vivo. This is done
by adjuvanting the vaccine and/or by formulating the adjuvanted antigen. An adjuvant is defined as an
agent that enhances the immune response against an antigen. A formulation contains an antigen in a
delivery vehicle designed to preserve the (adjuvenated) antigen and to deliver it to a specific target organ
or over a desired time period. Despite adjuvanting and formulation efforts, most current vaccines require
multiple doses to create immune memory.

13.3.1 Live Organisms

Live viruses and bacteria die relatively quickly in liquid solution (without an optimal environment) and
are therefore usually stored in the frozen state. Preserving the infectivity of frozen live-organism vaccines
is typically accomplished by lyophilization or freeze-drying. The freeze-drying process involves freezing
the organism in the presence of stabilizers, followed by sublimation of both bulk water (primary drying)
and more tightly bound water (secondary drying). The dehydration process reduces the conformational
flexibility of the macromolecules, providing protection against thermal denaturation. Stabilizers also
provide conformational stability and protect against other inactivating mechanisms such as amino acid
deamidation, oxidation, and light-catalyzed reaction.

Final water content of the freeze-dried product is the most important parameter for the drying process.
Although low water content enhances storage stability, overdrying inactivates biologic molecules, since
removal of tightly bound water disrupts antigen conformation. Influenza virus suspensions have been
shown to be more stable at 1.7% (w/w) water than either 0.4 to 1% or 2.1 to 3.2% [Greiff and Rightsel,
1968]. Other lyophilization parameters that must be optimized pertain to heat and mass transfer, including
(1) the rate of freezing and sublimation, (2) vial location in the freeze-drier, and (3) the type of vial and
stopper used to cap the vial. Rates of freezing and drying affect phase transitions and compositions,
changing the viable organism yield on lyophilization and the degradation rate of the remaining viable
organisms on storage.

Stabilizers are identified by trial-and-error screening and by examining the mechanisms of inactivation.
They can be classified into four categories depending on their purpose: specific, nonspecific, competit-
ive, and pharmaceutical. Specific stabilizers are ligands that naturally bind biologic macromolecules.
For example, enzyme antigens are often stabilized by their natural substrates or closely related com-
pounds. Antigen stabilizers for the liquid state also stabilize during freezing. Nonspecific stabilizers such
as sugars, amino acids, and neutral salts stabilize proteins and virus structures via a variety of mechanisms.
Sugars and polyols act as bound water substitutes, preserving conformational integrity without possessing
the chemical reactivity of water. Buffer salts preserve optimal pH. Competitive inhibitors outcompete the
organism or antigen for inactivating conditions, such as gas-liquid interfaces, oxygen, or trace-metal ions
[Volkin and Klibanov, 1989]. Finally, pharmaceutical stabilizers may be added to preserve pharmaceutical
elegance, that is, to prevent collapse of the lyophilized powder during the drying cycle, which creates
difficult redissolution. Large-molecular-weight polymers such as carbohydrates (dextrans or starch) or
proteins such as albumin or gelatin are used for this purpose. For example, a buffered sorbitol-gelatin
medium has been used successfully to preserve the infectivity of measles virus vaccine during lyophil-
ized storage for several years at 2 to 8◦C [Hilleman, 1989]. An example of live bacterium formulation
to preserve activity on administration is typhoid fever vaccine, administered orally, S. typhi bacteria are
lyophilized to a powder to preserve viability on the shelf, and the powder is encapsulated in gelatin to
preserve bacterial viability when passing through the low-pH stomach. The gelatin capsule dissolves in
the intestine to deliver the live bacteria.

Oral polio vaccine is an exception to the general rule of lyophilization, since polio virus is inherently
quite stable relative to other viruses. It is formulated as a frozen liquid and can be used for a limited time
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after thawing [Melnick, 1984]. In the presence of specific stabilizers such as MgCl2, extended 4◦C stability
can be obtained.

13.3.2 Subunit Antigens

Inactivated and/or purified viral and bacterial antigens inherently offer enhanced stability because whole-
organism infectivity does not need to be preserved. However, these antigens are not as immunogenic as live
organisms and thus are administered with an adjuvant. They are usually formulated as an aqueous liquid
suspension or solution, although they can be lyophilized under the same principles as above. The major
adjuvant recognized as safe for human use is alum. Alum is a general term referring to various hydrated
aluminum salts; a discussion of the different alums can be found in Shirodkar et al. [1990]. Vaccines can be
formulated with alum adjuvants by two distinct methods: adsorption to performed aluminum precipitates
or precipitation of aluminum salts in the presence of the antigen, thus adsorbing and entrapping the
antigen. Alum’s adjuvant activity is classically believed to be a “depot” effect, slowly delivering antigen over
time in vivo. In addition, alum particles are believed to be phagocytized by macrophages.

Alum properties vary depending on the salt used. Adjuvants labeled aluminum hydroxide are actually
aluminum oxyhydroxide, AlO(OH). This material is crystalline, has a fibrous morphology, and has a
positive surface charge at neutral pH. In contrast, aluminum phosphate adjuvants are networks of platelike
particles of amorphous aluminum hydroxyphosphate and possess a negative surface charge at neutral pH.
Finally, alum coprecipitate vaccines are prepared by mixing an acidic alum solution of KAl(SO4)2 · 12H2O
with an antigen solution buffered at neutral pH, sometimes actively pH-controlled with base. At neutral
pH, the aluminum forms a precipitate, entrapping and adsorbing the antigen. The composition and
physical properties of this alum vary with processing conditions and the buffer anions. In general, an
amorphous aluminum hydroxy(buffer anion)sulfate material is formed.

Process parameters must be optimized for each antigen to ensure proper adsorption and storage stability.
First, since antigen adsorption isotherms are a function of the antigen’s isoelectric point and the type of
alum used [Seeber et al., 1991], the proper alum and adsorption pH must be chosen. Second, the buffer
ions in solution can affect the physical properties of alum over time, resulting in changes in solution pH and
antigen adsorption. Finally, heat sterilization of alum solutions and precipitates prior to antigen adsorption
can alter their properties. Alum is used to adjuvant virtually all the existing inactivated or formaldehyde-
treated vaccines, as well as purified subunit vaccines such as HBsAg and Hib-conjugate vaccines. The
exception is for some bacterial polysaccharide vaccines and for new vaccines under development (see
below).

An interesting vaccine development challenge was encountered with Hib-conjugate pediatric vaccines,
which consist of purified capsular polysaccharides. Although purified, unadjuvanted polysaccharide is
used in adults, it is not sufficiently immunogenic in children under age 2, the population is greatest
risk [Ellis, 1992; Howard, 1992]. Chemical conjugation, or cross-linking, of the PRP polysaccharide to
an antigenic protein adjuvant elicits T-helper cell activation, resulting in higher antibody production.
Variations in conjugation chemistry and protein carriers have been developed; example proteins are the
diphtheria toxoid (CRM 197), tetanus toxoid, and the outer membrane protein complex of N. meningitidis
[Ellis, 1992; Howard, 1992]. The conjugated polysaccharide is sometimes adsorbed to alum for further
adjuvant action.

13.4 Future Trends

The reader will have noted that many production aspects for existing vaccines are quite archaic. This
is so because most vaccines were developed before the biotechnology revolution, which is creating a
generation of highly purified and better-characterized subunit vaccines. As such, for older vaccines “the
process defines the product,” and process improvements cannot readily be incorporated into these poorly
characterized vaccines without extensive new clinical trials. With improved scientific capabilities, we can
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understand the effects of process changes on the physicochemical properties of new vaccines and on their
behavior in vivo.

13.4.1 Vaccine Cultivation

Future cultivation methods will resemble existing methods of microbial and virus culture. Ill-defined
medium components and cells will be replaced to enhance reproducibility in production. For bacterial
and ex vivo cultivated virus, analytical advances will make monitoring the environment and nutritional
status of the culture more ubiquitous. However, the major changes will be in novel product types —
single-molecule subunit antigens, virus-like particles, monoclonal antibodies, and gene-therapy vaccines,
each of which will incorporate novel processes.

Newer subunit vaccine antigens will be cultivated via recombinant DNA in microbial or animal cells.
Several virus-like particle vaccines are under development using recombinant baculovirus (nuclear poly-
hedrosis virus) to infect insect cells (spodoptera frugipeeda or trichoplusia ni). Like the hepatitis B vaccine,
the viral antigens spontaneously assemble into a noninfectious capsid within the cell. Although the meta-
bolic pathways of insect cells differ from vertebrates, cultivation principles are similar. Insect cells do not
require surface attachment and are grown much like bacteria. However, they also lack a cell wall and are
larger and hence more fragile than vertebrate cells.

Passive antibody vaccines have been prepared up to now from human blood serum. Consequently, there
has been no need for cultivation methods beyond vaccination and conventional harvest of antibody-
containing blood from donors. Due to safety concerns over using human blood, passive vaccines will
likely be monoclonal antibodies or cocktails thereof prepared in vitro by the cultivation of hybridoma or
myeloma cell lines. This approach is under investigation for anti-HIV-1 antibodies [Emini et al., 1992].
Cultivation of these cell lines involves the same principles of animal cell cultivation as described above,
with the exception that hybridomas can be less fastidious in nutritional requirements, and they do not
require surface attachment for growth. These features will allow for defined serum-free media and simpler
cultivation vessels and procedures.

For the gene-therapy approach, the patient actually produces the antigen. A DNA polynucleotide
encoding protein antigen(s) is injected intramuscularly into the patient. The muscle absorbs the DNA and
produces the antigen, thereby eliciting an immune response [Ulmer et al., 1993]. For cultivation, produc-
tion of the DNA plasmid is the objective, which can be done efficiently by bacteria such as Escherichia coli.
Such vaccines are not sufficiently far along in development to generalize the factors that influence their
production; however, it is expected that producer cells and process conditions that favor high cell mass,
DNA replication, and DNA stability will be important. A potential beauty of this vaccination approach is
that for cultivation, purification, and formulation, many vaccines can conceivably be made by identical
processes, since the plasmids are inactive within the bacterium and possess roughly the same nucleotide
composition.

13.4.2 Downstream Processing

Future vaccines will be more highly purified in order to minimize side effects, and future improvements
will be to assist this goal. The use of chemically defined culture media will impact favorably on downstream
processing by providing a cleaner feedstock. Advances in filtration membranes and in chromatographic
support binding capacity and throughput will improve ease of purification. Affinity purification methods
that rely on specific “lock and key” interactions between a chromatographic support and the antigen will
see greater use as well. Techniques amenable to larger scales will be more important to meet increased
market demands and to reduce manufacturing costs. HPLC and other analytical techniques will provide
greater process monitoring and control throughout purification.

As seen during the evolution of diphtheria and tetanus toxoid vaccines, the trend will be to purify toxins
prior to inactivation to reduce their cross-linking with other impurities. New inactivating agents such as
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hydrogen peroxide and ethyl dimethylaminopropyl carbodiimide have been investigated for pertussis
toxin, which do not have problems of cross-linking or reversion of the toxoid to toxin status.

Molecular biology is likely to have an even greater impact on purification. Molecular cloning of proteins
allows the addition of amino acid sequences that can facilitate purification, for example, polyhistidine
or polyalanine tails for metal ion, or ion-exchange chromatography. Recent efforts also have employed
genetic manipulation to inactivate toxins, eliminating the need for the chemical treatment step.

13.4.3 Vaccine Adjuvants and Formulation

Many new subunit antigens lack the inherent immunogenicity found in the natural organism, thereby
creating the need for better adjuvants. Concomitantly, the practical problem of enhancing worldwide
immunization coverage has stimulated development of single-shot vaccine formulations in which booster
doses are unnecessary. Thus future vaccine delivery systems will aim at reducing the number of doses
via controlled antigen release and will increase vaccine efficacy by improving the mechanism of antigen
presentation (i.e., controlled release of antigen over time or directing of antigen to specific antigen-
presenting cells). Major efforts are also being made to combine antigens into single-shot vaccines to
improve immunization rates for infants, who currently receive up to 15 injections during the first 2 years
of life. Coadministration of antigens presents unique challenges to formulation as well.

Recent advances in the understanding of in vivo antigen presentation to the immune system has
generated considerable interest in developing novel vaccine adjuvants. The efficacy of an adjuvant is
judged by its ability to stimulate specific antibody production and killer cell proliferation. Developments
in biology now allow analysis of activity by the particular immune cells that are responsible for these
processes. Examples of adjuvants currently under development include saponin detergents, muramyl
dipeptides, and lipopolysaccharides (endotoxin), including lipid A derivatives. As well, cytokine growth
factors that stimulate immune cells directly are under investigation.

Emulsion and liposome delivery vehicles are also being examined to enhance the presentation of antigen
and adjuvant to the immune system [Allison and Byars, 1992; Edelman, 1992]. Controlled-release deliv-
ery systems are also being developed that encapsulate antigen inside a polymer-based solid microsphere.
The size of the particles typically varies between 1 and 300 mm depending on the manufacturing pro-
cess. Microspheres are prepared by first dissolving the biodegradable polymer in an organic solvent. The
adjuvanted antigen, in aqueous solution or lyophilized powder form, is then emulsified into the solvent-
polymer continuous phase. Microspheres are then formed by either solvent evaporation, phase-separation,
or spray-drying, resulting in entrapment of antigen [Morris et al., 1994]. The most frequently employed
biodegradable controlled-released delivery systems use FDA-approved poly(lactide-co-glycolide) copoly-
mers (PLGA), which hydrolyze in vivo to nontoxic lactic and glycolic acid monomers. Degradation rate
can be optimized by varying the microsphere size and the monomer ratio. Antigen stability during
encapsulation and during in vivo release from the microspheres remains a challenge. Other challenges to
manufacturing include encapsulation process reproducibility, minimizing antigen exposure to denaturing
organic solvents, and ensuring sterility. Methods are being developed to address these issues, including
the addition of stabilizers for processing purposes only. It should be noted that microsphere technology
may permit vaccines to be targeted to specific cells; they can potentially be delivered orally or nasally to
produce a mucosal immune response.

Other potential delivery technologies include liposomes and alginate polysaccharide and
poly(dicarboxylatophenoxy)phosphazene polymers. The latter two form aqueous hydrogels in the pres-
ence of divalent cations [Khan et al., 1994]. Antigens can thus be entrapped under aqueous conditions
with minimal processing by simply mixing antigen and soluble aqueous polymer and dripping the mix-
ture into a solution of CaCl2. The particles erode by Ca2+ loss, mechanical and chemical degradation,
and macrophage attack. For alginate polymers, monomer composition also determines the polymer’s
immunogenicity, and thus the material can serve as both adjuvant and release vehicle.

For combination vaccines, storage and administration compatibility of the different antigens must
be demonstrated. Live-organism vaccines are probably not compatible with purified antigens, since the
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former usually require lyophilization and the latter are liquid formulas. Within a class of vaccines, formu-
lation is challenging. Whereas it is relatively straightforward to adjuvant and formulate a single antigen,
combining antigens is more difficult because each has its own unique alum species, pH, buffer ion, and
preservative optimum. Nevertheless, several combination vaccines have reached the market, and others
are undergoing clinical trials.

13.5 Conclusions

Although vaccinology and manufacturing methods have come a considerable distance over the past 40
years, much more development will occur. There will be challenges for biotechnologists to arrive at safer,
more effective vaccines for an ever-increasing number of antigen targets. If government interference and
legal liability questions do not hamper innovation, vaccines will remain one of the most cost-effective and
logical biomedical technologies of the next century, as disease is prevented rather than treated.

Challenges are also posed in bringing existing vaccines to technologically undeveloped nations, where
they are needed most. This problem is almost exclusively dominated by the cost of vaccine manufacture
and the reliability of distribution. Hence it is fertile ground for engineering improvements in vaccine
production.

Defining Terms

Adjuvant: A chemical or biologic substance that enhances immune response against an antigen. Used
here as a verb, the action of combining an antigen and an adjuvant.

Antigen: A macromolecule or assembly of macromolecules from a pathogenic organism that the
immune system recognizes as foreign.

Attenuation: The process of mutating an organism so that it no longer causes disease.
Immunogen: A molecule or assembly of molecules with the ability to invoke an immune system

response.
Pathogen: A disease-causing organism, either a virus, mycobacterium, or bacterium.
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Proteins are the workhorses of the cell. With different combinations of the 20 common amino acids (and
some modification of these amino acids), proteins have been evolved with a staggering array of functions
and capabilities including: the specific binding of ligands, catalysis of complex chemical reactions, func-
tionality in extreme environments, transportation of valuable molecules, and the exhibition of diverse
structural and material properties. Therefore, there has been a long and rich body of research aimed at the
investigation of proteins and their abilities, which has been partially motivated due to their widespread
participation in disease processes.

The main thrusts in the field of protein engineering can be loosely divided into two areas. Originally,
protein engineering evolved as (1) a powerful method for the investigation and verification of hypotheses
during the study of protein functions. For example, theories that arose about the mechanisms of enzymatic
catalysis could be proven or debunked through the mutation of key amino acid side chains. This approach
has greatly enhanced our understanding and appreciation of a wide variety of protein structures and
functions.

Out of this academic pursuit, it was soon realized that these same techniques could also be used to
(2) engineer proteins for desired improvements. Proteins are generally optimized to function in their native
environments. As enzymes are to be increasingly employed in new situations, and in novel therapeutic
applications, methods for the rapid and targeted improvements of proteins are required. This chapter will
focus on the latter focus of protein engineering, and an attempt will be made to provide an overview of
the state of the art of protein engineering, especially as it pertains to the field of biomedical engineering.

14-1
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14.1 Protein Engineering Goals

When protein engineering is used to attempt to improve proteins, there are often many traits
that can be targeted for improvements. These traits can be roughly divided into four categories
(Table 14.1).

Many proteins of interest are enzymes, and the most obvious trait of an enzyme to alter is its activity.
This can involve improving the native activity of the enzyme toward a substrate, or trying to coax the
enzyme to have an activity toward an alternative substrate or to produce an alternative product. Often
natural enzymes are regulated in some way, through either feedback control or some other mechanism,
and often it is of interest to modulate this effect.

In many applications, the activity of the enzyme may be adequate, but it may be desirable to have the
enzyme function in a nonnatural environment. When these proteins are utilized in a foreign environment,
they are no longer optimized to function there. Therefore, efforts have been aimed at improving the
stability and functionality of the enzyme in the new environment. This new environment may differ
from the natural environment in temperature, pH, ionic strength, solvent chemistry, or combinations of
these.

Another area of active research is the engineering of protein expression and quality. Generally, pro-
teins that are subjected to protein engineering are no longer being expressed in their native organism.
These changes can result in low protein yields, or proteins of poor quality. For example, many pro-
teins from higher life forms often undergo posttranslational modifications during their production, and
these modifications may not be performed properly in the new expression system. Therefore, many
researchers have attempted to alter and improve the yield and quality of the recombinant protein
product.

Finally, there are several other miscellaneous protein engineering goals that do not fit into the above
categories. For example, it is clear that protein purification can be an expensive and complex procedure,
and therefore some projects are designed to simplify these steps. Another area of active research is aimed at
“humanizing” engineered proteins to decrease their tendency to illicit an immune response in therapeutic
applications.

TABLE 14.1 Traits that can be Altered Through Protein Engineering

Activity Improved catalysis with natural substrate or cofactor
Improved catalysis with nonnatural substrate or cofactor
Increased catalysis in nonnatural solvent
Improved ligand binding
Decreased effects of inhibition

Stability Increased thermostability
Increased activity in alternative pH
Increased activity in different ionic strength
Improved protein folding
Decreased susceptibility to proteolysis
Pharmacokinetics

Expression Improved expression levels in nonnatural host
Targeted expression to different cellular location
Added tags to detect protein expression
Altered posttranslational modifications

Other traits Added tags to facilitate purification
Altered tendency for polymerization
Added tags to visualize localization
Engineered allosteric binding sites
Altered isoelectric point
Decreased immunogenicity
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14.2 Preliminary Requirements

Before a protein engineering project can begin, a certain amount of information is required about the
protein of interest. First, the amino acid sequence of the protein is required. Second, the DNA sequence
that encodes the amino acid sequence is needed, as most protein engineering work is done at the DNA
level (Figure 14.1). There are several methods that can be used to obtain the DNA sequence from a source
organism, including the powerful polymerase chain reaction (PCR) [1].

Regardless of the source organism of the protein, most protein engineering work uses bacterial systems.
Therefore, once a DNA sequence is obtained, it is usually inserted into a bacterial plasmid, which is a
double-stranded circular DNA element. The plasmid generally has an origin of replication, so that the
bacterial strain can propagate the plasmid, as well as a gene encoding resistance to an antibiotic drug, such
as ampicillin. By growing the cells in the presence of the drug, they are forced to harbor the plasmid in
order to survive. The plasmid can also contain regulatory sequences to direct the expression of the target
protein.

Although not required, a third tool that can aid in the engineering of a protein is 3-dimensional (3-D)
structural information. If the protein is similar in structure to other well-studied proteins, it may be
possible to infer basic structural information through its homology to other known structures. However,
the determination of the 3-D structure of the actual protein, either using x-ray crystallography or nuclear
magnetic resonance (NMR) techniques, is ideal. This information can then be used to attempt to guide
the protein engineering effort.

Protein to be engineered

Associated DNA sequence

Newly engineered protein

Site-directed mutagenesis

Make specific mutation

Assay effect of mutation on
protein function

Combinatorial mutagenesis

Make library of mutations

Screen or select for
improved proteins

Determine specific mutations

Repeat as necessary
Repeat as necessary

FIGURE 14.1 Overview of protein engineering.
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The final requirement for the engineering of a protein is a method for assaying whether the trait(s) of the
protein have been improved. At times, this requirement can be a rate-limiting step in protein engineering.
For example, if it is desired to improve the kinetic parameters of an enzyme, it may be necessary to purify
each new mutant enzyme and perform extensive kinetic characterizations to determine the results of the
mutation.

14.3 Rational Mutagenesis

In order to actually make alterations to proteins, two main approaches have been developed and described

down” approach is taken, where a hypothesis is made about mutations at a specific location, which is often
guided by 3-D structural information, and the hypothesis is tested through the mutation of specific amino
acids and assays of the subsequent mutant proteins. This is in contrast to the combinatorial paradigms,
which are described in the next section, where a “bottom-up” approach is taken. In this approach, a library
of different mutant proteins is produced. A method is then developed to screen or select members of the
library that have an improved trait, and then the mutations that caused the improvement are determined
later. Both of these methods have been extensively used in the literature for the successful engineering of
a wide variety of important proteins.

14.3.1 Site-Directed Mutagenesis

Since it was first described in 1978 [2], many methods have been developed for the specific alteration of
a DNA sequence to create a change in a protein, which is known as site-directed mutagenesis. Currently,
one of the fastest and most flexible ways to perform site-directed mutagenesis is through the use of
the QuickChange® method from Stratagene (La Jolla, CA) (Figure 14.2). This protocol requires a pair of
complementary DNA oligonucleotides that contain the desired mutation(s) along with flanking sequences
that will hybridize to the original plasmid. A high-fidelity polymerase enzyme is added that can use the
oligonucleotides as primers to create a copy of the rest of the original plasmid. The original unmutated

Original double-
stranded

plasmid DNA
Add complimentary
mutagenic primers

Use high-fidelity polymerase
to amplify entire plasmids

Use Dpn I to digest
unmutated plasmids and

transform into E. coli

FIGURE 14.2 Overview of QuickChange® site-directed mutagenesis from Stratagene.

(1) rational mutagenesis, and (2) combinatorial methods (Figure 14.1). In rational mutagenesis, a “top-
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plasmid is then digested away, and the new mutant plasmid can be inserted back into a bacterial host. This
and other methods have reduced the chore of site-directed mutagenesis to an almost trivial laboratory
exercise.

14.3.2 Other Methods

Site-directed mutagenesis can be used to rapidly change amino acids, insert amino acids, and delete
amino acids in almost any plasmid construct. However, it is not capable of making large changes, such as
dramatic insertions, deletions, or significant rearrangements. In order to do this type of work, restriction
endonucleases can be used. These enzymes have the ability to cleave DNA at very specific recognition
sequences, and a DNA ligase can be used to reconnect the DNA sequences together. Due to the degeneracy
of the amino acid code, site-directed mutagenesis can often be used to introduce recognition sequences
for different restriction endonucleases into the plasmid, without altering the associated protein sequence.
Using these tools, it is possible to cut and paste DNA sequences in almost any way, and thus it is possible
to make fusion proteins, to swap domains of proteins, and to remove entire sections of proteins. These
techniques are also often used in the creation of libraries of mutant proteins, as described in the next
section.

14.3.3 An Example: Insulin

Rational protein engineering has been successfully used in a variety of problems of interest in biomedical
engineering. One of the first, and perhaps the most widely used examples can be found with the protein
engineering of human insulin for the treatment of diabetes [3]. Native insulin has evolved to form dimers
and hexamers, so that it can be produced and stockpiled in the pancreas before it is needed for release in
the body. When purified insulin is injected subcutaneously following a meal as a treatment for diabetes,
only the active monomer form is desired, and thus the formation of dimers and hexamers can slow
absorption. This has been addressed using site-directed mutagenesis to introduce repulsive charges and
steric hindrances at the dimer interface, in order to reduce the tendency of human insulin to self-assemble.
This work has led to insulin monomers that have an increased rate of absorption, and thus a produce a
preferable postprandial plasma concentration profile [4].

14.4 Combinatorial Methods

Site-directed mutagenesis has been a valuable method for the engineering of many proteins, but a signi-
ficant limitation on this technique is that it can be difficult to know what mutations should be made in
order to obtain a desired functionality. For example, in order to increase the thermostability of a protein,
it is not clear by looking at a 3-D structure which amino acid side chains will affect this trait. In addition,
improvements made in the thermostability of the enzyme may adversely affect other properties of the
protein, such as enzymatic activity. Therefore, there has been a good deal of interest in combinatorial
methods for protein engineering, which can be used to sample a large area of the protein solution space,
and thus rapidly identify proteins with desired functionalities.

The combinatorial methods generally require two separate protocols. First, a method is designed to
generate a combinatorial library, such that it is diverse enough to include the desired protein solutions.
Second, a method is chosen to isolate the best solutions from this library and identify the resulting
mutations.

14.4.1 Library Construction

There are several methods available for the generation of the mutant libraries. If the protein or peptide
is very small, or if it is desired to randomize only a small part of a protein, then it can be possible to
produce a library with random combinations of the 20 amino acids at specific locations [5]. Of course,
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Saturation mutagenesis Error-prone PCR

Gene shuffling

FIGURE 14.3 Comparison of methods used to generate mutant protein libraries. Symbols represent different codons.

this procedure, known as saturation mutagenesis (Figure 14.3), is not possible with large numbers of amino
acids, as the possible members of library will grow unmanageable very rapidly.

Alternative methods have been described which aim to mimic the process of natural evolution. One
way to accomplish this is to repeatedly amplify the native DNA sequence using PCR, but under suboptimal
conditions [6]. This will cause the polymerase enzyme to make mistakes at a known error-rate, and thus
a library with small random changes throughout the protein will be created (Figure 14.3). One of the
significant limitations of this error-prone PCR approach is that the mutations are often conservative, and
that amino acid insertions and deletions cannot occur.

Probably the most interesting protocol for library construction is modeled after sexual homologous
recombination. In this method, the native DNA sequence is combined with similar DNA sequences.
These other sequences can encode for similar proteins found in alternative organisms, proteins that have
slightly different activities, and even proteins that were already created through other protein engineering
methods (like error-prone PCR). The sequences are then randomly fragmented and allowed to reassemble,
such that pieces of the different parent sequences are combined together to make random chimeras. This
process, known as gene shuffling, allows for a greater sampling of the possible sequence space, and it can
permit large amino acid changes, insertions, and deletions [7,8] (Figure 14.3). Following the first reports
of gene shuffling, other techniques have been developed to extend and improve the methods for making
random chimeras from even distantly related DNA sequences [9].

14.4.2 Screening and Selection Methods

Once a strategy is chosen for the construction of the library, a method must be employed in order
to determine which proteins (and ultimately which mutations) exhibit an improvement in the desired
trait(s). This can be accomplished in two ways, either through a (1) screening method, where members
of the library are randomly interrogated for desired improvements, or (2) a selection method, where
the library is enriched to only contain members that display improvements which are then screened.
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TABLE 14.2 Methods for Associating Protein Libraries with
Their Cognate DNA Sequences

Replicate libraries Stamped copies of agar plates
Duplicates of multi-welled plates

Physical linkages Phage display
Bacterial cell surface display
Yeast cell surface display
Mammalian cell surface display
Ribosomal display
Plasmid display

Compartmentalization Cellular pathways
In vitro emulsions
n-Hybrid systems

Source: From Lin, H. and Cornish, V.K. Angew Chem. Int. Ed.
Engl. 41: 4402–4425, 2002. With permission.

This decision will depend on the nature of the trait that is to be improved, as well as the format of the
protein library.

Once a newly improved peptide or protein is identified from the library, by either a selection or a
screen, the sequence of the new protein will be desired. Since it can be difficult or impossible to amplify
and sequence the protein directly, it is generally preferred to use the DNA for amplification and sequencing.
Therefore, several methods have been described for use in selection or screening where the mutant protein
libraries are somehow associated with their cognate DNA sequences (Table 14.2) [10].

In the simplest case, the protein and DNA are compartmentalized together naturally in a cell. If the
desired trait can be assessed through phenotypic selection, without disrupting the cell, then it can be fairly
straightforward to select for cells exhibiting the desired improvements, and then sequence the DNA for
the responsible mutations.

If the cell needs to be destroyed in order to assay the performance of the new proteins, then replicate
libraries of cells with assigned addresses can be constructed, so that one copy can be used for a functional
assay and the other copy can be used for sequence identification. In this approach, a selection is often not
possible, and screening techniques are used.

Finally, if the trait to be altered needs to be measured outside of the cell, like the binding of a ligand, then
there are several methods available to physically link the expressed mutant proteins to their mutant DNA
sequences. This can be accomplished using display techniques, where the mutant proteins are displayed on
the surface of a DNA carrying vehicle, such as a virus (phages), bacteria, yeast, mammalian cell, ribosome,
and even the plasmid DNA itself. These methods are very amenable to a selection protocol, and then the
attached vehicle can be used to retrieve the DNA sequence of the displayed proteins.

14.4.3 Some Examples

In order to perform combinatorial mutagenesis, the final protocol will depend on the nature of the trait
chosen for improvement. In one of the earliest examples of combinatorial mutagenesis, error-prone PCR
was used to generate a library of mutant subtilisin E proteases. A replicated library method was used to
screen colonies that secreted enzymes with improved activity in an organic solvent [11]. More recently, by
using both error-prone PCR and gene shuffling, combined with yeast cell surface display, it was possible
to select single-chain antibodies with femtomolar binding affinities [12].

As these techniques have been improved, reports have started to appear describing the evolution of
enzymes with medical applications. A recent paper has reported the gene shuffling of over 20 human
interferon-α genes and the use of phage display, which was used to select mutant cytokines that demon-
strated superior antiviral and antiproliferation activities in a mouse cell assay [13]. In an other recent work,
a butyrylcholinesterase (BChE) enzyme has been evolved using a mammalian cell expression system to
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improve its natural ability to metabolize cocaine, which could be used as a treatment for both acute cocaine
overdose and addiction [14].

14.5 Assessment of Improvements and Cycle Repetition

Once mutant proteins are produced, either rationally or combinatorially, the new proteins need to be
characterized in order to determine the full effects of the underlying mutations. It has been repeatedly
shown that improvements in one trait can come at the cost of another trait. This can be especially true
in combinatorial methods, where “you get what you screen for.” Once the effects of the mutations are
understood, the process is repeated in order to produce further improvements in the protein of interest.
In some cases, it may also be useful to combine the methods or protein engineering. For example,
combinatorial methods may suggest an area in the protein that should be further investigated using
site-directed mutagenesis.

14.6 Conclusions

In the past 25 years, protein engineering has evolved as a powerful tool for the study and manipulation
of proteins, and this young field has already produced many important results in the basic sciences, as
well as in the applied disciplines [15]. With the completion of the human genome project, there is an
intensified interest in the elucidation of new protein structures and functions, and protein engineering will
play an important role in these efforts. In addition, as combinatorial methods are improved and possibly
combined with traditional site-directed mutagenesis, it seems likely that proteins displaying even greater
deviations from nature’s palette will be constructed. A powerful example of this potential can be seen in
the recent report of the use of saturation mutagenesis and phage display to use the lipocalin protein as a
scaffold for the generation of completely de novo binding proteins [16,17]. The creation of new proteins,
with new functionalities, will undoubtedly lead to novel and improved proteins for therapeutic uses, as
well as novel proteins that will play pivotal roles in other medical advances. The combination of protein

and creating new proteins as participants in synthetic metabolic pathways.
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Cellular metabolism is an intricate and highly evolved chemical network that allows a cell or organism to
extract and utilize material from its environment to make useful products including primary metabolites,
secondary metabolites, and high-energy molecules. The study of the metabolic capabilities of different
cells has been an active area of inquiry for many years. Recently, the field of Metabolic Engineering has
evolved, which allows for (a) the quantitative modeling and characterization of metabolic networks, and
(b) the engineering of metabolic networks to bring about a desired new goal. Metabolic engineering was
originally developed and applied for use in prokaryotic systems, but recently it has been increasingly
applied to eukaryotic systems and problems of biomedical interest.

Metabolic engineering is a relatively young field, and as it has evolved, some general principles and
techniques have emerged. In particular, several mathematical modeling techniques have been developed,
including Metabolic Flux Analysis (MFA) and Metabolic Control Analysis (MCA). These techniques
allow for the quantitative characterization of the cellular metabolism in either normal or perturbed states.
These approaches can be used to both suggest strategies for, and interpret the results of, metabolic pathway
engineering.

Advances in the field of molecular biology have resulted in a set of highly effective tools for the
rational alteration of metabolic pathways. Using these tools and techniques, including recombinant DNA
technology, gene therapy, and antisense DNA techniques, it is possible to add, remove, and fundamentally
alter metabolic pathways in almost any cell type. These approaches can be used to create cells and organisms
with nonnatural metabolic abilities, which can be used in both biotechnology and biomedicine.

Metabolic engineering is inherently multidisciplinary, combining knowledge and techniques from
cellular and molecular biology, biochemistry, chemical engineering, mathematics, computer science, and
physiology. The purpose of this chapter is to provide an overview of the main themes in metabolic

15-1
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engineering, as well as to describe the state of the art of metabolic engineering as it pertains to biomedical
engineering.

15.1 Metabolic Engineering Goals

The first goal of metabolic engineering is the quantitative modeling of metabolic pathways. For simple
metabolic networks, sophisticated mathematical modeling of the network can yield a platform that can be
used to predict the behavior of the system under different conditions. For example, an elaborate kinetic
model of red blood cell metabolism has been constructed that can be used to explore the response of the
cells to different environments [1]. For more complex metabolic systems, this approach may prove to
be prohibitively difficult due to the extensive experimental work required to thoroughly characterize
the kinetic behavior of the enzymes in the network. Therefore, other modeling techniques have been
developed to provide insights into different metabolic states, as well as levels of control in metabolic
networks. For example, several of these alternative approaches have been used to study hepatic metabolism
under different physiological conditions [2–4].

The second goal of metabolic engineering is the directed improvement of existing metabolic pathways
to reach a desired goal. This generally involves adding, changing, or deleting a reaction in a metabolic net-
work to overcome potential bottlenecks and improve the production of a desired product. For biomedical
applications, this approach has been generally applied for two reasons: for the introduction of meta-
bolic pathways that are missing for genetic reasons (inborn errors of metabolism) and for the creation
of new metabolic pathways in order to advance a cure for a disease. The expression of liver phenyl-
alanine hydroxylase in the muscles of mice as a potential cure for genetic phenylketonouria represents
a combination of these approaches [5].

15.2 Metabolic Networks and Flux Measurements

Before the goals of metabolic engineering can be pursued, basic information about the metabolic network
is required as well as the experimental measurements of metabolic fluxes through the network.

15.2.1 Network Construction

The metabolic network in a cell is a complex and nonlinear system that has evolved for specific functions.
This network generally includes central carbon metabolism, energy conversion, secondary metabolite
production, transport reactions, regulatory mechanisms, etc. The metabolic networks for many important
cell types are well understood and available in the literature [6]. However, sometimes a cell or organ
system has extensive metabolic capabilities, but only a subset of these functions is active under different
conditions. For example, a hepatocyte is capable of both gluconeogenesis and glycolysis, but only one
of these metabolic pathways is dominant at any given time. Therefore, the metabolic network is often
tailored to best reflect the expected network behavior.

In some cases, only limited information is available about the metabolic network in the cell. This can
occur when exotic organisms are employed in biotechnology applications, or when exotic pathogens are
studied, and this may require extensive network characterizations before the capabilities of the network
can be investigated. Recently, genome sequencing has been used as a tool to assist in these efforts [7].
It may be possible to use genomic data to help to identify enzymes that participate in a new metabolic
pathway.

15.2.2 Flux Measurements

In order to begin the modeling and eventual improvement of a metabolic network, experimental measure-
ments of the fluxes through the network are required. The flux through a given pathway is a central concept
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TABLE 15.1 Techniques of Metabolic Engineering

Metabolic flux measurements
Measurement of external metabolite fluxes
In vivo NMR
Isotopomer analysis

Metabolic pathway modeling
Metabolic flux analysis
Extreme pathway analysis and elementary mode analysis
Metabolic control analysis
Kinetic modeling
Biochemical systems theory
Cybernetic modeling

Metabolic pathway alterations
Cellular transfection
Viral gene delivery
Antisense technology
RNA interference

in metabolic engineering, and it is defined as the amount of material that moves between metabolic pools
per unit time. Some of these metabolic fluxes occur strictly inside of the cell, and others occur across the
cellular boundary. Several tools and techniques haven been developed to assist in the measurement of
metabolic fluxes (Table 15.1).

The simplest method for obtaining flux data is to directly measure the uptake or release of selected
metabolites by the cells or tissue systems. For example, it is fairly easy to measure the uptake of glucose by
cells in a bioreactor. Once the external metabolite fluxes are obtained, the modeling techniques described
in the following sections can be used to estimate the associated internal metabolic fluxes.

The measurement of internal metabolic fluxes is more difficult. The direct measurement of intracellular
fluxes is possible with in vivo nuclear magnetic resonance (NMR) spectroscopy. However, the inherent
insensitivity of NMR limits its applicability. An improvement over this approach can be found with
isotopic tracer techniques [8]. In isotope tracer methods the cells to be studied are provided with a
substrate specifically labeled with a detectable isotope (usually 14C or 13C). The incorporation of label
into cellular material and by-products is governed by the fluxes through the biochemical pathways. The
quantity and distribution of label is measured and combined with knowledge of the metabolic network
to estimate some of the intracellular fluxes. The choices of substrate labeling patterns, as well as which
by-products to measure, are guided by careful analysis of the assumed biochemical network. These
experiments are usually performed at isotopic steady state so that the flow of isotope into each atom of a
metabolite equals the flux out. For the nth atom of the kth metabolite the flux balance is [9]:

∑
i

Vi,k Si(m) = Sk(n)
∑

o

Vo,k (15.1)

where Si(m) is the specific activity of the mth atom of the ith metabolite, which contributes to the
labeling of the nth atom of the kth metabolite, Sk(n). Vi,k and Vo,k are the input and output fluxes
of the kth metabolite, respectively. The system of equations represented by Equation 15.1 can be solved
for the fluxes (Vi,k , Vo,k) from measurements of the specific activities. A similar analysis can be applied
to the isotope isomers, or isotopomers, yielding more information from a single experiment. Isotopomer
analysis is not just concerned with the average enrichment of individual atoms. Instead, it involves
quantifying the amounts of the different isotopomers, which occur at a specific metabolic state. The
isotopomer distribution contains more information than that obtained from positional enrichments,
making it generally a more powerful technique. Both mass spectrometry and NMR can be used to analyze
isotopomer distributions.
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15.3 Modeling of Metabolic Networks

Once a metabolic network has been defined and some metabolic fluxes (either external and internal)
have been measured, several mathematical modeling tools have been developed to advance our under-

insights into the operation of the metabolic network as well as to generate targets for directed pathway
improvements.

15.3.1 Metabolic Flux Analysis

If enough fluxes are measured at a metabolic steady state, MFA [11,12] can be used to estimate the fluxes
through the remainder of the metabolic reaction network (Figure 15.1). This analysis is powerful because
only the stoichiometry of the biochemical reaction network is required, and no knowledge of the chemical
reaction kinetics is needed. MFA is usually formulated as a matrix equation:

dX

dt
= STM = 0 (15.2)
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A biochemical
network is obtained

Some metabolic
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is used to estimate
unmeasured fluxes

FIGURE 15.1 The steps involved for the application of MFA. First a suitable biochemical network is obtained from
the literature or from direct experimentation. Some metabolic fluxes are measured, either directly or by isotopomer
techniques. MFA is then used to estimate the values of the unmeasured fluxes in the network based upon the measured
metabolic fluxes in a manner analogous to Kirchoff ’s current law.

standing of the metabolic network (Table 15.1) [10]. The applications of these tools can provide valuable
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where X is a vector of metabolite concentrations, ST is the matrix of stoichiometric coefficients for
the biochemical network, and M is a vector of the metabolic fluxes. A pseudo steady state is assumed,
so that the metabolic pool sizes are not significantly changing, and thus the equation can be set to zero.
The equation can then be decomposed into the measured (M) and unmeasured (C) metabolic fluxes
(Equation 15.3).

0 = STM = ST
MMM + ST

CMC (15.3)

And this equation can be used to solve for the vector of unmeasured metabolic fluxes (Equation 15.4).

MC = −(ST
C)
−1ST

MM T
M (15.4)

In order to obtain a unique solution to this system, a minimal number of measured fluxes are required.
If the system is underdetermined, it is possible to gain insight into the behavior of the system using linear
programming and objective functions [13].

In order to extract more information from the steady-state flux model, extreme pathway analysis (EPA)
and elementary mode analysis (EMA) have been developed [14,15]. In these approaches, the metabolic
reaction network is decomposed into a collection of small irreversible functional pathways. When these
pathways are weighted and superimposed back together, they are able to form the original metabolic
flux network. By examining the elementary pathways, and using linear optimization tools, it is possible to
better explore the metabolic capabilities of a network, and this can also be used to suggest useful metabolic
pathway alterations.

15.3.2 Metabolic Control Analysis

MFA and related techniques are able to provide insight into the steady-state behavior of the biochemical
network, but it is often of interest to explore levels of control within the network. Metabolic control
analysis (MCA) grew from the work originally presented by Kacser and Burns [16] and Heinrich and
Rapoport [17]. MCA provides a framework for analyzing and quantifying the distributed control that
enzymes exert in biochemical networks.

In the discussion that follows, a metabolic network consists of enzymes (e), metabolites (X), substrates
(S), and products (P). For simplicity, we assume that the reaction rate, vi , is proportional to the enzyme
concentration, ei . If this is not true then some modifications of the analysis are required [18]. The
concentrations of the products and substrates are fixed but the metabolite concentrations are free to
change in order to achieve a steady state flux, J . An example of a simple, unbranched network is:

S→
e1

X1→
e2

X2→
e3

X3→
e4

P

MCA is essentially a sensitivity analysis, which determines how perturbations in a particular parameter
(usually enzyme concentration) affect a variable (like steady-state flux). The measures of the sensitivities
are control coefficients defined as follows:

CJ
ei
≡ ei

J

∂J

∂ei
= ∂ ln |J |
∂ ln ei

(15.5)

The flux control coefficient, CJ
ei

, is a measure of how the flux J changes in response to small perturbations
in the concentration or activity of enzyme i. The magnitude of the control coefficient is a measure of how
important a particular enzyme is in the determination of the steady-state flux. The summation theorem
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relates the individual flux control coefficients:

∑
i

C J
ei
= 1 (15.6)

A large value for C J
ei

indicates that an increase in the activity of enzyme i (ei) should result in a large
change in the metabolic flux. Thus, enzymes with large flux control coefficients may be good targets for
metabolic pathway alterations. Often, there are several enzymes in a network with comparably large C
values indicating that there is no single rate-limiting enzyme.

The challenge in analyzing a metabolic network is the determination of the flux control coeffi-
cients. It is possible to determine them directly by “enzyme titration” combined with the measurement
of the new steady-state flux. For in vivo systems this would require alteration of enzyme expression
through an inducible promoter and is not very practical for a moderately sized network. A more com-
mon method of altering enzyme activities involves titration with a specific inhibitor. However, this
technique can be complicated by nonspecific effects of the added inhibitor and unknown inhibitor
kinetics.

Although the control coefficients are properties of the network, they can be related to individual enzyme
kinetics through elasticity coefficients. If a metabolite concentration, X , is altered, there will be an effect
on the reaction rates in which X is involved. The elasticity coefficient, εvi

X , is a measure of the effect changes
in X has on vi, the rate of reaction catalyzed by enzyme ei :

ε
vi
X ≡

X

vi

∂vi

∂X
= ∂ ln vi

∂ ln X
(15.7)

The flux control connectivity theorem relates the flux control coefficients to the elasticity coefficients:

∑
i

CJ
ei
ε

vi
Xk
= 0 for all k (15.8)

In principle, if the enzyme kinetics and steady-state metabolite concentrations are known, then it is
possible to calculate the elasticities and through Equation 15.8 determine the flux control coefficients.

This traditional approach of MCA can be considered to be “bottom up” since all of the individual
enzyme flux control coefficients are determined in order to describe the control structure of a large
network. A “top down” approach has also been described, which makes extensive use of lumping of
reactions together to determine group flux control coefficients [19]. These can give some information
about the overall control of a metabolic network, without its complete characterization.

Consider a simple, multi-reaction pathway:

S → → → X → → → P

produces X consumes X

J1 J2

The reactions of a metabolic network are divided into two groups, those that produce a particular
metabolite, X , and those that consume it. By manipulating the concentration of X , and measuring the
resulting fluxes, J1 and J2, “group” or “overall” elasticities, ∗ε, of the X producers and X consumers can
be determined. Application of the connectivity theorem (Equation 15.8) then permits the calculation of
the group control coefficient for both groups of reactions. Each pathway can subsequently be divided
into smaller groups centered around different metabolites and the process repeated. The advantage of
the top-down approach is that useful information about the control architecture of a metabolic network
can be obtained more quickly. This approach is particularly appropriate for highly complex systems like
organs or even whole body metabolism [20].
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15.3.3 Kinetic Models

Both MFA and MCA can provide detailed insights into the behavior of a metabolic network, but neither
of these techniques requires kinetic information about the enzymes in the metabolic network, and thus
they cannot be predictive. For simple metabolic networks, containing a few enzymes, it may be possible to
measure the enzyme kinetics and then produce a predictive model of metabolism [21]. But for large net-
work systems, this would be prohibitively difficult. Therefore, simplifying approaches have been suggested.
In Biochemical Systems Theory (BST), metabolic reaction rates are modeled as power-law expressions
[22]. In the Cybernetic approach, some kinetic information is combined with cybernetic variables, which
are used to regulate the metabolic network according to objective functions [23]. These techniques require
large assumptions about the behavior of the metabolic network, but the predictive power of the models
can be highly useful in the design of metabolic pathway improvements.

15.3.4 Examples

The modeling techniques developed for metabolic engineering have been used in several cases to yield
valuable information about the metabolic states of different cells, tissues, and organ systems of biomedical
interest. For example, MFA has been used to characterize the metabolic response exhibited by the liver
several days following a moderate burn injury [3,24]. MCA has been applied to the study of a variety
of physiological conditions including cardiac function during reduced coronary blood flow (hibernating
myocardium) [25], mitochondrial diseases [26], and even whole body metabolism [20]. EPA and BST have
both been used to study erythrocyte metabolism [27,28]. Although these different modeling techniques
have predominantly been used in biotechnology applications, it is becoming clear that these techniques
will enjoy increased application in biomedical research as metabolic engineering is utilized to investigate
medically relevant problems.

15.4 Metabolic Pathway Engineering

The second goal of metabolic engineering is to create new metabolic pathways that are able to perform
desired new functions. This process can involve the insertion of new enzymes or changes in expression
and regulation of existing enzymes in a metabolic pathway.

The diversity of biochemical reactions found in nature for use in pathway additions is quite extensive,
with many enzymes being unique to particular organisms. Pathways can be constructed that are similar
to those found in alternative organisms or it is possible to construct metabolic networks that perform a
specific transformation not found anywhere in nature. The possibilities are even further increased when
enzymes that have been engineered to have nonnatural abilities (protein engineering) are used. When
exploring the possibility of synthesizing new biochemical pathways, there are several key issues that may
need to be addressed. Given a database of possible enzymatic activities and a choice of substrate and
product, one must first generate a complete set of possible biochemical reactions that can perform the
desired conversion. Once they are generated, the set of possible biochemical pathways must be checked for
thermodynamic feasibility and evaluated in terms of yields, cofactor requirements, and other constraints
that might be present.

The addition of new biochemical pathways, or the modification of existing pathways, is likely to affect
the rest of the cellular metabolism. The new or altered pathways may compete with other reactions for
intermediates or cofactors. To precisely predict the impact of the manipulation of a metabolic network
is virtually impossible since it would require a perfect model of all enzyme kinetics and of the control
of gene expression. However, attempts have been made to develop modeling techniques to predict the
behavior of altered organisms [29].

The tremendous growth in molecular biology in the last several decades has produced a host of tools
and techniques that have greatly simplified the process of metabolic pathway construction (Table 15.1).
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There have been many examples of creating new metabolic pathways in bacterial systems, but more
recently there has been an increase in the examples of pathway manipulation for medical applications.

15.4.1 Recombinant DNA

Traditional recombinant DNA techniques are very flexible and are powerful tools for implementing specific
metabolic changes. The first step is the isolation of the DNA that encodes an enzyme of interest. The
cloning of the genes encoding specific enzymes from host cells has become a relatively routine procedure,
and a description of this procedure lies outside of the scope of this chapter. Once new genes are cloned,
they can easily be combined with different promoter sequences, which can then direct the regulation and
expression of the new enzyme in the new cellular host.

Once a gene and promoter are obtained, the recombinant gene must be inserted into the new host cell
[30]. This is a straightforward procedure when working with prokaryotic systems, but it becomes more
complex in eukaryotic applications. Traditional techniques for genetic manipulation generally require the
host cells to be cultured in vitro. The foreign DNA can then be introduced into the cultured cells through
different transfection protocols, including Ca2PO4 precipitation, electroporation, and lipofection. The
foreign DNA sequence also generally contains a selectable marker, so that the few cells that incorporate
the new DNA stably into the genome are retained through selection of the marker. Once a cell line is
produced that permanently contains the desired new metabolic alterations, it can be reinserted into its
proper environment as part of a therapeutic advance.

15.4.2 Viral Gene Delivery

A major drawback in the use of the traditional recombinant DNA techniques is the inability to insert
foreign DNA in vivo. This problem has been addressed through the development of viral gene delivery
techniques. In these approaches, viral-based vectors are used (retrovirus, adenovirus, adeno associated
virus, etc.), which are able to infect targeted cells, and stably insert foreign DNA into the cells. This has
tremendous advantages in that it can be used in vivo, and it is especially well suited to the correction of
inborn errors of metabolism. As the safety and efficacy of these approaches are improved, it is quite likely
that it will be possible to use this approach to manipulate other valuable metabolic pathways [31].

15.4.3 Genetic Interference

The previous techniques are mostly used for the addition of metabolic pathways to cells, but sometimes it is
desirable to decrease the activity of an enzyme in a pathway. One way this can be accomplished is through
the use of antisense technology [32,33]. This can be accomplished in a transient fashion, through the
introduction of antisense DNA sequences that are complimentary to the mRNA sequence of the targeted
gene. This forms an RNA/DNA hybrid that will stall the translation of the targeted gene. This effect can
also be obtained in a permanent fashion through the transfection of the antisense DNA under the control
of a promoter. This will result in the production of antisense RNA that will also bind to the targeted
mRNA to halt gene expression.

Recently, there has been a great deal of interest in RNA interference (RNAi) [32,34]. In this technique,
short double stranded RNA is introduced into cells, or hairpin RNA sequences are stably expressed in

interfering RNAs (siRNAs). These are incorporated into an enzymatic RNA-induced silencing complex
(RISC) that is activated with ATP and is able to mediate the cleavage of the target mRNA. This technique
has already been used in a high-throughput screen to explore the loss of function of genes in mammalian
cells [35] and it is clear that this technique will soon have a large impact on the engineering of metabolic
pathways.

cells (Figure 15.2). The double stranded RNA is then processed by the Dicer enzyme to produce short
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DicerDicer

Double stranded RNA Hairpin RNA

RISC

RISC∗

Target mRNA cleavage

FIGURE 15.2 The mechanism of RNA interference (RNAi). Exogenous double stranded RNA or endogenous hairpin
RNA is cleaved by Dicer to make short interfering RNAs (siRNAs). These are incorporated into the RNA-induced
silencing complex (RISC). Upon activation with ATP, the siRNA unwinds and the RISC∗ complex mediates the
cleavage of the target mRNA.

15.4.4 Examples

Metabolic pathway engineering has been applied to several medically relevant problems. A good deal
of work has been aimed at creating a metabolic pathway capable of dopamine production as a cure for
Parkinson’s disease. In one approach, fibroblasts have been cultured in vitro, a portion of the pathway for
dopamine production has been introduced into the cells, and the cells have been implanted in an animal
model of Parkinson’s [36]. In an alternative approach, viral gene delivery has been used to introduce
three enzymes required for dopamine production directly into the brains of a Parkinson’s animal model
[37]. Metabolic pathway engineering has also been used to attempt alternative treatments for Diabetes.
Insulin expression has been engineered into non-insulin-producing cells [38], and glucose sensitivity has
been engineered into insulin-producing cells [39]. As the tools and techniques for metabolic pathway
engineering are improved, it is likely that these approaches will be expanded in order to attempt to bring
new treatments to other diseased states.

15.5 Summary

Metabolic engineering has evolved rapidly in the past few years as an exciting and multidisciplinary field
that allows for the quantitative characterization of cellular metabolism as well as the directed manipulation
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of cellular metabolism. With these techniques, it has already been possible to insert novel biochemical
pathways into simple cells. A striking example of this is the creation of a yeast cell line that functions
with an expanded genetic code [40]. As the tools and techniques of metabolic engineering are expanded,
improved, and more widely implemented, it is clear that these approaches will increasingly impact the
biomedical community.
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Since the publication of the second edition of the Biomedical Engineering Handbook, the use of monoclonal
antibodies for research, diagnostic, and therapeutic applications has continued to increase at a rapid rate.
The production of chimeric, humanized, and human antibodies for therapeutic applications is now the
norm, and the fruits of these approaches are reflected in the increased rate of clinical success, in comparison
to murine monoclonal antibodies. The objective of this chapter is to provide the reader with a fundamental
understanding of monoclonal antibodies and their engineered fragments. In doing so, we have sought
to maintain the historical perspective provided in the second edition, through references to the seminal
works in the field, while further supplementing the text with the more recent therapeutic and diagnostic
applications.

Antibodies are a class of topographically homologous multidomain glycoproteins produced by the
immune system that displays a remarkably diverse range of binding specificities. The primary repertoire
of antibodies consists of approximately 109 different specificities, each of which can be produced by an
encounter with the appropriate antigen. This diversity is produced by a series of genetic events, each of
which plays a role in determining the final function of the antibody molecule. After the initial exposure to
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the antigen, additional diversity occurs by a process of somatic mutation so that, for any selected antigen,
about 104 new binding specificities are generated. Thus, the immunologic repertoire is the most diverse
system of binding proteins in biology. Antibodies also display remarkable binding specificity. For example,
it has been shown that antibodies are able to distinguish between ortho-, meta-, and para-forms of the
same haptenic group [Landsteiner, 1945]. This exquisite specificity and diversity make antibodies ideal
candidates for diagnostic and therapeutic applications.

Originally, the source of antibodies was antisera, which by their nature are limited in quantity and
heterogeneous in quality. Antibodies derived from such sera are termed polyclonal antibodies. Polyclonal
antibody production requires methods for the introduction of immunogen into animals, withdrawal of
blood for testing the antibody levels, and finally exsanguination for collection of immune sera. These
apparently simple technical requirements are complicated by the necessity of choosing a suitable species
and immunization protocol that will produce a highly immune animal in a short time. Choice of animal
is determined by animal housing facilities available, amount of antiserum required (a mouse will afford
only 1.0 to 1.5 ml of blood; a goat can provide several liters), and the amount of immunogen available
(mice will usually respond very well to 50 µg or less of antigen; goats may require several milligrams).
Another consideration is the phylogenic relationship between the animal from which the immunogen
is derived and that used for antibody production. In most cases, it is advisable to immunize a species
phylogenetically unrelated to the immunogen donor, and for highly conserved mammalian proteins,
nonmammals (e.g., chickens) should be used for antibody production. The polyclonal antibody elicited
by an antigen facilitates the localization, phagocytosis, and complement-mediated lysis of that antigen;
thus the usual polyclonal immune response has clear advantages in vivo. Unfortunately, the antibody
heterogeneity that increases immune protection in vivo often reduces the usefulness of an antiserum for
diagnostic and therapeutic applications. Conventional heterogeneous antisera vary from animal to animal
and contain undesirable nonspecific or cross-reacting antibodies. Removal of unwanted specificities from
a polyclonal antibody preparation is a time-consuming task, involving repeated adsorption techniques,
which often results in the loss of much of the desired antibody and seldom is very effective in reducing
the heterogeneity of an antiserum.

After the development of hybridoma technology [Kohler and Milstein, 1975], a potentially unlim-
ited quantity of homogeneous antibodies, with precisely defined specificities and affinities (monoclonal
antibodies), became available. This resulted in a step change in the utility of antibodies. Monoclonal
antibodies (mAbs) have gained increasing importance as reagents in diagnostic and therapeutic medicine,
in the identification and determination of antigen molecules, in biocatalysis (catalytic antibodies), and in
affinity purification and labeling of antigens and cells.

16.1 Structure and Function of Antibodies

Antibody molecules are essentially required to carry out two principal roles in the immune response.
First, they recognize and bind nonself or foreign material (antigen binding). In molecular terms, this
generally means binding to structures on the surface of the foreign material (antigenic determinants)
that differ from those on the host. Second, they trigger the elimination of foreign material (biologic
effector functions). In molecular terms, this involves binding of effector molecules (such as complement)
to the antibody–antigen complex to trigger elimination mechanisms such as the complement system and
phagocytosis by macrophages and neutrophils.

In humans, five major immunoglobulin classes have been identified, which include immunoglobulins
G (IgG), A (IgA), M (IgM), D (IgD), and E (IgE). With the exception of IgA (dimer) and IgM (pentamer),
all other antibody classes are monomeric. The monomeric antibody molecule consists of a basic four-

chains (H). They are held together by interchain disulfides, and the two heavy chains are held together by
numerous disulfides in the hinge region. The light chains have a molecular weight of about 25,000 Da,
while the heavy chains have a molecular weight of 50,000 to 77,000 Da, depending on the isotope. The light

chain structure, as shown in Figure 16.1. There are two distinct types of chains: the light (L) and heavy
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FIGURE 16.1 The structure of a monomeric antibody molecule.

chains can be divided into two subclasses, kappa (κ) and lambda (λ), based on their structures and amino
acid sequences. In humans, about 65% of the antibody molecules have κ chains, whereas in rodents,
they constitute over 95% of all antibody molecules. The light chain consists of two structural domains:
the carboxy-terminal half of the chain is constant except for certain allotypic and isotype variations and
is called the CL (constant: light chain) region, whereas the amino-terminal half of the chain shows high
sequence variability and is known as the VL (variable: light chain) region. The heavy chains are unique
for each immunoglobulin class and are designated by the Greek letter corresponding to the capital letter
designation of the immunoglobulin class (α for the H chains of IgA, γ for the H chains of IgG). IgM and
IgA have a third chain component, the J-chain, which joins the monomeric units. The heavy chain usually
consists of four domains: the amino-terminal region (∼110 amino acid residues) exhibits high sequence
variability and is called the VH (variable: heavy chain) region, whereas there are three domains called CH1,
CH2, and CH3 in the constant part of the chain. The CH2 domain is glycosylated, and it has been shown
that this glycosylation is important in some of the effector functions of antibody molecules. The extent
of glycosylation varies with the antibody class and the method of its production. In some antibodies
(i.e., IgE and IgM), there is an additional domain in the constant part of the heavy chain called the CH4

region. The hinge region of the heavy chain (found between the CH1 and CH2 domains) contains a large
number of hydrophilic and proline residues and is responsible for the segmental flexibility of the antibody
molecule.

All binding interactions with the antigen occur within the variable domains (VH and VL). Each variable
domain consists of three regions of relatively greater variability, which have been termed hypervariable
(HV) or complementarity-determining regions (CDRs) because they are the regions that determine spe-
cificity for a particular antigen. Each CDR is relatively short, consisting of 6 to 15 residues. In general,
the topography of the six combined CDRs (three from each variable domain) produces a structure that is
designed to accommodate the particular antigen. The CDRs on the light chain include residues 24–34 (Ll),
50–56 (L2), and 89–73 (L3), whereas those on the heavy chain include residues 31–35 (H1), 50–65 (H2),
and 95–102 (H3) in the Kabat numbering system. The regions between the hypervariable regions are
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called the framework regions (FRs) because they are more conserved and play an important structural role.
The effector functions are, on the other hand, mediated via the two C-terminal constant domains, namely,
the CH2 and CH3.

Each variable region is composed of several different genetic elements that are separate on the germ
line chromosome but rearrange in the B-cell to produce a variable-region exon. The light chain is com-
posed of two genetic elements, a variable (V) gene and a joining (J) gene. The Vκ gene generally encodes
residues 1 to 95 in a kappa light chain, and the Jκ gene encodes residues 96 to 107, which is the carboxyl
end of the variable region. Thus the kappa variable gene encodes all the first and second hypervariable
regions (Ll and L2), and a major portion of the third hypervariable region (L3). In humans, there are
approximately 76 different Vκ genes and about 5 functional Jκ genes [Kawasaki et al., 2001]; the poten-
tial diversity is increased by the imprecision of V–J joining. The heavy-chain variable region is similarly
produced by the splicing together of genetic elements that are distant from each other in the germ line.
The mature VH region is produced by the splicing of a variable gene segment (V) to a diversity segment
(D) and to a joining (J) segment. There are about 300 VH genes, about 5 DH genes, and 9 functional
JH genes [Tizard, 1992]. With respect to the CDRs of the heavy chain, H1 and H2 are encoded by the
VH gene, while the H3 region is formed by the joining of the V, D, and J genes. Additional diversity
is generated by recombinational inaccuracies, light- and heavy-chain recombination, and N-region
additions.

The three-dimensional structure of several monoclonal antibodies has been determined via x-ray crys-
tallography and has been reviewed extensively [Padlan, 1994]. Each domain consists of a sandwich of
13 sheets with a layer of four and three strands making up the constant domains and a layer of four
and five strands making up the variable domains. The CDRs are highly solvent exposed and are the
loops at the ends of the variable-region β strands that interact directly with the antigen. The super-
imposition of several VL and VH structures from available x-ray crystallographic coordinates using the
conserved framework residues shows that the framework residues of the antibody variable domains
are spatially closely superimposable. The CDRs varied in shape, length, and sequence. Similarities in
the structures of the CDRs from one antibody to another suggest that they are held in a fixed position
in space, at least within a domain. In addition, the N- and C-termini of the CDRs were rigidly con-
strained by the framework residues. Among the CDRs, Ll, L2, H2, and H3 show the most conformational
variability.

16.2 Monoclonal Antibody Cloning Techniques

The original method for cloning murine monoclonal antibodies is through the fusion of antibody-
producing spleen B-cells and a myeloma cell line [Kohler and Milstein, 1975]. Subsequently, monoclonal
antibodies have been cloned without resorting to hybridoma technology, via the expression of combin-
atorial libraries of antibody genes isolated directly from either immunized or naive murine spleens or
human peripheral blood lymphocytes. In addition, the display of functional antibody fragments (Fab,
sFv, Fv) on the surface of filamentous bacteriophage has further facilitated the screening and isolation of
engineered antibody fragments directly from the immunologic repertoire. Repertoire cloning and phage
display technology are now readily available in the form of commercial kits with complete reagents and
protocols.

16.2.1 Hybridoma Technology

In 1975, Kohler and Milstein showed that mouse myeloma cells could be fused to B-lymphocytes from
immunized mice to generate continuously growing, specific monoclonal antibody-secreting somatic cell
hybrids, or hybridoma cells. In the fused hybridoma, the B-cell contributes the capacity to produce a
specific antibody, and the myeloma cell confers longevity in culture and the ability to form tumors in
animals.
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The number of fusions obtained via hybridoma technology is small, and hence there is a need to
select for fused cells. The selection protocol takes advantage of the fact that in normal cells there are two
biosynthetic pathways to produce nucleotides and nucleic acids. The de novo pathway can be blocked
with aminopterin, and the salvage pathway requires the presence of functional hypoxanthine guanine
phosphoribosyl transferase (HGPRT). Thus, by choosing a myeloma cell line that is deficient in HGPRT
as the “fusion partner,” Kohler and Milstein devised a selection protocol. The hybrid cells are selected
using hypoxanthine, aminopterin, and thymidine (HAT) medium, in which only myeloma cells that have
fused to spleen cells are able to survive (since unfused myeloma cells are HGPRT). There is no need to
select for unfused spleen cells because these die in culture.

Briefly, animals (mice or rats) are immunized by injecting them with soluble antigen or cells and an
immunoadjuvant. Three or four weeks later, the animals receive a booster injection of the antigen without
the adjuvant. Three to five days after this second injection, the spleens of those animals that produce
the highest antibody titer to the antigen are excised. The spleen cells are mixed with an appropriate
fusion partner, which is usually a nonsecreting hybridoma or myeloma cell (e.g., SP2/0 with 8-azaguanine
selection) that is HGPRT. The cell suspension is briefly exposed to a solution of polyethylene glycol (PEG)
to induce fusion by reversibly disrupting the cell membrane, and the hybrid cells are selected for in HAT
medium. In general, mouse myelomas yield hybridization frequencies of about 1 to 100 clones per 107

lymphocytes. After 4 to 21 days, hybridoma cells are visible and culture supernatants are screened for
antibody secretion by a number of techniques (e.g., radioimmunoassay, ELISA, and immunoblotting).
Those culture wells that are positive for antibody production are then expanded and subcloned by limiting
dilution or in soft agar, to ensure that they are derived from a single progenitor cell and to ensure stability
of antibody production. The subclones are, in turn, screened for antibody secretion, and selected clones
are expanded for antibody production in vitro, using culture flasks or bioreactors, or in vivo as ascites
in mice. Reversion of hybridomas to nonsecreting forms can occur due to loss or rearrangement of
chromosomes.

The most commonly used protocol is the PEG fusion technique, which, even under the most effi-
cient conditions, results in the fusion of <0.5% of the spleen cells, with only about 1 in 105 cells
forming viable hybrids. Several methods have been developed to enhance conventional hybrid forma-
tion that have led to incremental improvements in the efficiency of the fusion process (reviewed in Neil
and Urnovitz, 1988). Methods that enhance conventional hybridoma formation include pretreatment of
myeloma cells with colcemid and in vitro antigen stimulation of the spleen cells prior to fusion, addition
of dimethyl sulfoxide (DMSO) or phytohemagglutinin (PHA) to PEG during fusion, and addition of
insulin, growth factors, and human endothelial culture supernatants (HECS) to the growth medium after
fusion. Other advances in fusion techniques include electrofusion, antigen bridging, and laser fusion.
In electrofusion, cells in suspension are aligned using an ac current, resulting in cell–cell contact. A brief
dc voltage is applied that induces fusion and has resulted in a 30- to 100-fold increase in fusion fre-
quencies in some cases. Further improvement in electrofusion yields have been obtained by an antigen
bridging, wherein avidin is conjugated with the antigen, and the myeloma cell membranes are treated
with biotin. Spleen cells expressing immunoglobulins of correct specificity bind to the antigen–avidin
complex and are in turn bound by the biotinylated cell membranes of the myeloma cells. Finally, laser-
induced cell fusion in combination with antigen bridging has been used to circumvent the tedious and
time-consuming screening process associated with traditional hybridoma techniques. Here, rather than
performing the fusion process in “bulk,” preselected B-cells, producing an antibody of desired specificity
and affinity, are fused to myeloma cells by irradiating each target cell pair (viewed under a micro-
scope) with laser pulses. Each resulting hybridoma cell is then identified, subcloned, and subsequently
expanded.

In addition, improvements in immunization protocols such as suppression of dominant responses,
in vitro or intrasplenic immunization, and antigen-targeting have also been developed. Suppression of
dominant immune responses is used to permit the expression of antibody-producing cells with specificity
for poor immunogens and is achieved using the selective ability of cyclophosphamide to dampen the
immune response to a particular antigen, followed by subsequent immunization with a similar antigen.
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In in vitro immunization, spleen cells from nonimmunized animals are incubated with small quantities
of antigen in a growth medium that has been conditioned by the growth of thymocytes. This technique
is used most commonly for the production of human hybridomas, where in vivo immunization is not
feasible. Intrasplenic immunization involves direct injection of immunogen into the spleen and is typically
used when only very small quantities of antigens are available. Other advantages include a shortened
immunization time, ability to generate high-affinity antibodies, and improved diversity in the classes
of antibodies generated. Finally, in antigen-targeting, the immune response is enhanced by targeting
the antigen to specific cells of the immune system, for example, by coupling to anticlass II monoclonal
antibodies.

Despite these improvements, many of the limitations of the hybridoma technique persist. First, it is slow
and tedious, and labor- and cost-intensive. Second, only a few antibody-producing hybridoma lines are
created per fusion, which does not provide a broad survey of the immunologic repertoire. Third, the
actual antibody production rate is low. Fourth, it is not easy to control the class or subclass of the resulting
antibodies, a characteristic that often determines their biological activity and usefulness.

16.2.2 Repertoire Cloning Technology

The shortcomings of hybridoma technology and the potential for improving the molecular properties of
antibody molecules by a screening approach have led to the expression of the immunologic repertoire
in Escherichia coli (repertoire cloning). Two advances were critical to the development of this technology.
First, the identification of conserved regions at each end of the nucleotide sequences encoding the variable
domains enabled the use of the PCRs to clone antibody Fv and Fab genes from both spleen genomic
DNA and spleen messenger RNA [Orlandi et al., 1989; Sastry et al., 1989]. In the case of immunoglobulin
variable-region genes, the J segments are sufficiently conserved to enable the design of universal “down-
stream” primers. In addition, by comparing the aligned sequences of many variable-region genes, it was
found that 5′ ends of the VH and VL genes are also relatively conserved so as to enable the design of
universal “upstream” primers, as well. These primers were then used to establish a repertoire of antibody
variable-region genes. Second, the successful expression of functional antigen-binding fragments in bac-
teria using a periplasmic secretion strategy enabled the direct screening of libraries of cloned antibody
genes for antigen binding [Better et al., 1988; Skerra and Pluckthun, 1988].

The first attempt at repertoire cloning resulted in the establishment of diverse libraries of VH genes from
spleen genomic DNA of mice immunized with either lysozyme or keyhole-limpet hemocyanin (KLH).
From these libraries, VH domains were expressed in E. coli [Ward et al., 1989]. Binding activities were
detected against both antigens in both libraries; the first library, immunized against lysozyme, yielded
21 clones with antilysozyme activity and 2 with anti-KLH activity, while the second library, immunized
against KLH, yielded 14 clones with anti-KLH activity and 2 with antilysozyme activity. Two VH domains
were characterized with affinities for lysozyme in the 20-nM range. The complete sequences of 48 VH

gene clones were determined and shown to be unique. The problems associated with this single-domain
approach are (1) isolatedVH domains suffer from lower selectivity and poor solubility and (2) an important
source of diversity arising from the combination of the heavy and light chains is lost.

In the so-called combinatorial approach, a bacteriophage λ vector system was used to express a combin-
atorial library of Fab fragments from the murine repertoire in E. coli [Huse et al., 1989]. The combinatorial
expression library was constructed from spleen mRNA isolated from a mouse immunized with KLH-
coupled p-nitrophenyl phosphonamidate (NPN) antigen in two steps. In the first step, separate heavy
chain (Fd) and light chain (κ) libraries were constructed. These two libraries were then combined ran-
domly, resulting in a combinatorial library in which each clone potentially co-expresses a heavy and a
light chain. In this case, they obtained 25 million clones in the library, approximately 60% of which
co-expressed both chains. One million of these were subsequently screened for antigen binding, resulting
in approximately 100 antibody-producing, antigen-binding clones. The light- and heavy-chain libraries,
when expressed individually, did not show any binding activity. In addition, the vector systems used also
permitted the excision of a phagemid containing the Fab genes; when grown in E. coli, these permitted
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the production of functional Fab fragments in the periplasmic supernatants. While the study did not
address the overall diversity of the library, it did establish repertoire cloning as a potential alternative to
conventional hybridoma technology.

Repertoire cloning via the λ phage method has been used to generate antibodies to influenza virus
hemagglutinin (HA) starting with mRNA from immunized mice [Caton and Koprowski, 1990]. A total
of 10 antigen-binding clones were obtained by screening 125,000 clones from the combinatorial library
consisting of 25 million members. Partial sequence analysis of the VH and Vκ regions of five of the
HA-positive recombinants revealed that all the HA-specific antibodies generated by repertoire cloning
utilized a VH region derived from members of a single B-cell clone in conjunction with one of two light
chain variable regions. A majority of the HA-specific antibodies exhibited a common heavy–light-chain
combination that was very similar to one previously identified among HA-specific hybridoma monoclonal
antibodies. The relative representation of these sequences and the overall diversity of the library also were
studied via hybridization studies and sequence analysis of randomly selected clones. It was determined
that a single functional VH sequence was present at a frequency of 1 in 50, while the more commonly
occurring light chain sequence was present at a frequency of 1 in 275. This indicates that the overall
diversity of the gene family representation in the library is fairly limited.

The λ phage method was also used to produce high-affinity human monoclonal antibodies specific for
tetanus toxoid [Mullinax et al., 1990; Persson et al., 1991]. The source of the mRNA in these studies was
peripheral blood lymphocytes (PBLs) from human donors previously immunized with tetanus toxoid
and boosted with the antigen. Mullinax et al. [1990] estimated that the frequency of positive clones in the
library was about 1 in 500, and their affinity constants ranged from 30× 108 to 0.09× 108 M−1. However,
the presence of a naturally occurring SacI site (one of the restriction enzymes used to force clone PCR-
amplified light-chain genes) in the gene for human Cκ may have resulted in a reduction in the frequency
of positive clones. Persson et al. [1991] constructed three different combinatorial libraries using untreated
PBLs, antigen-stimulated PBLs (cells cultured in the presence of the antigen), and antigen-panned PBLs
(cells that were selected for binding to the antigen). Positive clones were obtained from the libraries with
frequencies of 1 in 6000, 1 in 5000, and 1 in 4000, respectively. Apparent binding constants were estimated
to be in the range of 107 to 109 M−1. Sequence analysis of a limited number of clones isolated from
the antigen-stimulated cell library indicated a greater diversity than that described for HA or NPN. For
example, of the eight heavy chain CDR3 sequences examined, only two pairs appeared to be clonally
related. The λ phage approach has also been used to rescue a functional human antirhesus D Fab from an
Epstein-Barr Virus-transformed cell line [Burton, 1991].

In principle, repertoire cloning allows for the rapid and easy identification of monoclonal antibody
fragments in a form suitable for genetic manipulation. It also provides for a much better survey of the
immunologic repertoire than conventional hybridoma technology. However, repertoire cloning is not
without its disadvantages. First, it allows for the production of only antibody fragments. This limitation
can be overcome by mounting the repertoire cloned variable domains onto constant domains that possess
the desired effector functions and using transfectoma technology to express the intact immunoglobulin
genes in a variety of host systems. This has been demonstrated for the case of a human Fab fragment to
tetanus toxoid, where the Fab gene fragment obtained via repertoire cloning was linked to an Fc fragment
gene and successfully expressed in a CHO cell line [Bender et al., 1993]. The second limitation is the use of
“immunized” repertoires, which has implications in the applicability of this technology for the production
of human monoclonal antibodies. The studies reviewed earlier in this chapter have all used spleen cells
or PBLs from immunized donors. This has resulted in a relatively high frequency of positive clones,
eliminating the need for extensive screening. Generating monoclonal antibodies from “naive” donors
(who have not had any exposure to the antigen) requires the screening of very large libraries. Third, the
actual diversity of these libraries is still unclear. The studies reported above show a wide spectrum ranging
from very limited (the HA studies) to moderate (NPN) to fairly marked diversity (tetanus toxoid). Finally,
the combinatorial approach is disadvantageous in that it destroys the original pairing of the heavy and
light chains selected for by immunization. Strategies for overcoming some of these limitations have already
been developed and are reviewed in the following section.
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16.2.3 Phage Display Technology

A critical requirement of the repertoire cloning approach is the ability to screen large libraries rapidly for
clones that possess desired binding properties (e.g., binding affinity, specificity, catalysis). This is especially
the case for naive human repertoires, wherein the host has not been immunized against the antigen of
interest for ethical and safety reasons. In order to facilitate screening of large libraries of antibody genes,
phage display of functional antibody fragments has been developed, which has resulted in an enormous
increase in the utility of repertoire cloning technology. In phage display technology, functional antibody
fragments (such as the sFv and Fab) are expressed on the surface of filamentous bacteriophage, which
facilitates the selection of specific binders (or any other property such as catalysis) from a large pool of
irrelevant antibody fragments. Typically, several hundred million phage particles (in a small volume of
50 to 100 ml) can be screened by allowing them to bind to the antigen of interest immobilized on a solid
matrix, washing away the nonbinders, and eluting the binders.

Phage display of antibody fragments is accomplished by coupling of the antibody fragment to a coat
protein of the filamentous bacteriophage. Two coat proteins have been used for this purpose, namely, the
major coat protein encoded for by gene VIII and the adsorption protein encoded for by gene III. The
system based on gene VIII displays several copies of the antibody fragment (theoretically there are 2000
copies of gene VIII product per phage) and is used for the selection of low-affinity binders. The gene III
product is, on the other hand, present at approximately four copies per phage particle and leads to the
selection of high-affinity binders. However, since the native gene III product is required for infectivity, at
least one copy has to be a native one.

The feasibility of phage display of active antibody fragments was first demonstrated by McCafferty et al.
[1990] when the single-chain Fv fragment (single-chain antibody) of the anti-hen egg white lysozyme
(HEL) antibody was cloned into an fd phage vector at the N-terminal region of the gene III protein. This
study showed that complete active sFv domains could be displayed on the surface of bacteriophage fd and
that rare phage displaying functional sFv (1 in 106) can be isolated. Phage that bound HEL were unable
to bind to turkey egg white lysozyme, which differs from HEL by only seven residues.

Similarly, active Fab fragments also have been displayed on phage surfaces using gene VIII [Kang et al.,
1991]. In this method, assembly of the antibody Fab molecules in the periplasm occurs in concert with
phage morphogenesis. The Fd chain of the antibody fused to the major coat protein VIII of phage M13 was
co-expressed with κ chains, with both chains being delivered to the periplasmic space by the pelB leader
sequence. Since the Fd chain is anchored in the membrane, the concomitant secretion of the κ chains
results in the assembly of the two chains and hence the display of functional Fab on the membrane surface.
Subsequent infection with helper phage resulted in phage particles that had incorporated functional
Fab along their entire surface. Functionality of the incorporated Fab was confirmed by antigen-specific
precipitation of phage, enzyme-linked immunoassays, and electron microscopy.

The production of soluble antibody fragments from selected phage can also be accomplished without
subcloning [Hoogenboom et al., 1991]. The switch from surface display to soluble antibody is mediated
via the use of an amber stop codon between the antibody gene and the phage gene. In a supE suppresser
strain of E. coli, the amber codon is read as Glu and the resulting fusion protein is displayed on the surface
of the phage. In nonsuppresser strains, however, the amber codon is read as a stop codon, resulting in the
production of soluble antibody.

The combination of repertoire cloning and phage display was initially used to screen antibody fragments
from repertoires produced from immunized animals, namely the production of Fv fragments specific for
the hapten phenyloxazolone using immunized mice [Clackson et al., 1991], human Fab fragments to
tetanus toxoid [Barbas et al., 1991], human Fab fragments to gp120 using lymphocytes isolated from
HIV-positive individuals [Burton et al., 1991], and human Fab fragments to hepatitis B surface antigen
from vaccinated individuals [Zebedee et al., 1992]. These studies established the utility of phage display as
a powerful screening system for functional antibody fragments. For example, attempts to generate human
Fab fragments against gp120 using the λ phage method failed to produce any binders. Phage display, on
the other hand, resulted in 33 of 40 clones selected via antigen panning possessing clear reactivity with
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affinity constants of the order of 108 M−1. In the case of the tetanus toxoid studies, phage display was
used to isolate specific clones from a library that included known tetanus toxoid clones at a frequency of
1 in 170,000.

16.2.4 Bypassing Immunization

The next step was the application of phage display technology to generate antibodies from unimmunized
donors (naive repertoires). Marks et al. [1992] constructed two combinatorial libraries starting from
peripheral blood lymphocytes of unimmunized human donors, namely, an IgM library using γ-specific
PCR primers and an IgG library using µ-specific primers. The libraries were screened using phage display
and sFv fragments specific for nonself antigens such as turkey egg white lysozyme, bovine serum albumin,
phenyloxazolone, and bovine thyroglobulin, as well as for self-antigens such as human thyroglobulin,
human tumor necrosis factor α, cell surface markers, carcinoembryonic antigen, mucin, and human
blood group antigens were isolated [Hoogenboom et al., 1992]. The binders were all isolated from the
IgM library (with the exception of six clones for turkey egg white lysozyme isolated from the IgG library),
and the affinities of the soluble antibody fragments were low to moderate (2 × 106 to 107 M−1). These
results are typical of the antibodies produced during a primary response.

The second stage of an immune response in vivo involves affinity maturation, in which the affinities of
antibodies of the selected specificities are increased by a process of somatic mutation. Thus, one method
by which the affinities of antibodies generated from naive repertoires may be increased is by mimicking
this process. Random mutagenesis of the clones selected from naive repertoires has been accomplished
by error-prone PCR [Gram et al., 1992]. In this study, low-affinity Fab fragments (104 to 105 M−1)

to progesterone were initially isolated from the library, and their affinities increased 13- to 30-fold via
random mutagenesis. An alternative approach to improving the affinities of antibodies obtained from
naive repertoires involves the use of chain shuffling. Marks et al. [1992] described the affinity maturation
of a low-affinity antiphenyloxazolone antibody (3× 107 M−1). First, the existing light chain was replaced
with a repertoire of in vivo somatically mutated light chains from unimmunized donors, resulting in the
isolation of a clone with a 20-fold increase in affinity. Next, shuffling of the heavy chain in a similar
manner, with the exception of retaining the original H3, resulted in a further increase in affinity of
about 16-fold. The net increase in affinity (320-fold) resulted in a dissociation constant of 1 nM, which
is comparable to the affinities obtained through hybridoma technology. Other approaches to bypassing
human immunization involve the use of semisynthetic and synthetic combinatorial libraries [Barbas
et al., 1992] and the immunization of SCID mice that have been populated with human peripheral blood
lymphocytes [Duchosal et al., 1992].

16.3 Monoclonal Antibody Expression Systems

Several expression systems are currently available for in vitro production of antibodies such as bacteria,
yeast, plants, baculovirus, and mammalian cells. In each of these systems, cloned antibody genes are the
starting point for production. These are obtained either by traditional cloning techniques, starting with
preexisting hybridomas, or by the more recent repertoire cloning techniques. Each of the aforementioned
systems has its own advantages and disadvantages. For example, bacterial expression systems suffer from
the following limitations: They cannot be used for producing intact antibodies nor can they glycosylate
antibodies. Unglycosylated antibodies cannot perform many of the effector functions associated with
normal antibody molecules. Proper folding may sometimes be a problem due to difficulty in forming
disulfide bonds, and often, the expressed antibody may be toxic to the host cells. On the other hand,
bacterial expression has the advantages that it is cheap, can potentially produce large amounts of the
desired product, and can be easily scaled-up. In addition, for therapeutic products, bacterial sources are
preferred over mammalian sources due to the potential for the contamination of mammalian cell lines
with harmful viruses.
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16.3.1 Bacterial Expression

Early attempts to express intact antibody molecules in bacteria were fairly unsuccessful. Expression of
intact light and heavy chains in the cytoplasm resulted in the accumulation of the proteins as nonfunctional
inclusion bodies. In vitro reassembly was very inefficient [Boss et al., 1984; Cabilly et al., 1984]. These results
could be explained by the fact that the E. coli biosynthetic environment does not support protein folding
that requires specific disulfide bond formation and posttranslational modifications, such as glycosylation.

The expression of antibody fragments has been much more successful. Bacterial expression of IgE
“Fc-like” fragments has been reported [Kenten et al., 1984; Ishizaka et al., 1986]. These IgE fragments
exhibited some of the biological properties characteristic of intact IgE molecules. The fragments consti-
tuted 18% of the total bacterial protein content but were insoluble and formed large inclusion bodies.
Following reduction and reoxidation, more than 80% of the chains formed dimers. The fragment binds
to the IgE receptor on basophils and mast cells and, when cross-linked, elicits the expected response
(histamine release).

Cytoplasmic expression of a Fab fragment directed against muscle-type creatinine kinase, followed by
in vitro folding, resulted in renaturation of about 40% of the misfolded protein, with a total active protein
yield of 80µg/ml at 10◦C [Buchner and Rudolph, 1991]. Direct cytoplasmic expression of the so-called
single-chain antibodies, which are novel recombinant polypeptides composed of an antibody VL tethered
to a VH by a designed “linker” peptide, was the next important step. Various linkers have been used to
join the two variable domains. Bird et al. [1988] used linkers of varying lengths (14 to 18 amino acids)
to join the two variable domains. Huston et al. [1988] used a 15-amino acid “universal” linker with the
sequence (GGGGS)3. The single-chain protein accumulated in the cells as insoluble inclusion bodies and
required in vitro refolding. However, after refolding, these proteins had both the affinity and specificity of
the native Fabs.

In 1988, two groups reported the expression of functional antibody fragments (Fv and Fab, respectively)
in E. coli [Better et al., 1988; Skerra and Pluckthun, 1988]. In both cases, the authors attempted to mimic
the natural assembly and folding pathways of antibody molecules in bacteria. In eukaryotic cells, the
two chains are expressed separately with signal sequences that direct their transport to the endoplasmic
reticulum (ER), where the signal sequences are removed and correct folding, disulfide formation, and
assembly of the two chains occur. By expressing the two chain fragments (VL and VH in the case of Fv
expression and the Fd and κ chains in the case of Fab expression) separately with bacterial signal sequences,
these workers were successful in directing the two precursor chains to the periplasmic space, where correct
folding, assembly, and disulfide formation occurred along with the removal of the signal sequences,
resulting in fully-functional antibody fragments. Skerra and Pluckthun [1988] reported the synthesis of
the Fv fragment of MOPC 603, which had an affinity constant identical to that of the intact antibody.
Better et al. [1988] reported the synthesis of the Fab fragment of an Ig that binds to a ganglioside antigen.
While Skerra and Pluckthun obtained a yield of 0.2 mg/l after a periplasmic wash, Better et al. [1988] found
that the Fab fragment was secreted into the culture medium with a yield of 2 mg/l. Previous attempts to
synthesize an active, full-size Ig in E. coli by co-expression and secretion mediated by procaryotic signal
sequences resulted in poor synthesis and secretion of the heavy chain.

Since these early reports, several additional reports have been published [for reviews, see Skerra and
Pluckthun, 1988; Pluckthun, 1992; Maynard and Georgiou, 2000], which have established the two afore-
mentioned strategies (namely, direct cytoplasmic expression of antibody fragments followed by in vitro
refolding and periplasmic expression of functional fragments) as the standard procedures for bacterial
expression of antibody fragments. Expression of the protein in the periplasmic space has the following
advantages (1) the expressed protein is recovered in a fully functional form, thereby eliminating the need
for in vitro refolding (as is required in the case of cytoplasmically expressed fragments) and (2) it greatly
simplifies purification. On the other hand, direct cytoplasmic expression may, in some cases, reduce
problems arising from toxicity of the expressed protein and may also increase the total yield of the protein.

Several improvements have been made in the past few years to simplify the expression and purification of
antibody fragments in bacteria. These include the development of improved vectors with strong promoters
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for the high-level expression of antibody fragments, the incorporation of many different signal sequences,
and the incorporation of cleavable affinity tags that simplify purification. Many of these systems are now
commercially available, enabling rapid cloning, sequencing, and expression of immunoglobulin genes in
bacteria within a matter of 2 to 3 weeks.

16.3.2 Expression in Lymphoid and Nonlymphoid Systems (Transfectoma
Technology)

Expression of immunoglobulin genes by transfection into eukaryotic cells (transfectoma technology) such
as myelomas and hybridomas is another approach for producing monoclonal antibodies [Morrison and Oi,
1989; Wright et al., 1992]. Myelomas and hybridomas are known to be capable of high-level expression of
endogenous heavy- and light-chain genes and can glycosylate, assemble, and secrete functional antibody
molecules and therefore are the most appropriate mammalian cells for immunoglobulin expression.
Nonlymphoid expression in CHO and COS cells has also been used as a potential improvement over
expression in lymphoid cells. The biological properties and effector functions, which are very important
considerations for applications involving human therapy and diagnostics, are preserved in these methods
of expression. However, transfectoma technology still involves working with eukaryotic cell lines with low
antibody production rates and poor scale-up characteristics.

Transfectoma technology provides the ability to genetically manipulate immunoglobulin genes to pro-
duce antibody molecules with novel and improved properties. For example, production of chimeric and
humanized antibodies, wherein the murine variable domains or CDRs are mounted onto a human antibody
framework in an attempt to reduce the problem of immunogenicity in administering murine antibodies,
was enabled by transfectoma technology. It is also possible to change the isotype of the transfectoma
antibodies in order to change their biological activity. In addition, transfectoma technology has enabled
the fusion of antibodies with nonimmunoglobulin proteins such as enzymes or toxins, resulting in novel
antibody reagents used in industrial and medicinal applications.

In order to create the immunoglobulin molecules, the two genes encoding the heavy and light chains
are transfected and both polypeptides must be synthesized and assembled. Several methods have been
used to achieve this objective. Both the heavy- and light-chain genes have been inserted into a single
vector and then transfected. This approach generates large, cumbersome expression vectors, and further
manipulation of the vector is difficult. A second approach is to sequentially transfect the heavy- and
light-chain genes. Alternatively, both genes may be introduced simultaneously into lymphoid cells using
protoplast fusion.

Heavy and light-chain genes, when transfected together, produced complete, glycosylated, and
assembled tetrameric antigen-binding antibody molecules with appropriate disulfide bonds. Under labor-
atory conditions, these transfected cells yield about 1 to 20 mg/l of secreted antibody. A persisting problem
has been the expression levels of the transfected immunoglobulin genes. The expression of transfected
heavy-chain genes frequently approaches the level obtained in myeloma cells; however, efficient expression
of light chain genes is more difficult.

16.3.3 Expression in Yeast

Yeast is the simplest eukaryote capable of glycosylation and secretion, and has the advantages of rapid
growth and ease of large-scale fermentation. It also does not harbor potentially harmful mammalian
viruses. Initial attempts to express λ and µ immunoglobulin chains specific for the hapten NP in the yeast
Sacchromyces cerevisiae under the control of the yeast 3-phosphoglycerate kinase (PGK) promoter resulted
in the secretion into culture medium at moderate efficiency (5 to 40%), but the antibodies lacked antigen-
binding activity [Wood et al., 1985]. Subsequent attempts to co-express heavy and light chains with
the yeast invertase signal sequence, under the control of the yeast PGK promoter, were more successful,
presumably due to differences in the efficiency of different yeast signal sequences in directing the secretion
of mammalian proteins from yeast. Culture supernatants contained significant quantities of both light
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and heavy chains (100 and 50 to 80 mg/l, respectively) with about 50 to 70% of the heavy chain associated
with the light chain. The yeast-derived mouse–human chimeric antibody L6 was indistinguishable from
the native antibody in its antigen-binding properties [Horwitz et al., 1988; Better and Horwitz, 1989].
Furthermore, it was superior to the native antibody in mediating antibody-dependent cellular cytotoxicity
(ADCC) but was incapable of eliciting complement-dependent cytolysis (CDC). Yeast-derived L6 Fab also
was indistinguishable from proteolytically generated Fab as well as recombinant Fab generated from E. coli.

16.3.4 Expression in Baculovirus

The baculovirus expression system is potentially a very useful system for the production of large amounts
of intact, fully functional antibodies for diagnostic and therapeutic applications. Foreign genes expressed
in insect cell cultures infected with baculovirus can constitute as much as 50 to 75% of the total cellular
protein, late in viral replication. Immunoglobulin gene expression is achieved by commercially available
vectors that place the gene to be expressed under the control of the efficient promoter of the gene encoding
the viral polyhedrin protein. The levels of expression seen in this system can be as much as 50- to 100-fold
greater per cell than in procaryotes while retaining many of the advantages of eukaryotic expression
systems, such as glycosylation and extracellular secretion. However, scale-up is not straightforward, since
viral infection eventually results in cell death. There have been several reports of antibody secretion in a
baculovirus system [reviewed in Potter et al., 1995].

16.3.5 Expression in Plants

The development of techniques for plant transformation has led to the expression of a number of foreign
genes, including immunoglobulin genes, in transgenic plants [Hiatt and Ma, 1992]. A commonly used
plant cell transformation protocol employs the ability of plasmid Ti of Agrobacterium tumefaciens to
mediate gene transfer. The expression of a murine antiphosphonate ester catalytic antibody in transgenic
plants was accomplished by first transforming the heavy- and light-chain genes individually into different
tobacco plants [Hiatt et al., 1989]. These were then sexually crossed to obtain progeny that expressed
both chains simultaneously. It was shown that leader sequences were necessary for the proper expression
and assembly of the antibody molecules. The level of antibody expression was determined to be about
3 ng/mg of total protein, and the plant-derived antibody was comparable with ascites-derived antibody
with respect to binding as well as catalysis.

16.4 Genetically Engineered Antibodies and Their Fragments

The modular structure of the antibody molecule allows the reshuffling of domains and the construction
of functional antibody fragments. A schematic representation of such genetically engineered antibodies

Among intact engineered constructs are chimeric, humanized, human, and bifunctional antibodies
[for reviews, see Sandhu, 1992; Wright et al., 1992; Kipriyanov and Le Gall, 2004]. A major issue in the
long-term use of murine monoclonal antibodies for clinical applications is the immunogenicity of these
molecules or the human anti-mouse antibody (HAMA) response. Chimeric antibodies are constructed
by linking murine variable domains to human constant domains in order to reduce the immunogenicity
of therapeutically administered murine monoclonals. The approach has been validated by several clinical
trials, which show that chimeric antibodies are less likely to induce a HAMA response compared with
their murine counterparts. In a more sophisticated approach, CDR grafting has been used to humanize
murine monoclonal antibodies for human therapy by transplanting the CDRs of a murine monoclonal
antibody of appropriate antigenic specificity onto a human framework.

Bifunctional antibodies that contain antigen-specific binding sites with two different specificities have
been produced via genetic engineering as well as chemical techniques [Kufer et al., 2004]. The dual
specificity of bispecific antibodies can be used to bring together the molecules or cells that mediate

and their fragments is shown in Figure 16.2 and Figure 16.3.
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the desired effect. For example, a bispecific antibody that binds to target cells such as a tumor cell and to
cytotoxic trigger molecules on host killer cells such as T cells has been used to redirect the normal immune
system response to the tumor cells in question. Bispecific antibodies also have been used to target toxins
to tumor cells.

The list of genetically engineered antibody fragments is a long and growing one [Brekke and Sandlie,
2003]. Of these, fragments such as the Fab, F(ab)′2, Fv, and the Fc are not new and were initially produced
by proteolytic digestion. The Fab fragment (fragment antigen binding) consists of the entire light chain
and the two N-terminal domains of the heavy chain (VH and CH1, the so-called Fd chain) and was first
generated by digestion with papain. The other fragment that is generated on papain digestion is the Fc
fragment (fragment crystallizable), which is a dimeric unit composed of two CH2 and CH3 domains. The
F(ab)′2 fragment consists of two Fab arms held together by disulfide bonds in the hinge region and was
first generated by pepsin digestion. Finally, the Fv fragment (fragment variable), which consists of just
the two N -terminal variable domains, was also first generated by proteolytic digestion and is now more
commonly generated via antigen-engineering techniques.

include the sFv (single-chain antibody), the VH domain (single-domain antibody), multivalent sFvs
(miniantibodies), and multivalent Fabs. The multivalent constructs can be either monospecific or bispe-
cific. The single-chain antibody (SCA, sFv) consists of the two variable domains linked together by a long
flexible polypeptide linker [Bird et al., 1988; Huston et al., 1988]. The sFv is an attempt to stabilize the
Fv fragment, which is known to dissociate at low concentrations into its individual domains due to the
low-affinity constant for the VH–VL interaction. Two different constructs have been made: the VL–VH

construct where the linker extends from the C terminus of the VL domain to the N terminus of the VH

domain, and the VH–VL construct, where the linker runs from the C terminus of the VH domain to the
N terminus of the VL. The linker is usually about 15-amino acids long and has no particular sequence
requirements other than to minimize interference in the folding of the individual domains. The so-called
universal linker used by many workers is (GGGGS)3. Other strategies to stabilize the Fv fragment include
chemical cross-linking of the two domains and disulfide-linked domains [Glockshuber et al., 1990]. Chem-
ical cross-linking via glutaraldehyde has been demonstrated to be effective in stabilizing the Fv fragment in
one instance; here, the cross-linking was carried out in the presence of the hapten (phosphorylcholine) to
avoid modification of the binding site, an approach that may not be feasible with protein antigens. In the
disulfide-linked sFv, Cys residues are introduced at suitable locations in the framework region of the Fv
so as to form a natural interdomain disulfide bond. This strategy was shown to be much more effective in
stabilizing the Fv fragment against thermal denaturation than either the single-chain antibody approach
or chemical cross-linking for a case where all three approaches were tested [Glockshuber et al., 1990].

The single-domain antibody consists of just the VH domain and has been shown by some to possess
antigen-binding function on its own in the absence of the VL domain [Ward et al., 1989]. There is some
skepticism regarding this approach due to the rather high potential for nonspecific binding (the removal
of the VL domain exposes a very hydrophobic surface), poor solubility, and somewhat compromised
selectivity. For example, while the Fv fragment retains its ability to distinguish between related antigenic
species, the single-domain antibody does not.

Miniantibodies consist of sFv fragments held together by so-called dimerization handles. sFv fragments
are fused via a flexible hinge region to several kinds of amphipathic helices, which then acts as dimerization
devices [Pack and Pluckthun, 1992]. Alternately, the two sFvs can be fused via a long polypeptide linker,
similar to the one linking the individual domains of each Fv but longer to maintain the relative orientation
of the two binding sites. Multivalent Fabs have been constructed using a somewhat similar approach with
the dimerization handles composed of zippers from transcription factors [Kostelny et al., 1992].

In addition to the constructs described above, a number of genetically engineered fusion proteins with
antibodies has been described [Senter and Springer, 2001]. Antibody fusion proteins are made by replacing
a part of the antibody molecule with a fusion partner, such as an enzyme or a toxin that confers a novel
function to the antibody. In some cases, such as immunotoxins, the variable regions of the antibody are
retained in order to retain antigen binding and specificity, while the constant domains are deleted and

The other fragments depicted in Figure 16.2 are obtained by genetic engineering techniques. These
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replaced by a toxin such as ricin or Pseudomonas exotoxin. Alternately, the constant regions are retained
(thereby retaining the effector functions) and the variable regions replaced with other targeting proteins.

16.5 Applications of Monoclonal Antibodies and Fragments

The majority of applications for which monoclonal antibodies have been used can be divided into three
general categories (1) purification, (2) diagnostic applications (whether for detecting cancer, analyzing
for toxins in food, or monitoring substance abuse by athletes), and (3) therapeutic applications. From
the time that monoclonal antibody technology was introduced almost 30 years ago, applications using
whole antibodies have gradually been transformed into methodologies using antibody fragments such as
the Fab2, Fab′, and Fv fragments, and even synthetic peptides of a CDR region. Antibody conjugates have
come to include bound drugs, toxins, radioisotopes, lymphokines, and enzymes.

Drug Administration (FDA) in the United States market. According to the Tufts Center for the Study
of Drug Development, 311 therapeutic monoclonal antibodies had entered clinical trials by January
2004 [Reichert, 2004]. Thus far, the FDA has approved 17 therapeutic monoclonal antibodies. Three
of these are murine antibodies, five chimeric, eight humanized, and one human [Reichert and Pavolu,
2004]. An analysis by Reichert and coworkers [2001] has shown that human, humanized, and chimeric
antibodies have a higher probability of progression through each phase of clinical trials in comparison
to their murine counterparts. This probability is reflected in the small number of approved murine
monoclonal antibodies (3 of 17 total), despite the fact that these were the first monoclonal antibodies to
be purified and characterized. As of May 2004, there were 132 monoclonal antibody products in various
stages of development [Reichert and Pavolu, 2004]. Humanized antibodies comprised the largest fraction
of the pipeline, with approximately 42%, while fully human antibodies accounted for 28%.

Since their discovery, there has been intense interest in using antibodies, or antibody-directed therapies,
as “magic bullets” for the treatment of cancer, while minimizing the systemic toxicity of chemotherapeut-
ics. However, this vision has encountered significant hurdles in its translation to practice. Successful
therapeutic treatment of solid tumors with antibodies or antibody–drug conjugates must overcome the
barriers to penetration within the tumor while maintaining conjugated drug potency, and releasing the
drug inside the tumor cells. The rare case of complete remission for solid tumors is probably due to
the inability of the antibody to penetrate the tumor. The barriers impeding the access of therapeutics to
solid tumors have been characterized in detail [Jain, 2001]. These barriers include (1) the high interstitial
fluid pressure in tumor nodules, (2) heterogeneous or poor vascularization of tumors, and (3) the long
distances extravasated monoclonal antibodies must travel in the interstitial mesh of proteoglycans in the
tumor. There also exists the possibility that tumor antigen shed from the surface limits antibody accu-
mulation. In the case of bound toxins or drugs, there is the added concern that the liver and kidney are
metabolizing and excreting the antibody conjugates. In this respect, immunoconjugates based on anti-
body fragments (such as the sFv) can be very advantageous. For example, it has been shown that the sFv
exhibits rapid diffusion into the extravascular space, increased volume of distribution, enhanced tumor
penetration, and improved renal elimination [Raag and Whitlow, 1995]. Nevertheless, antibody conjugate
treatment of leukemia and lymphoma has generally resulted in a greater remission rate than that found
in treatments of malignancies having solid tumors.

An alternative strategy to treat solid tumors is called antibody-directed enzyme prodrug therapy
(ADEPT) [Senter and Springer, 2001]. ADEPT is a two-step approach, which involves using mono-
clonal antibodies to localize enzymes to tumor cell surface antigens. After the antibody–enzyme conjugate
is bound to the cancer cells and cleared from systemic circulation, antitumor prodrugs are administered
and converted to active drugs, only in the region of the tumor, by the antibody-conjugated enzyme. The
activated small molecular weight drug is generally capable of penetratating deeper into the tumor mass
than the corresponding antibody–drug conjugate, and the localized activation of the prodrug minimizes
systemic toxicity.

Table 16.1 lists the therapeutic monoclonal antibodies that are currently approved by the Food and



16-16
T

issu
e

E
n
gin

eerin
g

an
d

A
rtifi

cial
O

rgan
s

TABLE 16.1 Therapeutic Monoclonal Antibodies Approved in the United States [Reichert and Pavolu, 2004]

Generic name US trade name Type Antigen Indication Company

Abciximab ReoPro Chimeric GP IIb/IIIa and
vitronectin
receptors

Inhibition of
platelet
aggregation

Centocor

Adalimumab Humira Human TNF-α Rheumatoid
arthritis

Abbott

Alemtuzumab Campath Humanized CD52 Leukemia Millennium/ILEX
Basiliximab Simulect Chimeric IL-2 receptor Transplant

rejection
Novartis

Bevacizumab Avastin Humanized VEGF Colorectal cancer Genentech
Cetuximab Erbitux Chimeric EGFR Colorectal cancer Imclone Systems
Daclizumab Zenapax Humanized IL-2 receptor Transplant

rejection
Protein Design Labs

Efalizumab Raptiva Humanized CD11a Psoriasis Genentech
Gemtuzumab ozogamicin Mylotrarg Humanized CD33

(calichaemicin
conjugate)

Leukemia Wyeth

Ibritumomab tiuxetan Zevalin Murine CD20 (chelate
linker for 111In
or 90Y

Lymphoma Biogen IDEC

Inflixmab Remicade Chimeric TNF-α Rheumatoid
arthritis /
Crohn’s disease

Centocor

Muromonab-CD3 Orthoclone OKT3 Murine CD3 Transplant
rejection

Johnson and Johnson

Omalizumab Xolair Humanized IgE Allergic asthma Genentech
Palivizumab Synagis Humanized Respiratory

syncytial virus
(RSV)

RSV infection MedImmune

Rituximab Rituxan Chimeric CD20 Lymphoma Biogen IDEC
Tositumomab-I131 BEXXAR Murine CD20 (also

available linked
to 131I)

Lymphoma Corixa

Trastuzumab Herceptin Humanized HER2 Metastatic breast
cancer

Genentech
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TABLE 16.2 Diagnostic Monoclonal Antibodies Approved in the United States

Generic name US trade name Type Antigen Indication Company

Arcitumomab CEA-Scan Murine Carcinoembryonic
antigen

Imaging colorectal
cancer

Immunomedics

Imciromab pentetate Myoscint Murine Cardiac myosin Imaging cardiac
necrosis

Centocor

Nofetumomab Verluma Murine 40 kDa glycoprotein Imaging small cell
lung cancer

Dr. Karl Thomae GmbH

Capromab pendetide ProstaScint Murnie Prostate-specific
membrane antigen

Imaging prostate
Cancer

Cytogen

Antibodies have also gained widespread use as diagnostic agents, particularly in the imaging of tumors.
Table 16.2 lists three monoclonal antibodies currently approved in the United States for tumor imaging,
and one for the imaging of cardiac necrosis after myocardial infarction. The tumor imaging agents are
directed toward antigens expressed on the surfaces of tumors, while the cardiac imaging agent binds
exposed cardiac myosin in necrotic tissue. All four of the approved diagnostic monoclonal antibodies are
murine. This reflects the fact that the HAMA response is less problematic when repeated administration
and therapeutic efficacy are not required.

With regard to purification, the research literature is replete with examples of immunoaffinity purific-
ation of enzymes, receptors, peptides, and small organic molecules. In contrast, commercial applications
of immunoaffinity chromatography, even for industrially or clinically relevant molecules, are far less
widespread. Despite its potential utility, immunoadsorption is an expensive process. A significant portion
of the high cost is the adsorbent itself, the cost of which is related to the cost of materials, prepara-
tion, and most importantly, the antibody. In addition, the binding capacity of the immunoadsorbent
declines with repeated use, and a systematic study has shown that significant deactivation can typically
take place over 40 to 100 cycles [Antonsen et al., 1991]. A number of factors can contribute to this
degradation, including loss of antibody, structural change of the support matrix, nonspecific adsorp-
tion of contaminating proteins, incomplete antigen elution, and loss of antibody function. In most
cases, this degradation results from repeated exposure to harsh elution conditions. Noteworthy commer-
cial applications of immunoaffinity chromatography include the separation of factor VIII, used to treat
hemophilia A, and factor IX, another coagulation factor in the blood-clotting cascade [Tharakan et al.,
1992]. The immunoaffinity purification step for factor VIII was one of several additional steps added to
the conventional preparation methodology in which plasma cryoprecipitates were heat-treated. The new
method contains a virus-inactivation procedure that precedes the immunoaffinity column, followed by an
additional chromatographic step (ion exchange). The latter step serves to eliminate the eluting solvent and
further reduce virus-inactivating compounds. The often mentioned concern of antibody leakage from the
column matrix did not appear as a problem. Furthermore, with the relatively mild elution conditions used
(40% ethylene glycol), one would expect little change in the antibody-binding capacity over many elution
cycles.

Immunoaffinity matrices often contain whole antibody as opposed to antibody fragments.
Fragmentation of antibody by enzymatic means contributes additional steps to immunoadsorbent pre-
paration, adding to the overall cost of the separation and is thus avoided. However, fragmentation can lead
to a more efficient separation by enabling the orientation of antibody-binding sites on the surface of the
immunomatrix [Prisyazhnoy et al., 1988; Yarmush et al., 1992]. Intact antibodies are bound in a random
fashion, resulting in a loss of binding capacity upon immobilization. Recombinant antibody fragments
can be more useful for immunoaffinity applications, due to the potential for production of large quantities
of the protein at low cost and improved immobilization characteristics and stability [Blank et al., 2002]. In
what one could consider the ultimate fragment of an antibody, some investigators have utilized a peptide
based on the CDR region of one of the chains (termed minimal recognition units) to isolate the antigen.
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Welling et al. [1990] synthesized and tested a 13-residue synthetic peptide having a sequence similar to
one hypervariable region of an antilysozyme antibody.

In vitro diagnostic uses of antibodies are numerous and include the monitoring in clinical labor-
atories of the cardiac glycoside digoxin and the detection of the Salmonella bacteria in foods. These
two examples highlight the fact that despite the exquisite specificity offered by monoclonal antibodies,
detection is not failure-proof. Within digoxin immunoassays there are two possible interfering groups:
endogenous digoxin-like substances and digoxin metabolites; moreover, several monoclonal antibodies
may be necessary to avoid under- or overestimating digoxin concentrations. In the case of bacteria detec-
tion in food, at least two antibodies (MOPC 467 myeloma protein and 6H4 antibody) are needed to detect
all strains of Salmonella.

16.6 Summary

The modular architecture of antibodies, both at the protein and gene levels, facilitates the manipulation
of antibody properties via genetic engineering (antibody engineering). Antibody engineering has shown
tremendous potential for basic studies and industrial and medical applications. It has been used to
explore fundamental questions about the effect of structure on antigen binding and on the biologic
effector functions of the antibody molecules. A knowledge of the rules by which the particular sequences
of amino acids involved in the binding surface are chosen in response to an antigenic determinant would
enable the production of antibodies with altered affinities and specificities. Understanding the structures
and mechanisms involved in the effector function of antibodies has already resulted in the production
of antibodies with novel biologic effector functions for use as diagnostic reagents and in therapeutic
applications. In addition, the production of antibodies via immunoglobulin gene expression has enabled
the engineering of chimeric, humanized, and human antibodies. These significant potential of these
engineered antibodies is reflected in the number of clinical approvals in recent years.
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17.1 Introduction

As early as 1992, the possible contributions of engineering to the study of molecular processes in biology
were being noted by the NIH [1]. At a conference entitled, “Research Opportunities in Biomolecular
Engineering: The Interface Between Chemical Engineering and Biology,” the term “biomolecular engin-
eering” was defined as research and development at the interface of chemical engineering and biology with
an emphasis at the molecular level [2]. However, due to the growth of biomedical and biochemical engin-
eering and specific disciplines within those fields (e.g., metabolic, cell, and tissue engineering), a narrower
definition is in order and will be applied here. In this chapter, biomolecular engineering will be defined
as the use of experimental and theoretical information to identify controlling parameters that define the
function of a biomolecule and then manipulation of the parameters through chemical and physical means
to optimize the function of those biomolecules in the process of interest.

While proteins have traditionally been the platform utilized to enact cellular changes, it has become clear
that the potential of nucleic acids as actors in the cellular milieu is significant and relevant in more ways
than simply information flow. Unlike proteins where tertiary folding is critical to function and chemical
changes to the molecules can greatly affect their activity, nucleic acids can easily and rapidly be modified in

17-1
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numerous ways to serve the potential needs of the researcher without sacrificing function. Nucleic acids,
in particular synthetic oligonucleotides, can be modified on the backbone, on the sugar ring, or on the base
to achieve a desired property. Oligonucleotides conjugated to active groups or noncovalently associated
into complexes have also proven more active than their “naked” parent molecules. In each case, design
decisions are motivated by constraints in tunable parameters, which must be identified for each specific
application. Much early work in oligonucleotide modification was driven by the emergence of the field of
antisense technology, for which the primary design variables are resistance to degradation by nucleases,
cellular targeting and uptake, and oligonucleotide : RNA hybridization affinity. Modifications available to
the scientist will be described from this historical basis. Subsequently, the contributions of biomolecular
engineering to oligonucleotides used as aptamers and in RNA interference (RNAi; abbreviations listed
at the end of the chapter) are discussed. The objective of this chapter is to highlight as exhaustively as
possible the myriad possible options available when utilizing and modifying oligonucleotides, that is,
the nucleic acid toolkit, so as to potentially provide inspiration in the development of new technologies
and therapeutics. It is fully to be expected that optimization of a particular parameter will impact other

17.2 Antisense Principle

Antisense inhibition is based on the complementary hybridization of oligonucleotides with their target
mRNAs. To achieve this effect, oligonucleotides must negotiate a complicated path to reach their targets.
Oligonucleotides are typically administered to the extracellular medium and must diffuse to reach the cell
surface. Serum-containing media for in vitro experiments contain nucleases, primarily 3′-exonucleases,
that degrade oligonucleotides prior to reaching the cells [3]. Upon reaching the cell surface, oligonuc-
leotides will bind to either scavenger receptors or to adsorbed bovine serum albumin [4–7]. The mode of
internalization is either via adsorptive endocytosis or receptor-mediated endocytosis [8–10]. Regardless,
oligonucleotides must then escape vesicular structures to reach the cytoplasm, though the mechanism for
this process remains in doubt after years of investigation [11–14]. After finally accessing the cytoplasm,
oligonucleotides then diffuse to locate their intracellular target from among the RNAs in the cell, with the
majority of the effect occurring subsequent to accumulation of the oligonucleotides in the nucleus [15,16].
Having located their target mRNAs, oligonucleotides must then hybridize with sufficient affinity to exert
an effect, whether through steric blockade of ribosomal progression or through RNase H-mediated RNA
cleavage [17]. The activity of natural antisense oligonucleotides is limited by their degradation in the
presence of nucleases and their relatively poor cellular uptake. In addition, oligonucleotides that suc-
cessfully encounter their target mRNA must hybridize with sufficient affinity to exert a biological effect.
These characteristics have been the primary focus of design improvements.

17.3 Design Parameters

17.3.1 Stability to Extracellular and Intracellular Nucleases

Nucleases are an important component in the regulation of cellular function and contribute to cellular
defenses against bacterial and viral infections. However, when applying exogenous oligonucleotides in a
therapeutic context, susceptibility to nucleases, of single-stranded molecules in particular, is a significant
hurdle in achieving the desired function. The earliest modifications to nucleic acids focused on extending
the half-life of oligonucleotides in serum and other biological fluids, both through chemical modification
of oligonucleotides and through association of oligonucleotides with protective delivery vehicles. In many
cases, ribose and nucleobase modifications have been applied in conjunction with backbone modifications
providing a synergistic enhancement in half-life.

Natural phosphodiester (PO) oligonucleotides have a half-life as short as 5 min in the presence of
single-strand endo- and exonucleases [18–22]. The earliest tested backbone-modified derivatives were

parameters (examples in Table 17.1); these circumstances will be noted where relevant.
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TABLE 17.1 Examples of Chemical Modifications Addressing Primary Design Parameters and Secondary Effects on Oligonucleotides

Primary design parameter Example modification Primary effect Secondary effect(s) Reference(s)

Nuclease stability Natural PO t1/2 in serum≈5 min [18]
PS (backbone) t1/2 ≈ 4 h Intermolecular affinity — ↓ [18,27,202,203]

Nonspecific protein interactions — ↑
Immunological consequences in vivo — ↑

2′-O-propyl (ribose) t1/2 ≈ 1 h with PO RNase H activity — ↓ [18,19]
t1/2 > 24 h with PS Intermolecular affinity — ↑

6-Methyl deoxyuridine (base) t1/2 ≈ 24 h with PO Intermolecular affinity — ↓ [64]
3′-Dipyridophenazine (conjugate) t1/2 > 2 h with PO [53]

Cellular uptake Natural PO Poor cytoplasmic access due to backbone charge [204]
Methylphosphonate (backbone) Unchanged despite neutral backbone Nuclease stability — ↑ [10,23,83]

Intermolecular affinity — ↓
3′-Cholesterol (conjugate) Enhanced lipid association and uptake rate [121]

Target affinity Natural PO Tm of 15-mer for DNA complement≈50–60◦C [143,205]
PNA (backbone) �Tm/modification≈1◦C Nuclease resistance — ↑ [206,207]

RNase H activity — ↓
LNA (ribose) �Tm/modification up to 8◦C Nuclease stability — ↑ [56,57,145]

RNase H activation — ↓
5-(1-Propynyl) cytosine/uracil (base) �Tm/modification≈2◦C [151]
1-O-(1-pyrenylmethyl)glycerol (conjugate) �Tm/modification≈3–7◦C (bulge) RNA-DNA selectivity — ↑ [155]

�Tm/modification≈8–10◦C (end)
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methylphosphonate (MP) and phosphorothioate (PS) backbone oligonucleotides. Though receiving
little current attention owing to other limitations [20,23], MP oligonucleotides have significant sta-
bility to nuclease digestion with half-lives in excess of 24 h for partially modified sequences [24].
PS oligonucleotides, with a sulfur atom substituted for a nonbridge backbone oxygen atom, have
half-lives greater than 4 h [18,19], sufficient for most applications. PS oligonucleotides, however,
have reduced target-binding affinity, increased nonspecific association with proteins, and greater tox-
icity and in vivo complications including complement activation [25–27]. These shortcomings in PS
oligonucleotides have resulted in the examination of additional backbone modifications for nuclease
resistance.

In phosphoramidate (PN) oligonucleotides, one backbone oxygen is replaced by an amino group.
These can take two forms, where either the nonbridging oxygen in the backbone (nonbridging) or
the 3′ oxygen of the ribose ring (N3′–P5′) is replaced by a nitrogen [28–33]. Though very stable
to nuclease degradation [29], nonbridging PN molecules have lower affinity for their target mRNA
molecules while N3′–P5′ PN oligonucleotides have similar nuclease resistance with increased target
affinity [32]. Peptide nucleic acids (PNA) replace the PO backbone with an amide structure. These
molecules are stable in response to nucleases as expected but are also stable in the presence of proteases
[34]. Nuclease resistance through replacement of the backbone was achieved using another acyclic ana-
logue, 1-[3-hydroxy-2-(hydroxymethyl) prop-1-enyl]thymine [35]. Oligonucleotides with only two of
these modified nucleotides at the 3′ end showed markedly enhanced resistance to 3′-exonuclease [35].

A unique backbone modification replaces a nonbridging oxygen with a borane group (BH−3 ), maintain-
ing backbone charge and conformation. In particular, nucleosides with this group are attractive as they
are recognized by replication and transcription enzymes [36]. Boranophosphate (BP) oligonucleotides
have twice the nuclease resistance of PS oligonucleotides [36]. Methylene(methylimino) (MMI) backbone
linkages resist degradation while also conferring resistance to adjacent PO linkages, making them useful
for the synthesis of chimeric backbone oligonucleotides [37,38]. 3′-Methylene-modified oligonucleotides
also show significant nuclease resistance, though the specific contributions of the backbone modifications
were not clear as the tested molecules also possessed other modifications [39].

A different approach to backbone modification was taken in the development of so-called dumbbell
oligonucleotides [40]. These molecules are synthesized in a circular conformation, with an antisense
DNA sequence conjugated to the complementary sense RNA sequence in antiparallel conformation by
alkyl loops at each end. These molecules are “activated” by RNase H cleavage of the RNA portion of
the stem, leaving the freed DNA to attack its complementary cellular target. Hence, until activation,
these sequences do not have a free end to be attacked by exonucleases and are double-stranded to resist
single-strand endonucleases. These molecules are protected from degradation through structure rather
than chemical modification. An analogous approach used an artificial 3′–3′ linkage at the 3′ terminus of
the oligonucleotide to prevent degradation [41].

Ribose modifications generate oligonucleotides that have RNA-like characters while not being as sus-
ceptible to nuclease degradation. Modifications to the sugar ring that have been tested have primarily

′ ′
Studies have investigated numerous atomic and molecular substitutions, such as 2′-amino, 2′-fluoro,
2′-O-methyl, 2′-O-propyl, 2′-O-butyl, 2′-O-pentyl, 2′-O-nonyl, 2′-O-allyl, 2′-O-3,3-dimethylallyl,
2′-O-methoxyethyl, 2′-O-aminopropyl, 2′-O-{2-[N,N-(dimethyl)aminooxy]ethyl} (2′-O-DMAOE),
and 2′-O-{2-[N,N-(diethyl)aminooxy]ethyl} (2′-O-DEAOE) [17,43–52]. Half-lives of some 2′ modified
oligonucleotides in the presence of nucleases have been found to approach or exceed that of PS oli-
gonucleotides, in some cases with only four modified nucleotides at the 3′ end (t1/2 > 24 h) [50,51].
In connecting the 1′ carbon to the 2′ oxygen, oxetane constrained nucleotides were generated that
almost completely protected against snake venom phosphodiesterase with only two 3′ modifications [53]
Strangely, in serum, also thought to be primarily composed of 3′ exonucleases, the stability enhancement
by this modification was only moderate at best.

A novel class of 2′ modified oligonucleotides called locked nucleic acids (LNAs) has recently received
attention. These are also referred to as bridged nucleic acids (BNAs) as the modification locks the furanose

focused on the 2 position, though the 4 position has received some minor attention (Figure 17.1a) [42].
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FIGURE 17.1 Components of natural nucleosides. (a) Deoxyribose and ribose sugars with labels. (b) Purine and
pyrimidine nucleobases with labels. Base-pairing atoms are shown in bold text. Guanine and cytosine form three
hydrogen bonds. Adenine forms two hydrogen bonds with either thymine (DNA) or uracil (RNA). Hydrogen atoms
have not been explicitly displayed unless contributing to nucleic acid formation or structure.

ring into a C3′ endo conformation (typical for A-form helix) by forming a bridge between the 2′ oxygen
and the 4′ carbon [54]. This covalent bond can be formed in either α or β conformation with either a
methylene or ethylene linkage [55,56]. The nuclease resistance achieved using these nucleotides improves
the half-life of natural nucleic acids by an order of magnitude [56,57]. Interestingly, oligonucleotides
capped at both the 5′ and 3′ ends with LNA nucleotides are less nuclease resistant than those modified
relatively uniformly throughout [57]. In morpholino oligonucleotides, the ribose sugar ring is replaced
with a 6-membered morpholino ring in addition to using a phosphoramidate backbone. No cellular
nuclease has been found that degrades these modified oligonucleotides [58,59].

Substitution of the natural chemical composition is not the only strategy for ribose modifications.
Because natural nucleic acids are composed of many chiral centers, conformation has also been explored
as a means of maximizing the natural chemistry of oligonucleotides while also protecting them from
degradation. Natural ribose constituents are in D conformation, either C2′ endo (B-form helix) or C3′ endo
with the 2′ constituents in trans to the nucleobase. Incorporating nine l-deoxycytidine modifications
(vs. natural d-deoxycytidine) distributed evenly throughout a 19-mer oligonucleotide protected more
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than 50% of the full-length oligonucleotide from degradation in serum after 60 h [60]. Oligonucleotides
containing arabinose nucleotides, in which the 2′ position is cis relative to the base, have shown nuclease
resistance approaching PS oligonucleotides [61].

Base modifications that can interrupt nuclease progression are particularly valuable for oligonucleotide
stability as they do not often compromise backbone chemistry or conformation for enhanced nuclease
resistance. To avoid interruption of base-pairing, modifications to the nucleoside bases have been tested
primarily with pyrimidines at the 5 and 6 positions, with some tests using purines modified at the

6-azathymine; 6-azadeoxycytosine; 6-methyldeoxyuracil; 5,6-dimethyldeoxyuracil; 5-iododeoxyuracil;
5-bromodeoxyuracil; 5-fluorodeoxyuracil; and 5-methyldeoxycytosine, was simultaneously tested in one
early study [64]. It was found that as compared to PO oligonucleotides at least an order of magnitude
increase in the stability of the molecules in calf serum was achieved using base-modified end caps, with
the most resistant being three 6-methyldeoxyuracils added to the 3′ end (t1/2 = 24 h). The prevention
of nuclease progression beyond the point of base modification has also been shown for oligonucleotides
containing central 5-(N -aminoalkyl)carbamoyl-2′-deoxyuridines [65]. A single insertion of a tricyclic
“G-clamp” analogue of cytosine, either phenoxazine or 9-(2-aminoethoxy)-phenoxazine cytosine, at the
3′ end resulted in 100% of the full-length oligonucleotide after 8 h as opposed to 0% remaining for an
unmodified 19-mer after 20 min [66]. In combination with 2′ modifications, 2-thiothymidine was found
to enhance oligonucleotide half-life but did not prevent degradation in the absence of a nuclease resistant
backbone [67]. Cyclopurines, in which the base is modified by a second covalent link to the sugar ring
(5′–8), have also been found to halt exonuclease progression [68]. However, these nucleotides can be more
easily depicted as having simultaneous base and backbone modifications.

By attaching nonnucleotide species at the ends (primarily 3′) of oligonucleotides, conjugates can
protect oligonucleotides against degradation through steric prevention of exonuclease initiation and
progression. Examples include avidin–biotin complexes; hexanol; aminohexyl; acridine; cholesterol;
1,3 propanediol; 1-O-hexadecylglycerol; amino sugars; spermine, and dipyridophenazine [53,69–74].
An 8 nt 3′-terminal hairpin structure was shown to increase the half-life of a 19-mer PO oligonucleotide
approximately 10-fold [75]. As with covalent conjugates, noncovalent complexes have shown effective
protection of oligonucleotides against degradation. In the extracellular medium, asialoglycoprotein-poly-
l-lysine (ASGP-PLL) and polyethyleneimine (PEI) electrostatic complexes protected oligonucleotides
from degradation by steric repulsion of serum nucleases and encapsulation of the oligonucleotide [76,77].
Polyethylene glycol (PEG)–PEI nanogel complexes protected PO oligonucleotides for over 1 h in mouse
serum [78].

17.3.2 Cellular Delivery and Uptake

In a therapeutic context, oligonucleotides must be delivered to the appropriate target tissue, associate
with target cells, and be internalized. In vitro studies using chemical and mechanical permeabilization
support the hypothesis that cellular uptake greatly limits oligonucleotide efficacy [79–82]. Achieving
the necessary intracellular oligonucleotide concentration to enact an effect is limited by many factors,
including protein adsorption and charge repulsion between the negatively charged oligonucleotide and the
negatively charged cell surface. Issues of systemic and cellular delivery are being addressed by a number of
different methods, including chemical modification of oligonucleotides to increase their hydrophobicity;
conjugation of oligonucleotides to molecules that enhance biological half-life, cellular association, and
endocytosis; and encapsulation of the oligonucleotide in various carriers, primarily cationic lipids or
liposomes.

It was initially believed that increasing the hydrophobicity of oligonucleotides would enhance their
association with lipid membranes as well as potentially allowing them to diffuse freely through the plasma
membrane. This was accomplished using MP oligonucleotides. Despite their neutral backbone charge
and their stability to nucleases [3], cellular uptake of fully MP oligonucleotides was shown to be very
inefficient, with uptake primarily trapping the oligonucleotides in pinocytic vesicles with little or no

7 position (Figure 17.1b and c) [62–64]. The nuclease resistance for many pyrimidine base modifications,
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nuclear accumulation after 4 h [10,83]. Similarly poor uptake has been described for noncharged PNA
and morpholino oligonucleotides, which generally must be loaded by alternative chemical or physical
strategies [84,85]. With limited available modifications and the significant enhancement of uptake via
complexation with other molecules, direct backbone modifications for improvement of delivery have not
received continued attention.

A standard in vitro means to deliver oligonucleotides is lipofection. Oligonucleotides are mixed with
cationic lipids that condense around the negatively charged oligonucleotide forming a lipid vesicle
(liposome), which interacts more easily with the lipophilic cellular membrane. The positively charged
lipids also reduce the electrostatic repulsion between the oligonucleotide and the cell surface. Oligo-
nucleotides separate from the liposomes following cellular internalization via adsorptive endocytosis
[86–92]. Incorporation into liposomes has been shown to enhance efficacy by as much as 1000-fold in the
inhibition of ICAM-1 and HIV-1 [93,94]. Targeted liposomes have also been examined as a method for
enhancing specific, cellular delivery [6,95,96]. “Programmable” fusogenic vesicles are based on liposomes
that can be destabilized to encourage fusion with cellular membranes to release contained oligonuc-
leotides into the cytoplasmic compartment [97,98]. Liposomal preparations containing recombinant
viral peptides have been proposed for virus-like transmission of encapsulated nucleic acid without viral
complications [99].

Oligonucleotides conjugated with polycations such as poly-l-lysine (PLL) also have improved cellular
uptake and efficacy [100,101]. Cationic “starburst” dendrimers showed modest enhancement of oligonuc-
leotide uptake, though less than cationic lipid formations [102]. Morpholino and PNA oligonucleotides,
having no backbone charge, cannot be complexed directly with cationic carriers for delivery; however
efficient delivery was still achieved using a charged DNA molecule carrier complexed with polycationic
species [103,104]. Condensation of oligonucleotides with protamine sulfate followed by incorporation in
anionic lipid formulations, such that the overall charge ratio was 3/1 (+/−) showed enhanced nuclear
localization in HepG2 cells [105]. Conjugation to proteins and carbohydrates can enhance the efficiency
and specificity of delivery to a target organ, often the liver, while potentially mitigating the toxicity of the
PLL moiety [106–108]. Oligonucleotide–PLL complexes have been conjugated to transferrin to utilize the
transferrin receptor to mediate uptake in human leukemia (HL-60) cells [109]. This approach has also
been used with specific ligands to other cellular receptors, such as the ASGP, EGF, and IGF1 receptors, with
success [88,108–115]. This strategy has also been tested with noncovalent conjugates of oligonucleotide
with PLL conjugated to the signal import peptide from Kaposi fibroblast growth factor with positive res-
ults [116]. Recent success at the lipofection of nondividing cells with plasmid using a nuclear localization
signal suggests another potential conjugate for oligonucleotide delivery [117].

Early attempts at covalent conjugation focused on enhancing the oligonucleotide hydrophobicity.
Oligonucleotides conjugated to cholesterol derivatives (chol-oligonucleotides) and other lipophilic com-
pounds have improved association with cell membranes and internalization by cells, in some cases through
interactions with cellular proteins [118–122]. Conjugation of poly(G) as a nonspecific ligand for the
macrophage scavenger receptor showed order of magnitude enhancement in cellular accumulation of
oligonucleotide in cell culture studies [123]. Peptide conjugates have also been used to mediate spe-
cific trafficking within cells. Peptides as simple as four lysines at the end of a PNA improved cellular
uptake in transgenic mice [124]. PS and PNA oligonucleotides conjugated to HIV-1 Tat, transportan, and
antennapedia homeodomain peptide showed enhanced cellular accumulation over free oligonucleotides
[84,125,126]. Nuclear targeting peptide was conjugated to an oligonucleotide to enhance its nuclear
localization in Paramecium [127].

For in vivo delivery, distinct issues of localization and persistence must be accounted for prior to cellular
uptake and trafficking. One strategy for this utilizes biodegradable polymer microspheres to encapsulate
oligonucleotides for site-specific delivery [128]. Distribution within the tissue, in this case rat brain, was
improved. In addition, intracellular distribution, presumably due to enhanced extracellular concentration
profile, was more even and longer lived [128]. In the particular case of delivery to the brain, fractional
oligonucleotide uptake across the blood–brain barrier was also dramatically improved, approximately
8-fold increase, by positively charged PEG–PEI complexes [78].
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17.3.3 Intermolecular Hybridization Affinity

The affinity of oligonucleotides for their target mRNA has been shown as a major determinant in antisense
action [129,130]. The affinity of PO oligonucleotides for their complement varies greatly depending on
both sequence, in particular GC content, and the folded structures of the oligonucleotide and the targeted
strand [131,132]. Hybridization requires the delicate assembly of hydrogen bonds to overcome the innate
repulsion of the two negatively charged nucleic acid backbones. Improvement of this interaction can
be achieved through modifications to reduce electrostatic repulsion or enhance hydrogen bond forma-
tion/organization and base stacking (i.e., enthalpic enhancement) or through optimizing structure in the
free strands to minimize change upon hybridization (entropic).

An early study catalogued numerous modifications and assessed their relative effects on the melting
temperature (Tm) of duplexes of modified oligonucleotides with their RNA complement [133]. What
is most striking about the study is that of 17 novel phosphorus-containing backbone modifications,
including PS, none enhanced intermolecular Tm values. Likewise, for over 60 modified nonphosphorus
backbones examined, none consistently enhanced the affinity of a modified oligonucleotide for its target
RNA across a number of different sequence contexts with some achieving destabilization of up to 10◦C per
modification [133]. Modifications that caused significant destabilization of duplex formation also greatly
reduced selectivity to mismatch sequences. Backbone modifications that enhance nuclease resistance
generally reduce intermolecular affinity as seen with PS oligonucleotides (≈−1◦C per modification) and
MP oligonucleotides (≈−2◦C per modification) [134].

Nonetheless, modified phosphate backbones have been identified that do improve hybridization.
Replacement of the 3′ oxygen with an amino group (N3′–P5′ PN) or a methylene group increases Tm

by approximately 1◦C per modification relative to PO backbone molecules [39,135]. Incorporation of
positive charges into the backbone using dimethyl aminopropyl PN linkages enhanced the binding of
strands for their target and reduced the dependence of binding on salt concentration [136]. In addition,
mismatch selectivity was extraordinary with an average of approximately −10◦C per mismatch [136].
This hybridization is particularly unique in that it results from parallel strand interactions due to the α

orientation of these modified nucleotides.
Additional success has been achieved through the use of nonphosphate backbones. Formacetal linkages,

with the backbone phosphate (5′-OPO2O-3′) replaced by methylene (5′-OCH2O-3′) have lower affinity
for their target RNA but 3′-thioformacetal (5′-SCH2O-3′) backbone nucleotides increase Tm by approx-
imately 1◦C per modification [137]. MMI backbone linkages marginally increase hybridization affinity
but have been found to augment significantly the affinity increase provided by 2′ ribose modifications
[138]. Using an array of PNA 16-mer sequences, Tm values with DNA complement were measured at
70–80◦C relative to 50–55◦C for DNA : DNA hybrids [139]. An 11-mer PNA was shown to have sub-
nanomolar affinity for its complementary target with single mismatches generating primarily enthalpic
losses in excess of entropic gains [140].

Enhanced intermolecular affinity is most often achieved through ribose modifications, primarily those
at the 2′ position, in an attempt to approach most closely an A-form helix, which has been shown to
be more energetically stable than B-form [141,142]. Through the synthesis of many modified nucleo-
sides, it has been shown that, for single-chain groups, intermolecular affinity decreases with the size of
the 2′ group, the opposite trend from nuclease resistance [18,45]. Branched structures, however, can
increase Tm for RNA while reducing DNA affinity and improving selectivity [50]. 2′-O-anthraquinone-
modified oligonucleotides had enhanced binding to complementary targets through intercalation of the
anthraquinone group [143]. As this moiety intercalates into the helix structure, the relative enhancement
for DNA is greater than that for RNA, due to the more pronounced grooves of the B-form helix.

Many 2′ modifications seek to enhance affinity by reduced entropic cost through preorganization.
A thorough review on this subject has been published [144]. This strategy led to the development of
LNAs, which are conformationally locked in C3′ endo conformation. The binding affinities of LNAs for
their targets have been reported to be among the highest recorded with �Tm per modification values of
up to 10◦C in binding RNA [145]. The maximal increase in affinity per modification was achieved with
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mixed LNA–DNA oligonucleotides, suggesting that some compensation of the more flexible ribose for
the constrained ring is required. However, the mechanism of affinity enhancement remains under debate;
it is either enhanced preorganization of constrained nucleotides as originally postulated or improved
nucleobase alignment [146,147]. In one study, stopped-flow kinetics results at 25◦C showed that the
dissociation rate constants primarily determined hybridization affinity and that the affinity increase due
to incorporation of LNA nucleotides was enthalpic not entropic, indicating improved base-pairing [148].
Slower dissociation kinetics was also seen in triplex applications [149], lending credence to the observed
behavior with duplexes.

Base modifications take advantage of improved hydrogen bonding or improved π electron sharing in
base stacking. To enhance affinity, pyrimidine bases are most often modified as the single ring provides
more flexibility in the size of the substituted groups. The earliest reported base modification that enhanced
oligonucleotide affinity, C-5 propyne or in the current vernacular 5-(1-propynyl), showed an enhance-
ment of the melting temperature of 1 to 2◦C per modification [150,151]. Since then, many different
modifications have been tested with varying affinity changes. Halides (F, Br, and I) at the 5 position alter
Tm only slightly,±0.3◦C, while carbon chains at the 5 position most often proved destabilizing by at least
1◦C per modification, with the notable exception of the 1-propynyl insertion [64,133]. Aminoglycoside
substitution at the 5 position of cytidine created enhanced electrostatic interactions to increase Tm by
1.5◦C per modification at 1 M NaCl and by 2.5◦C per modification at 0.15 M NaCl, with RNA binding
being preferentially enhanced over DNA, presumably due to enhanced sterics from the empty central axis
of A-form helices [152].

While the majority of conjugates either reduce binding affinity due to sterics or have no effect since
they do not interact with the nucleic acids (the notable exception being positively charged peptides [153]),
some intercalating species have proven to greatly stabilize formed duplexes. Incorporation of a single
acridine moiety increases Tm by an average of 5◦C whether added at the 5′ terminus or at a central
location [154]. Adding 1-O-(1-pyrenylmethyl)glycerol to the ends of short (6–8 mer) oligonucleotides
increased affinity by≈ 10◦C per modification to its DNA complement [155]. Replacing an internal base by
this group reduces affinity, but insertion as a bulge increases affinity beyond the fully matched sequence.
Discrimination between DNA and RNA complements is also dramatically enhanced [155].

17.4 Other Applications

17.4.1 Aptamers

While primary sequence of oligonucleotides is critical to function in most nucleic acid applications,
the simplicity of manipulation of nucleic acid secondary structure and the small “alphabet” of building
blocks has led to the development of structure-based, functional oligonucleotides, termed aptamers.
Both directed and combinatorial approaches have been used to generate oligonucleotides that effectively
and specifically bind targeted molecules by means other than base-pairing. Initially, it was shown that
small molecule targets could be bound by selected RNA molecules [156,157]. Selection and amplification
strategies for protein targets (e.g., SELEX) soon yielded two protein-binding single-stranded aptamers for
T4 DNA polymerase and one for human thrombin, each with nanomolar affinity for its target [158,159].
The sequence of the thrombin-binding oligonucleotide, GGTTGGTGTGGTTGG, makes clear why this
oligonucleotide would have unique structure. Sequences with multiple guanines tend to arrange in planar
G-quartet structures, and this was later confirmed [160,161]. The ability of these techniques to identify
optimal structures was also noted by a subsequent mutation study in which no alterations in the center
of the structured region provided gains in the stability of the selected structure [162]. The importance of
the oligonucleotide structure rather than the sequence was confirmed through the use of 5-(1-pentynyl)-
deoxyuridine nucleotides. New sequences were found in the presence of the modified nucleotides without
a significant loss in binding affinity [163]. Similarly, replacement of PS aptamers with PO and 2′-O-
methyl oligonucleotides of identical sequence markedly reduced the function of an aptamer targeting
EGF receptor in cell culture [164].
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Recognizing the importance of nuclease stability, aptamers targeting basic fibroblast growth factor
incorporated 2′-amino modifications, the resulting aptamers being nonfunctional without the amino
group [165]. It was found that incorporation of these moieties along the length of the aptamer also
provided a framework for further modification and flexibility in the selection scheme [166]. A similar
strategy involved providing a carbonyl group at the 5 position of uridine for downstream derivatization,
in an attempt to enhance the “shape space” available to the oligonucleotides [167]. Nuclease resistant and
selection competent aptamers with 2′-fluoro modifications were subsequently modified with 2′-O-methyl
groups, enhancing their stability but rendering the oligonucleotides incompetent for further amplification
[168]. Additional nuclease stability and improved cell and tissue uptake were achieved through 5′ con-
jugation with diacylglycerol and noncovalent complex formation with cholesterol-containing liposomes
[169]. The resulting complex produced the desired inhibition of cellular proliferation in vivo, while the
naked aptamer could not. Subsequent in vivo studies showed that stable production of aptamers resulted
in long-term inhibition of Drosophila B52 function in cell lines and adult animals, mitigating issues of
delivery [170]. The protein binding of PS oligonucleotides, though a detriment for most applications,
was found to be useful for the production of aptamers to prevent cell adhesion and cytokine stimulation
[171,172]. Phosphorodithioate linkages (P-2S) have shown enhanced interactions with target proteins
with similar nuclease stability to PS oligonucleotides [173].

A novel aptamer design method achieves nuclease stability through the use of mirror-image
l-oligonucleotides. These molecules, termed “spiegelmers,” cannot be generated using natural poly-
merases, necessitating development of an ingenious synthetic method [174]. The desire is to generate
l-oligonucleotides (unnatural) to target proteins containing l-amino acids (natural). Taking advantage
of chiral substrate specificity [175], SELEX is performed with d-oligonucleotides (natural) targeting pep-
tides synthesized with mirror-image d-amino acids (unnatural). Once high affinity d-oligonucleotides
are identified, the corresponding l-oligonucleotide, which is nuclease resistant and targets the natural
proteins, is synthesized [174]. This strategy has been successfully applied in locating spiegelmers targeting
multiple peptide and protein targets with KD approximately 100 to 1000 nM [176–181]. Spiegelmers con-
jugated to 40 kDa PEG were found to have significantly longer biological half-lives than naked spiegelmers
[177]. The technique is limited by the size of mirror-image target that can be easily synthesized, but recent
work has shown that targeting stable protein domains may allow selection of aptamers against the full
protein [178].

Aptamers can be designed to target nucleic acids with combined structural and complementarity
interactions [182]. This type of aptamer has been developed successfully with DNA or RNA [182,183].
Standard selection methods isolated a stem–loop structure where the loop formed a complementary
“kissing complex” with the targeted HIV-1 TAR RNA, in which the loop base-pairs with its complement
and the stem provides additional structural stabilization. This type of loop–loop interaction is akin to the
interaction of tRNA with mRNA in translation. The slight differences in the base composition between the
RNA and DNA aptamers may reflect differences in the structures of RNA : RNA and RNA : DNA helices
[184]. As in other cases, the natural RNA aptamer was ineffective in cell culture due to degradation,
but a nuclease stable analogue that bound the TAR RNA with similar affinity successfully inhibited Tat-
mediated transcription at submicromolar concentrations [185,186]. The importance of the structures
formed by these aptamers was reinforced by the ablation of function due to alteration of the loop-closing
base composition, a thermodynamically unfavorable alteration [186,187].

17.4.2 RNA Interference

RNA interference (RNAi) is a promising but relatively young technology that is being explored for highly
specific gene expression inhibition. In RNAi, the presence of 21–23 nt double-stranded RNA (dsRNA)
termed short interfering RNA (siRNA) in the cytoplasm of cells initiates recruitment of proteins to form
the RNA-induced silencing complex (RISC), which cleaves the targeted mRNA [188,189]. Early work
provided basic heuristic sequence design parameters for siRNAs [190,191], which has since been more
thoroughly tested and revised by commercial siRNA providers [192]. siRNAs face some similar design
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issues to those of antisense oligonucleotides, being short nucleic acids that must enter cells, identify a
target by Watson–Crick complementarity, and exert a biological function. However, modified siRNAs
have three other significant constraints: they must be administered as double-stranded sequences, must
form A-form helices when hybridized with the target mRNA, and must allow for the specific protein
interactions required by the RNAi pathway [193]. In addition, the 5′ end of the antisense strand siRNA
must terminate in a hydroxyl group for efficient silencing [193,194]. The most common modification of
siRNAs is to enhance stability with two 2′-deoxythymidines at each 3′ overhang [189]. Other chemical
modifications have focused on further enhancement of nuclease resistance, improved inhibitory activity,
and reduced nonspecific effects, though the number of published studies is currently small due to the
relative youth of the field.

In general, RNA is highly susceptible to degradation by RNases leading to investigation of RNase
resistant siRNA strands [195]. One strategy for extending the half-life of RNA is through the use of
hairpins [196], which is a strategy used for simplified production of siRNAs [197]. The success of this
approach in extending the time of RNAi has not been thoroughly studied. Fully and partially modified
siRNAs containing either 2′-fluoro, 2′-deoxy, or 2′-O-methyl ribose modifications; 5-bromo, 5-iodo, or
3-methyl uridine; or 2,6-diaminopurine (in place of adenine) modifications were examined for RNase
resistance in cellular extracts, maximal inhibition of the target at more than 200 nM , the kinetics of
inhibition, and the relative importance of the location of modifications on the activity of the molecules
[195]. 2′-Fluoro and 2′-O-methyl-modified siRNAs showed enhanced nuclease resistance, maximally
when both strands were modified, and sustained activity for approximately twice as long as unmodi-
fied duplexes (>120 h) but with reduced maximal inhibition [195,198]. Similar results were obtained
with end-modified siRNAs [199], which were administered in serum-free conditions as serum seems
to have predominantly double-stranded endonucleases [198]. Alternating 2′-O-methyl modifications
were sufficient to provide nuclease resistance, while five and ten nt consecutively modified stretches
were not [198]. Curiously, highly resistant 2′-O-methyl siRNAs showed no inhibitory activity, possibly
due to interruption of protein interactions or excessive siRNA affinity preventing duplex unwinding
[190,195]. The siRNAs containing two LNA modifications maintained the ability to inhibit caveolin
expression from HeLa cells at similar concentration to the unmodified duplex, despite their high Tm

values [200]. It remains to be seen if stabilizing modifications that enhance cell culture activity can
translate to the in vivo situation, and recent data suggests that this may prove more troublesome than
expected [201].

17.5 Summary

Oligonucleotides have proven to have great potential in a number of biotechnology and therapeutic
applications. While the natural physical and chemical properties of oligonucleotides first drew the atten-
tion of researchers for the desired applications, it soon became clear that an oligonucleotide engineered
specifically for the task would be more effective than an “off-the-rack” oligonucleotide. Beginning with
enhancing the backbone for nuclease resistance, oligonucleotides are now engineered to meet every design
constraint of the targeted application. The many functional groups available on the backbone, in the sugar
moiety, and in the nucleobase provide a fertile basis from which to perform modifications. In concert,
the analytical techniques available and the depth of knowledge of nucleic acid structures and interactions
provide the scientist and engineer with the ability to fully understand the impact of the modifications not
only on the intended design parameter but also on other oligonucleotide properties. The foundations of
understanding derived from the development of antisense oligonucleotides for the lab and the clinic have
begun to be applied to other oligonucleotide-based technologies, such as aptamers and siRNAs. While
many similarities exist across these applications, the specific needs of each will be thoroughly examined
and novel biomolecular engineering approaches applied in the synthesis of the next generation of designer
oligonucleotides.
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Abbreviations
ASGP Asialoglycoprotein
BNA Bridged nucleic acid
BP Boranophosphate
DNase Deoxyribonuclease
EGF Epidermal growth factor
HIV Human immunodeficiency virus
ICAM Intracellular adhesion molecule
IGF Insulin-like growth factor
LNA Locked nucleic acid
MMI Methylene(methylimino)
MP Methylphosphonates
nt Nucleotide
P-2S Phosphorodithioate
PEG Polyethyleneglycol
PEI Polyethyleneimine
PLL Poly-l-lysine
PN Phosphoramidate
PNA Peptide nucleic acid
PO Phosphodiester
PS Phosphorothioate
RISC RNA-induced silencing complex
RNAi RNA interference
RNase Ribonuclease
SELEX Systematic evolution of ligands by exponential enrichment
siRNA Short, interfering RNA
Tm Melting temperature
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Gene therapy, the transfer of genes into cells for a therapeutic effect, is an experimental approach to the
treatment of disease. The first clinically applicable system for efficiently delivering genes into mammalian
cells was developed in the early 1980s and was based on a genetically engineered retrovirus, which, as part
of its lifecycle, stably integrates its genome into the target cell’s chromosomal DNA. Using recombinant
DNA technology perfected in the mid-1970s, investigators replaced the viral genes with therapeutic genes
and the resulting recombinant retrovirus shuttled these genes into the target cells. The potential applica-

(many of which have no viable treatment) and virtually every human disease is profoundly influenced by
genetic factors [1]. In addition to inherited diseases, other viable targets for gene therapy include more
prevalent disorders that show a complex genetic dependence (i.e., cancer and heart disease) as well as
infectious diseases (i.e., human immunodeficiency virus) and applications in tissue engineering [1,2].

18.1 Background

Gene therapy protocols conduct gene transfer in one of two settings; either ex vivo or in vivo [3]. For
ex vivo gene therapy, target cells or tissue are removed from the patient, grown in culture, genetically
modified, and then reinfused or retransplanted into the patient [4]. Ex vivo gene therapy is limited to
those tissues which can be removed, cultured in vitro and returned to the patient and cannot be applied to
many important target tissues and organs such as the lungs, brain, and heart. For in vivo gene therapy, the
gene transfer agent is delivered directly to the target tissue or organ, and gene transfer occurs in the patient
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tions of gene therapy are far reaching (Table 18.1) since there are over 4000 known human genetic diseases
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TABLE 18.1 Target Diseases for Gene Therapy

Target disease Target tissues Corrective gene

Inherited
ADA deficiency Hematopoietic cells ADA
α-1 antitrypsin deficiency Fibroblasts α-1 antitrypsin

Hepatocytes
Lung epithelia cells
Peritoneal mesothelial cells

Alzheimer’s disease Nervous system nerve growth factor
Cystic fibrosis Lung epithelial cells CFTR
Diabetes Fibroblasts human insulin

Hepatocytes
Duchenne muscular dystrophy Muscle cells dystrophin
Familial hypercholesterolemia Hepatocytes LDL receptor
Gaucher disease Hematopoietic cells glucocerebrosidase

Fibroblasts
Growth hormone deficiency Endothelial cells human growth hormone

Fibroblasts
Keratinocytes
Muscle cells

Hemoglobinopathies Hematopoietic cells α- or β-globin
Hemophilia Fibroblasts factor VIII, IX

Keratinocytes
Hepatocytes
Muscle cells

Leukocyte adhesion deficiency Hematopoietic cells CD-18
Parkinson’s Disease Nervous system tyrosine hydroxylase
Phenylketonuria Hepatocytes phenylalanine hydroxylase
Purine nucleoside phosphorylase Fibroblasts Purine nucleoside phosphorylase

deficiency
Urea cycle disorders Hepatocytes Ornithine transcarbamylase or

arginosuccinate synthetase
Acquired

Cancer Acute lymphoblastic leukemia p53 HSV thymidine kinase
Brain tumors γ -interferon
Carcinoma tumor necrosis factor
Melanoma retinoblastoma gene
Retinoblastoma

Infectious diseases HIV dominant negative Rev
TAR decoy
RRE decoy
diptheria toxin A

Cardiomyopathy Muscle cells (used reporter gene)
Emphysema Lung epithelia cells α-1 antitrypsin
Local thrombosis Endothelial cells anticlotting factors
Vaccines Muscle cells various

rather than in the tissue culture dish [3]. Both strategies have inherent advantages and disadvantages and
current research is determining which approach can best meet the needs of a particular disease.

Gene delivery systems can be classified as either viral or nonviral [5]. For viral gene transfer, one of
several different types of viruses is engineered to deliver genes. Typically, viral genes are removed to
prevent self-replication of the virus and to provide room for the insertion of one or more therapeutic
genes that the recombinant virus will carry. To further ensure the safety of the recombinant viruses,
specialized packaging cell lines have been developed to produce the recombinant viruses and minimize
the production of infectious wild-type viruses. Some viruses are able to integrate the therapeutic genes
into the target cell’s nuclear DNA (retroviruses, adeno-associated viruses [AAVs]), whereas others are not
(adenoviruses) (Table 18.2).
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TABLE 18.2 Physical Characteristics of Wild Type Virions

Characteristic Retroviruses Adenoviruses AAV

Genome type ssRNA (2 per virion) dsDNA ssDNA
Genome size (bases) 8300 36,000 4700
Genome MW (daltons) 3× 106 20–25× 106 1.2–1.8× 106

Particle diameter (nm) 90–147 65–80 20–24
Particle mass (grams) 3.6× 10−16 2.9× 10−16 1.0× 10−17

Composition
DNA/RNA (%) 2 13 26
Protein (%) 62 87 74
Lipid (%) 36 0 0

Density (g/cm3CsCl) 1.15–1.16 1.33–1.35 1.39–1.42
Enveloped? (yes/no) yes no no
Shape spherical icosahedral icosahedral

Surface projections (yes/no) yes yes no
Number ∼60–200 12
Length (nm) 5 25–30
Max diameter (nm) 8 4

Virus titer (pfu/ml) 106–107 1010–1012 105–107

Integration? yes — random no — episomal yes — chromosome 19

TABLE 18.3 Features of the Various Gene Transfer Systems

Features Retrovirus AAV Adenovirus Nonviral

Maximum transgene size 8 kb 4.7 kb 36 kb �36 kb
Maximum concentration ∼107 ∼1012 ∼1012

(vectors/ml)
Transfers genes to quiescent cells No/Yesa Yes Yes Yes
Integrates transgene into target Yes Yes No No

cell genome
Persistance of gene expression weeks–years years weeks–months days–weeks
Immunological problems Few None known Extensive None
Preexisting host immunity No Yes Yes No
Stability of vector Poor Good Good Good
Ease of large-scale production Difficult Difficult Easy Easy
Safety concerns Insertional Inflammation Inflammation Toxicity

mutagenesis toxicity toxicity

aRecombinant lentiviruses, such as human immunodeficiency virus, are capable of transducing quiescent cells.

Nonviral gene transfer systems are based on a variety of technologies that employ physical/chemical
means to deliver genes [6]. These technologies include direct plasmid injection, bombardment with DNA
coated microprojectiles, and DNA complexed with liposomes or polymers. Some nonviral transfection
techniques are too inefficient (e.g., coprecipitation of DNA with calcium phosphate [7], DNA complexed
with diethylaminoethyl (DEAE)-dextran [8], electroporation [9]), or laborious (e.g., microinjection of
DNA [10]) for clinical use. Only those gene delivery systems (viral and nonviral) with potential for clinical
application are discussed in this chapter. The main features of these technologies (Table 18.3) are described
and specific examples of their applications highlighted.

18.2 Recombinant Retroviruses

Many of the approved clinical trials have utilized recombinant retroviruses for gene delivery. Retroviral
particles contain two copies of identical RNA genomes that are wrapped in a protein coat and further
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encapsidated by a lipid bilayer membrane. The virus attaches to specific cell surface receptors via surface
proteins that protrude from the viral membrane. The particle is then internalized and its genome is
released into the cytoplasm, reverse transcribed from RNA to DNA, transported into the nucleus, and
then integrated into the cell’s chromosomal DNA. The integrated viral genome has LTRs (long terminal
repeats) at both ends, which encode the regulatory sequences that drive the expression of the viral
genome [11].

Retroviruses used for gene transfer are most frequently derived from wild-type murine retroviruses.
The recombinant viral particles are structurally identical to the wild-type virus but carry a genetically
engineered genome (retroviral vector) which encodes the therapeutic gene of interest. These recombin-
ant viruses are incapable of self-replication but can infect and insert their genomes into a target cell’s
genome [12].

Recombinant retroviruses, like all other recombinant viruses, are produced by a two-part system
composed of a packaging cell line and a recombinant vector (Figure 18.1) [1,13]. The packaging cell line
has been engineered to express all the structural viral genes (gag, pol, and env) necessary for the formation
of an infectious virus particle. The gag encodes the capsid proteins and is necessary for encapsidation
of the vector. The pol encodes the enzymatic activities of the virus including reverse transcriptase and
integrase. The env encodes the surface proteins on the virus particle, which are necessary for attachment
to the target cell’s receptors.

Nucleus

Producer cell

Viral
proteins

Vector
RNA

genomeLTR gene LTR

LTR gag pol env LTR

Viral proteins

Vector genomic
RNA

LTR LTRgenec+

c+

c+

c–

Retroviral
vector

Recombinant
retrovirus

vector

FIGURE 18.1 Packaging cell line for retrovirus. A simple retroviral vector composed of two LTR regions, which
flank sequences encoding the packaging sequence (ψ) and a therapeutic gene. Packaging cell line is transfected with
this vector. The packaging cell line expresses the three structural proteins necessary for formation of a virus particle
(gag, pol, and env). These proteins recognize the packaging sequence on the vector and form an infectious virion
around it. Infectious virions bud from the cell surface into the culture medium. The virus-laden culture medium is
filtered to remove cell debris and is then either immediately used to transduce target cells or the virions are purified or
concentrated and frozen for later use.
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The retroviral vector is essentially the wild-type genome with all the viral genes removed. This vector
encodes the transgene(s) and the regulatory sequences necessary for their expression as well as a special
packaging sequence (ψ) that is required for encapsidation of the genome into an infectious viral particle
[12]. To produce recombinant retrovirus particles, the retroviral vector is transfected into the packaging
cell line. The structural proteins expressed by the packaging cell line recognize the packaging sequence on
RNAs transcribed from the transfected vector and encapsidate them into an infectious virus particle that
is subsequently exocytosed by the cell and released into the culture medium. This medium containing
infectious recombinant viruses is harvested and used to transduce target cells.

As with all gene transfer technologies, there are advantages and disadvantages to the use of recombinant
retroviruses. Retroviruses can only transduce dividing cells since integration requires passage of the target
cells through mitosis, which limits their use for in vivo gene therapy since few normal cells are actively
dividing [14]. Lentivirus vectors, derived from a family of complex retroviruses that are capable of infecting
nondividing cells, have helped to overcome this limitation and have been used to transduce a number of
different cell types in vivo, including neurons [15], hepatocytes [16], muscle cells [17], retinal cells [18],
dendritic cells [19], and airway epithelial cells [20]. Lentivirus vectors appear unable to transduce some
nonproliferative cell types, however, including hematopoietic stem cells in G0 and nonactivated primary
blood lymphocytes and monocytes [21–23].

Other drawbacks of retroviral vectors include (a) a limitation to the size of inserted genes (<8 kilobases)
[24]; (b) the particles are unstable and lose activity at 37◦C with a half-life of 5 to 7 h [25,26]; and
(c) virus producer cell lines typically produce retrovirus in relatively low titers (105 to 107 infectious
particles per milliliter) [27]. The viral titer is a function of several factors including the producer cell
line, the type of transgene, and the vector construction. Moreover, purification and concentration of
retroviruses without loss of infectivity is difficult [28]. Standard techniques such as centrifugation, column
filtration, or ultrafiltration have, for the most part, failed [29,30]. Hollow fiber [27] and tangential flow
filtration [25] have been used with some success. More commonly, retroviruses pseudotyped with VSV-G
envelope proteins are used because they are not easily inactivated and can be readily concentrated by
ultracentrifugation. More recently, complexation of retroviruses with charged polymers has been used to
rapidly concentrate, purify, and deliver retroviruses to cells ex vivo without the need to pseudotype the
viruses with VSV-G or any other specific envelope protein [31].

Though retroviruses have a low toxicity profile in the clinical setting, the use of recombinant retroviruses
has raised two major safety concerns [24,32]. Replication competent virus was occasionally produced by
some of the older packaging cell lines due to homologous recombination between the retroviral vector
and the packaging cell line’s retroviral sequences. New packaging cell lines have made the production of
replication competent viruses essentially impossible [33]. Another safety concern is the possibility that the
integration of a recombinant retrovirus can activate a proto-oncogene and cause cellular transformation.
The probability of this event is very low and is typically outweighed by the potential therapeutic benefits
[32,34]. Unfortunately, these events were manifested for the first time in a gene therapy clinical trial
for the X-linked form of severe combined immune deficiency (SCID). Three of nine patients developed
T-cell leukemia due to retrovirus-mediated insertional mutagenesis of LMO2, a gene involved in the
onset of T-cell leukemia [35]. Although the FDA Biologics Response Modifier Advisory Committee
(BRMAC) recommended that retroviral clinical trials continue, the incident highlighted the need for a
more quantitative and systematic understanding of retrovirus-mediated gene transfer [36].

18.3 Recombinant Adenoviruses

Recombinant adenoviruses have a number of properties that make them a useful alternative to recom-
binant retroviruses for human gene transfer. Recombinant adenoviruses are well characterized, relatively
easy to manipulate, can be grown and concentrated to very high titers (up to 1013 infectious particles/ml),
are stable particles, and can transduce a wide variety of cell types [37,38]. Furthermore, genes transferred
by recombinant adenoviruses do not integrate, eliminating the risk of insertional mutagenesis of the
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chromosomal DNA of the target cell [37]. Most important, recombinant adenoviruses efficiently transfer
genes to nondividing, as well as dividing, cells which make possible the in vivo transduction of tissues
composed of fully differentiated or slowly dividing cells such as the liver and lung [3].

Adenoviruses consist of a large double-stranded DNA genome (about 36 kilobase pairs long) packaged
within a nonenveloped icosahedral capsid that is primarily composed of three virus-encoded proteins
(hexon, penton base, and fiber proteins) [39]. The fiber proteins protrude from the surface of the virus
and mediate its attachment to target cells via a high affinity interaction with the cellular receptor CAR
(coxsackievirus and adenovirus receptor) [40]. The virus is then internalized into endosomal vesicles via
specific interactions between the penton base proteins and αv integrins [41]. Adenoviruses escape these
vesicles by an acid-induced endosomolytic activity and are transported to the nucleus, into which they
enter via pores in the nuclear membrane [42].

The wild-type adenovirus genome consists primarily of five early genes (E1 to E5), each of which is
expressed from their own promoters [39]. There are also five late genes (L1 to L5), which are expressed
from the major late promoter (MLP). The first generation of recombinant adenoviruses were based on
a mutant adenovirus in which the E1 region (and in some cases the E3 region) was deleted. The E1
region is required for replication. Nevertheless, E1 minus mutants can be grown on specialized packaging
cell lines (293 cells), which express the E1 gene and therefore provide the necessary functions for virus
production [13]. To generate recombinant adenoviruses, a plasmid that contains the gene of interest,
flanked by adenovirus inverted terminal repeat ITR sequences, is transfected into 293 cells in which
adenoviruses that lack the E1 region are actively replicating (Figure 18.2). The virus stock is screened for
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proteins
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Recombination
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FIGURE 18.2 Isolation of recombinant adenovirus. A packaging cell line (293 cells) which expresses the E1 gene
is infected with an E1 minus mutant adenovirus. The adenovirus is derived from a plasmid encoding the wild-type
adenovirus genome. The E1 region of the adenovirus genome is replaced with the therapeutic gene, and the resultant
plasmid (the adenovirus vector) is transfected into the 293 cell line, which is infected by the mutant adenovirus. Since
the therapeutic gene is flanked by adenoviral sequences, the mutant adenovirus genome and the adenovirus vector
will occasionally undergo homologous recombination and form an infectious recombinant adenovirus whose genome
encodes the therapeutic gene. These rare recombinants are isolated and then grown on another 293 cell line.
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the rare recombinants in which the gene of interest has correctly recombined with the E1 minus mutant
by homologous recombination. These recombinant virions are purified and grown to high titer on 293
cells [43]. Second and third generation vectors, which removed the E2 or E4 regions or both, increased
the packaging capacity and similarly required producer cells that additionally express E2 or E4 or both
[44,45]. More recently, gutless vectors were developed that retain only the viral (ITR) and the packaging
signal [46]. However these vectors require a helper virus that supplies the necessary viral proteins in trans.

Recombinant adenoviruses have been successfully used for in vivo gene transfer in a number of animal
models and in several clinical protocols, including those which delivered a functional copy of the cystic
fibrosis transmembrane conductance regulator (CFTR) gene into the nasal epithelium and lungs of cystic
fibrosis patients [47–49]. Unfortunately, transgene expression was short-lived (5 to 10 days) [50] and led
to acute, albeit transient, toxicity at higher doses (∼2 × 1011 particles/dose) [51]. The toxicity of these
vectors has proven to be a significant problem, the urgency of which was underscored by the tragic death
of a patient in a Phase I clinical trial [52,53]. The toxicity associated with adenoviral vectors involves
both the innate and adaptive immune responses [54,55], is dose dependent and related to the route of
administration [56,57], is dependent on tissue and cell type [58], and even varies between strains of the
same species [59]. Numerous strategies have been pursued to reduce the immunogenicity and improve
the safety of these vectors. One strategy has been to construct recombinant adenoviruses that encode
fewer immunogenic adenoviral proteins, such as in the second and third generation and gutless or helper-
dependent adenoviral vectors. Such vectors have the added benefit of being able to accommodate the
cloning of much larger inserts of therapeutic DNA (to as much as 36 kilobases) than was possible with
the first generation (E1 and E3 minus) of recombinant adenoviruses, which could accommodate only
7 kilobases of foreign DNA [46,60].

Another strategy has been to modulate the immune response to adenovirus proteins and transgenes.
Immunomodulatory compounds (e.g., deoxyspergualin, interleukin [IL]-12, interferon [IFN]-γ ) have
been co-injected with recombinant adenoviruses to transiently suppress the immune system, eliminate
the humoral response, and make possible repeat administration of the vector [38]. Similarly, immun-
osuppressive compounds that induce tolerance (e.g., CTLA4Ig) have been co-injected with the vectors or
have been incorporated into their genomes and expressed by the vectors themselves (e.g., Ad5 E3 19-kDa
protein or HSV ICP47) [61–63].

Adenovirus vectors that infect only the cell type of interest and no others (targeted adenoviruses) have
also been developed as a means to increase their safety. In principle, the use of targeted adenoviruses should
reduce the number of viruses needed to achieve the desired therapeutic effect, as well as reduce the number
of infected “innocent bystander” cells. Genetic and nongenetic approaches have been used to develop
targeted adenoviruses. Adenovirus fiber proteins have been replaced with fibers from different adenovirus
serotypes to avoid problems with the preexisting neutralizing antibody response against the original
serotype [64]. Fiber and capsid proteins have been modified to include ectopic peptides or targeting
motifs designed to cause the adenovirus to bind to cell-specific receptors or proteins [65–67]. Bispecific
molecules that bind to adenoviruses have been used to prevent the viruses from binding to their normal
cellular receptors (CAR) while enabling them to bind to different cell-specific receptors [68]. Similarly,
polyethylene glycol polymers functionalized with cell-targeting peptides have been used to chemically
modify adenoviruses to increase the specificity and reduce the immunogenicity of infection [69].

In part because of their immunogenicity, adenovirus-mediated gene expression is relatively short-lived.
Short-lived gene expressioin can be advantageous for applications where transient expression is preferred
such as in the stimulation of angiogenesis by expression of vascular endothelial growth factor (VEGF)
[2,70], or in the generation of immune responses against cancer or for vaccines [71]. Unfortunately,
short-lived expression is a disadvantage for the treatment of genetic or chronic disorders because, in order
to maintain the therapeutic effect of the transgene, recombinant adenoviruses would have to be admin-
istered to the patient repeatedly. Repeat administration has been effective in certain limited applications
[72,73] but often fails due to the presence of neutralizing antibodies that form in response to the first
administration of the recombinant adenoviruses [38]. Although short-lived gene expression could be the
result of vector cytotoxicity, promoter shutoff, or loss of the transgene DNA, most investigators believe
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it is primarily due to the elimination of transduced cells by transgene or adenovirus-specific cytotoxic
T-lymphocytes [74–77]. As a result, most efforts to increase the longevity of gene expression have focused
on eliminating the immune rejection of cells transduced by recombinant adenoviruses.

As a result of these and similar efforts, the persistance of gene expression in vivo has been extended
to as long as 12 months [78]. It remains to be determined, however, if these methods can eliminate the
immune response against recombinant adenoviruses and their products, whether or not elimination of
the immune response results in long-term gene expression, and if these methods will be effective in human
gene therapy protocols.

18.4 Recombinant Adeno-Associated Viruses

Adeno-associated viruses are another virus-based gene transfer system that has significant potential for
use in human gene therapy. AAVs are small, nonenveloped human parvoviruses that contain a single-
stranded DNA genome (4.7 kilobases) and encodes two genes required for replication, rep and cap [79].
The primary receptor for AAV is heparan sulfate proteoglycan [80]. Fibroblast growth factor receptor 1
and αvβ5 integrin serve as co-receptors for AAV endocytosis [81,82]. AAVs are stable, have a broad host
range, can transduce dividing and nondividing cells, and do not cause any known human disease [50].
AAVs require the presence of a helper virus (typically adenovirus) to replicate [83]. When no helper virus
is present, AAVs do not replicate but instead tend to establish a latent infection in which they permanently
integrate into the chromosomal DNA of the target cells [84]. Wild-type AAVs preferentially integrate into
a specific site in chromosome 19 due to the interaction of the virus-encoded protein Rep with the host
cell DNA [79]. Recombinant AAVs, however, are Rep-negative and as a result integrate randomly into the
chromosomal DNA of the target cell.

To generate recombinant AAV, human 293 cells are transfected with the AAV vector, a plasmid that
contains the therapeutic gene of interest flanked by the 145-bp AAV ITRs that are necessary for its

a plasmid that encodes for the virus proteins necessary for particle formation and replication (i.e., AAV
rep and cap genes). The transfected cells are infected with wild-type adenovirus, which supplies the helper
functions required for amplification of the AAV vector [2] or transfected with a plasmid that contains the
adenoviral helper functions but do not support the production of adenovirus proteins or viruses [86]. If
present, contaminating adenovirus is removed or inactivated by density gradient centrifugation and heat
inactivation or column chromatography [87]. Recombinant AAVs generated by this and similar methods
have been successfully used to achieve long-term expression of therapeutic proteins in a number of cell
types and tissues, including in the lung, muscle, liver, central nervous system, retina, and cardiac myocytes
[88–93]. Therapeutic effects have been achieved in a number of model systems, including in a dog model
of hemophilia and a mouse model for obesity and diabetes [92,94].

Despite these early successes, several technical issues must be addressed before recombinant AAVs can be
used for human gene therapy on a routine basis. For example, little is known about the conditions or factors
that control the efficiency with which recombinant AAVs integrate into the chromosomal DNA of target
cells or why the efficiency of integration is so low (<1%). An additional concern is the immunogenicity
of the vectors. Though activation of the immune system is substantially lower than that of adenoviral
vectors, AAV vectors have been shown to activate cellular immunity [95–97] and also activate humoral
immunity, which reduces the success of readministration through neutralizing antibodies [98,99]. The
recent discovery of several new serotypes of AAVs should help to alleviate this problem [100,101]. Perhaps
the most significant technical issue, however, is that the current methods for producing recombinant AAVs
(see above) are tedious, labor intensive, and not well-suited for producing clinical grade virus.

Current methods are not adequate for producing clinical grade virus for several reasons. First, current
methods do not produce enough virus particles to be useful for many gene therapies. For example,
it has been estimated that 1014recombinant viruses will be needed to achieve systemic production of
therapeutic levels of proteins such as factor IX or erythropoietin [84]. With current production methods,

encapsidation into a virus particle [85] (Figure 18.3). The cells are also transfected with a helper plasmid,
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FIGURE 18.3 Production of a recombinant AAV. Human cells are transfected with a plasmid encoding the therapeutic
gene, which is driven from a heterologous promoter (crosshatched box) and flanked with AAV terminal repeats (stippled
boxes). The cells are also transfected with a complementing plasmid encoding the AAV rep and cap genes, which cannot
be packaged because they are not flanked by AAV terminal repeats. The rep and cap genes, whose products are required
for particle formation, are flanked by adenovirus 5 terminal fragments (black boxes), which enhance their expression.
The transfected cells are infected or transfected with adenoviral helper functions required for amplification of the AAV
vector. The virus stock may contain both AAV recombinant virus and adenovirus. The adenovirus is either separated
by density gradient centrifugation or heat inactivated.

which yield 108to 109 viruses per ml, about 100 to 1000 liters of virus would have to be produced for
each treatment. Second, some current methods require the use of helper adenovirus, which is a significant
disadvantage because their removal is tedious and labor intensive. In addition, there is the risk that residual
contaminating adenovirus proteins will be present and stimulate the immune rejection of transduced cells
[86]. Finally, the use of transient transfection is not amenable to scale-up and significantly increases the
likelihood that replication competent AAVs will be generated by recombinogenic events [84].

To overcome these problems, investigators are working toward the development of stable packaging
cell lines that produce recombinant AAVs Stable rep-cap cell lines have been made that can produce AAV
particles from 293T cells but improvements in their stability and yield are needed [102]. In a different
approach, a packaging cell line has been created that will produce AAV vectors without the use of plasmid
transfection [103]. AAVs are created when the packaging cell line is infected with wild-type adenovirus
and a hybrid recombinant adenovirus that contains a complete rAAV vector genome in the E1 region.
Substantial increases in the yield of recombinant AAVs have been also achieved by increasing in the virus
producer cell lines the number of copies of the AAV vector or of the helper plasmid. For example, one
group developed an AAV packaging cell line which contained integrated helper and vector constructs that
were linked to the simian virus 40 replication origin [84]. These packaging cells could be induced to express
SV40 T antigen, which then amplified the helper and vector constructs by 4- to 10-fold, resulting in 5-
to 20-fold increases in recombinant AAV production. Purification techniques have also been addressed to
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facilitate large-scale production of AAV vectors. Heparin affinity chromatography has been used to purify
rAAVs with a titer of 1014 viruses per ml [87] and a two-step chromatography process recently developed
for AAV purification has the additional advantage of easy scale-up [104]. In addition, investigators have
begun to overcome the restricted packaging capacity of AAVs [105–108], and have begun to reduce the
immunogenicity and increase the specificity of AAV vectors with techniques similar to those used with
recombinant adenoviruses [109–114].

18.5 Direct Injection of Naked DNA

Direct injection of plasmid DNA intramuscularly, intraepidermally, and intravenously is a simple and
direct technique for modifying cells in vivo. DNA injected intramuscularly or intraepidermally is intern-
alized by cells proximal to the injection site [115,116]. DNA injected intravenously is rapidly degraded in
the blood (t1/2 < 10 min) or retained in various organs in the body, preferentially in the nonparenchymal
cells of the liver [117,118]. Gene expression after direct injection has been demonstrated in skeletal muscle
cells of rodents and nonhuman primates, cardiac muscle cells of rodents, livers of cats and rats, and in
thyroid follicular cells of rabbits [13,115,119,120].

The efficiency of gene transfer by direct injection is somewhat inefficient and variable [121]. As little
as 60 to 100 myocardial cells have been reported to be modified per injection [122]. Higher efficiencies
were observed when plasmids were injected into regenerating muscle cells [123] or co-injected with
recombinant adenoviruses [124]. Injected DNA does not integrate, yet gene expression can persist for as
long as two months [116]. Levels of gene expression are often low but can be increased by improvements
in vector design [125]. Other factors shown to influence gene expression are cell death, increased cell
cycling leading to loss of nonintegrated DNA, loss of DNA in the cytoplasm, promoter inactivation, and
antigen-specific immune responses [126].

Despite the low efficiency of gene transfer and expression, direct injection of plasmid DNA has many
promising applications in gene therapy, particularly when low levels of expression are sufficient to achieve
the desired biological effect. For example, several patients suffering from critical limb ischemia were
successfully treated by injection of DNA encoding human VEGF, a potent angiogenic factor [127–130].
Following injection of DNA into the ischemic limbs of ten patients, VEGF expression was detected in their
serum, new blood vessels were formed in 7 of the 10 patients, and 3 patients were able to avoid scheduled
below-the-knee amputations [131]. Similar results were obtained when fibroblast growth factor type 1 was
injected intramuscularly to treat lower leg ischemia [132]. The study demonstrated safety and tolerance in
addition to reducing pain and ulcer size and increasing transcutaneous oxygen pressure and ankle-brachial
index.

Direct injection of DNA could also be used to vaccinate patients against pathogens as evidenced by the
effects of direct injection of plasmid DNA encoding pathogen proteins or immunomodulatory cytokines
[133,134]. Direct injection may also be an effective way to systemically deliver therapeutic proteins [135].
For example, the incidence of autoimmune diabetes in a mouse model of the disease was significantly
reduced in mice that were injected intramuscularly with DNA encoding IL-10, an immunosuppressive
cytokine [136].

In contrast to viral-based delivery systems, there is little restriction on the size of the transgene that
can be delivered by direct DNA injection. As a result, direct DNA injection is particularly well suited
for treating disorders that require the delivery of a large transgene. For example, Duchenne’s muscular
dystrophy, a genetic disease of the muscle caused by a defect in the gene for dystrophin (12 kilobases) can
potentially be treated by direct DNA injection [137,138].

18.6 Particle-Mediated Gene Transfer

Particle-mediated gene transfer is an alternative method used to deliver plasmid DNA to cells. DNA-coated
gold particles are loaded onto a macro-projectile, which is then accelerated through a vacuum chamber
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to high velocity by a burst of helium or a voltage discharge until it hits a stopping plate [139]. Upon
impact, the DNA-coated microprojectiles are released through a hole in the stopping plate, penetrate the
target tissue and cell and nuclear membranes, and the transferred gene is expressed [2,139]. Genes have
been introduced and expressed in a number of cell types and tissues, including skin, liver, spleen, muscle,
intestine, hematopoietic cells, brain, oral mucosa and epidermis, tumor explants, and cells of developing
mouse embryos[2,140–144]. Similar to direct DNA injection, there are few constraints on the size of the
DNA that can be delivered.

The efficiency of particle-mediated gene transfer varies with tissue type, but in general it is most
efficient in the liver, pancreas, and epidermis of the skin, and least efficient in muscle, vascular, and cardiac
tissues [145–147]. Because of the low level of penetration, particle-mediated gene transfer is being used
to introduce antigens or cytokines primarily for vaccination and immunotherapy [148–150].

18.7 Liposome-Mediated Gene Delivery

Liposomes made from a mixture of neutral and cationic lipids have also been used to deliver plas-
mid DNA to cells. Liposomes are relatively easy to make, can be made with well-defined biophysical
properties, and can accommodate virtually any size transgene [151,152]. Small unilamellar lipo-
somes ranging from 20 to 100 nm in diameter are prepared by sonication of a mixture of cationic
(e.g., DOTMA, N -{1-(2,3-dioleyloxy)propyl}-N , N , N -triethylammonium) and neutral (e.g., DOPE,
dioleoylphosphatidylethanolamine) lipids, followed by extrusion through a porous polycarbonate fil-
ter (e.g., 100 nm pore size) [2,153]. DNA is added to the cationic liposomes, binds noncovalently to the
positively charged cationic lipids, and induces a topological transition from liposomes to multilamellar
structures composed of lipid bilayers alternating with DNA monolayers [153,154]. The size of the struc-
tures depends on their overall charge, with charged structures (negative or positive) being the smallest
(about 100 nm in diameter) due to stabilization by electrostatic repulsion and neutral structures being
the largest (>3000 nm in diameter) due to aggregation as a result of van der Waals attractive forces [153].
The relationship between structure and transfection efficiency is not well understood, although in general
a slight excess of cationic lipid is needed for optimal gene transfer [151].

Gene transfer is accomplished by simply mixing or applying the lipid–DNA complexes to the target
cells or tissue. Cationic liposome–DNA complexes have been used in a number of applications including
transfer of genes to the arterial wall, lung, skin, and systemically by intravenous injection [2,155]. Genes
delivered by cationic liposomes do not integrate so gene expression is transient and there is minimal risk
of insertional mutagenesis. Liposomes do not carry any viral sequences or proteins, and are relatively
nontoxic and nonimmunogenic [155,156].

Liposome-mediated gene transfer is somewhat inefficient, however, in part due to the failure of a
large fraction of lipid-complexed DNA to escape degradation in cellular endosomes [157,158]. Several
strategies have been taken to overcome this limitation, including use of acidotropic bases to reduce the
rate of degradation by raising the pH of the endosomes, coupling of liposomes to endosomolytic or
fusogenic virus proteins, and developing new liposome formulations that use pH-sensitive cationic lipids
that become fusogenic in the acidic cellular endosomes [159–162]. Limitations due to inefficient transport
of DNA to the nucleus have been addressed by increasing the mitotic activity of the cells [163], adding
nuclear localization signals and targeting ligands [164,165], and through the use of cytoplasmic expression
systems [166,167].

18.8 Other Gene Transfer Methods

Several other gene transfer technologies have been tested in clinical trials or are in various stages of
development. These include recombinant viruses such as vaccinia virus [168], herpes simplex virus
[169], canarypox virus [170], fowlpox [171], and Sendai virus [172], and nonviral vectors such as the
use of magnetofection [173], DNA delivery with nanoparticles [174] or polymers [175,176], and DNA
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TABLE 18.4 Current Clinical Experience Using Gene Transfer
(as of January 31, 2004)

Human gene transfer protocols Number Percentage

Gene marking studies 53 5.7
Nontherapeutic protocols 7 1
Therapeutic protocols 858 93

Infectious diseases 60 6.5
Inherited diseases 90 9.8
Cancer 608 66
Other diseases 100 11

Phases of gene delivery
Phase I 589 64
Phase I/II 185 20
Phase II 120 13
Phase II/III 9 1
Phase III 15 1.6

Gene transfer technologies
Permanent genetic modification

Recombinant retroviruses 255 28
Recombinant adeno-associated virus 19 2.1

Temporary genetic modification
Recombinant adenovirus 240 26
Cationic liposomes 85 9.3
Plasmid DNA 132 14
Particle mediated 5 0.5

Othera

Viral vectors 122 13
Nonviral vector 60 6.5

a“Other”viral vectors refers to recombinant canarypox virus, vaccinia
virus, fowlpox, and herpes simplex virus. “Other” nonviral vector
refers to RNA transfer and antisense delivery.

conjugated to proteins that promote binding to specific cell-surface receptors, fusion, or localization to
the nucleus [177]. Hybrid vectors between different types of viruses [178] and between viral and nonviral
components [179,180] are also being developed. These methods are not discussed here in greater detail
because even though they are capable of transferring genes to cells they have not yet been well developed
or extensively tested in the clinic.

18.9 Summary and Conclusion

Several gene transfer systems have been developed that have successfully transferred genes to cells and
elicited various biological effects. To date, nearly 900 clinical trials have been approved to test their safety
and efficacy (Table 18.4) [181]. Each system has unique features, advantages, and disadvantages that
determine if its use in a particular application is appropriate. One principal consideration is whether or
not permanent or temporary genetic modification is desired. Other important considerations include
what the setting of gene transfer will be (ex vivo or in vivo), what level of gene expression is needed, and
whether or not the host has preexisting immunity against the vector. No single gene transfer system is
ideal for any particular application and it is unlikely that such a universal gene transfer system will ever
be developed. More likely, the current gene transfer systems will be further improved and modified, and
new systems developed, that are optimal for the treatment of specific diseases.
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Defining Terms

Ex vivo: Outside the living body, referring to a process or reaction occurring therein.
In vitro: In an artificial environment, referring to a process or reaction occurring therein, as in a test

tube or culture dish.
In vivo: In the living body, referring to a process or reaction occurring therein.
Liposome: A spherical particle of lipid substance suspended in an aqueous medium.
Packaging cell line: Cells that express all the structural proteins required to form an infectious viral

particle.
Plasmid: A small, circular extrachromosomal DNA molecule capable of independent replication in a

host cell, typically a bacterial cell.
Pseudotype: A recombinant virus whose structural proteins are derived from two or more different

viruses.
Recombinant: A virus or vector that has DNA sequences not originally (naturally) present in

their DNA.
Retrovirus: A virus that possesses RNA-dependent DNA polymerase (reverse transcriptase), which

reverse transcribes the virus’ RNA genome into DNA, then integrates that DNA into the host cell’s
genome.

Transduce: To effect transfer and integration of genetic material to a cell by infection with a recombinant
retrovirus.

Vector: A plasmid or viral DNA molecule into which a DNA sequence (typically encoding a therapeutic
protein) is inserted.
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19.1 Introduction

Nanotechnology can best be defined as a description of activities at the level of atoms and molecules that
have applications in the real world. A nanometer is a billionth of a meter, that is, about 1/80,000 of the
diameter of a human hair, or 10 times the diameter of a hydrogen atom. The size-related challenge is the
ability to measure, manipulate, and assemble matter with features on the scale of 1 to 100 nm. In order to
achieve cost-effectiveness in nanotechnology it will be necessary to automate molecular manufacturing.
The engineering of molecular products needs to be carried out by robotic devices, which have been termed
as nanorobots. A nanorobot is essentially a controllable machine at the nanometer or molecular scale that
is composed of nanoscale components. The field of nanorobotics studies the design, manufacturing,
programming, and control of the nanoscale robots.

This review chapter focuses on the state of the art in the emerging field of nanorobotics, its applications
and discusses in brief some of the essential properties and dynamical laws which make this field more
challenging and unique than its macroscale counterpart. This chapter is only reviewing nanoscale robotic
devices and does not include studies related to nanoprecision tasks with macrorobotic devices that are
usually included in the field of nanorobotics.

Nanorobots would constitute any passive or active structure capable of actuation, sensing, signal-
ing, information processing, intelligence, swarm behavior at the nano scale. These functionalities could
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be illustrated individually by a nanorobot or in combinations of nanorobots (swarm intelligence and
cooperative behavior). Some of the abilities that are desirable for a nanorobot to function are:

1. Swarm Intelligence — decentralization and distributive intelligence
2. Cooperative behavior — emergent and evolutionary behavior
3. Self-assembly and replication — assemblage at nano scale and “nanomaintenance”
4. Nanoinformation processing and programmability — for programming and controlling nanorobots

(autonomous nanorobots)
5. Nano to macroworld interface architecture — an architecture enabling instant access to the

nanorobots and its control and maintenance

There are many differences between macro and nanoscale robots. These occur mainly in the basic
laws that govern their dynamics. Macroscaled robots are essentially in the Newtonian mechanics domain
whereas the laws governing nanorobots are in the molecular quantum mechanics domain. Furthermore,
uncertainty plays a crucial role in nanorobotic systems. The fundamental barrier for dealing with uncer-
tainty at the nano scale is imposed by the quantum and the statistical mechanics and thermal excitations.
For a certain nanosystem at some particular temperature, there are positional uncertainties, which cannot
be modified or further reduced [1].

The nanorobots are invisible to naked eye, which makes them hard to manipulate and work with. Tech-
niques like scanning electron microscopy (SEM) and atomic force microscopy (AFM) are being employed
to establish a visual and haptic interface to enable us to sense the molecular structure of these nanoscaled
devices. Virtual reality (VR) techniques are currently being explored in nanoscience and biotechnology
research as a way to enhance the operator’s perception (vision and haptics) by approaching more or less
a state of “full immersion” or “telepresence.” The development of nanorobots or nanomachine compon-
ents presents difficult fabrication and control challenges. Such devices will operate in microenvironments
whose physical properties differ from those encountered by conventional parts. Since these nanoscale
devices have not yet been fabricated, evaluating possible designs and control algorithms requires using
theoretical estimates and virtual interfaces/environments. Such interfaces/simulations can operate at vari-
ous levels of detail to trade-off physical accuracy, computational cost, number of components and the time
over which the simulation follows the nanoobject behaviors. They can enable nanoscientists to extend
their eyes and hands into the nanoworld and also enable new types of exploration and whole new classes
of experiments in the biological and physical sciences. VR simulations can also be used to develop virtual
assemblies of nano and bio-nanocomponents into mobile linkages and predict their performance.

Nanorobots with completely artificial components have not been realized yet. The active area of research
in this field is focused more on molecular robots, which are thoroughly inspired by nature’s way of doing
things at nano scale. Mother Nature has her own set of molecular machines that have been working
for centuries, and have been optimized for performance and design over the ages. As our knowledge
and understanding of these numerous machines continues to increase, we now see a possibility of using
the natural machines, or creating synthetic ones from scratch, using nature’s components. This chapter
focuses more on such molecular machines, called also bio-nanorobots, and explores various designs and
research prevalent in this field. The main goal in the field of molecular machines is to use various
biological elements — whose function at the cellular level creates motion, force or a signal — as machine
components. These components perform their preprogrammed biological function in response to the
specific physiochemical stimuli but in an artificial setting. In this way proteins and DNA could act as
motors, mechanical joints, transmission elements, or sensors. If all these different components were
assembled together in the proper proportion and orientation they would form nanodevices with multiple
degrees of freedom, able to apply forces and manipulate objects in the nanoscale world. The advantage of
using nature’s machine components is that they are highly efficient and reliable.

Nanorobotics is a field, which calls for collaborative efforts between physicists, chemists, biologists,

shows various fields, that are involved in the study of bio-nanorobotics (this is just a representative figure
and not exhaustive in nature). Currently this field is still evolving, but several substantial steps have been

computer scientists, engineers, and other specialists to work towards this common objective. Figure 19.1
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taken by great researchers all over the world and are contributing to this ever challenging and exciting
field.

The ability to manipulate matter at the nano scale is one core application for which nanorobots could
be the technological solution. A lot has been written in the literature about the significance and motivation
behind constructing a nanorobot. The applications range from medical to environmental sensing to space
and military applications. Molecular construction of complex devices could be possible by nanorobots
of the future. From precise drug delivery to repairing cells and fighting tumor cells, nanorobots are
expected to revolutionize the medical industry in the future. These applications come under the field of
nanomedicine, which is a very active area of research in nanotechnology. These molecular machines hence
form the basic enablers of future nanoscale applications.

In the next section, we shall try to understand the principles, theory, and utility of the known molecular
machines and look into the design and control issues for their creation and modification. A majority
of natural molecular machines are protein-based, while the DNA-based molecular machines are mostly
synthetic. Nature deploys proteins to perform various cellular tasks — from moving cargo, to catalyzing
reactions, while it has kept DNA as an information carrier. It is hence understandable that most of the
natural machinery is built from proteins. With the powerful crystallographic techniques available in the
modern world, the protein structures are clearer than ever. The ever-increasing computing power makes
it possible to dynamically model protein folding processes and predict the conformations and structure of
lesser known proteins. All this helps unravel the mysteries associated with the molecular machinery and
paves the way for the production and application of these miniature machines in various fields including
medicine, space exploration, electronics, and military.

19.2 Nature’s Nanorobotic Devices

In this section we will detail some of the man-made and naturally occurring molecular machines. We
divide the molecular machines into three broad categories — protein-based, DNA-based, and chemical
molecular motors.

19.2.1 Protein-Based Molecular Machines

This section focuses on the study of the following main protein-based molecular machines:

1. ATP Synthase
2. The kinesin, myosin, dynein, and flagella molecular motors

19.2.1.1 ATP Synthase — A True Nanorotary Motor [2]

Synthesis of ATP is carried out by an enzyme, known as ATP Synthase. The inner mitochondrial membrane
contains the ATP Synthase. The ATP Synthase is actually a combination of two motors functioning together

This enzyme consists of a proton-conducting F0 unit and a catalytic F1 unit. The figure also illustrates
the subunits that constitutes the two motor components. F1 constitutes of α3β3γδε subunits. F0 has three
different protein molecules, namely, subunit a, b, and c. The γ subunit of F1 is attached to the c subunit of F0

and is hence rotated along with it. The α3β3 subunits are fixed to the b subunit of F0 and hence do not move.
Further the b subunit is held inside the membrane by a subunit of F0 (shown in Figure 19.2 by Walker [3]).

19.2.1.1.1 ATP Synthase “Nano” Properties
19.2.1.1.1.1 Reversibility of the ATP Synthase — There are two directions in ATP Synthase system and
these two directions correspond to two different functionalities and behavior. This two-way behavior is
because of the reversible nature of the ATP–ADP cycle and the structure of the ATP Synthase. Let us term
the forward direction as when the F0 drives the γ subunit (because of proton motive force) of F1 and
hence ATP synthesis takes place. And the backward direction is when hydrolysis of ATP counter-rotated the
γ subunit and hence the F0 motor and leads to pumping back the protons. Therefore, the forward direction

as described in Figure 19.2 [3].
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FIGURE 19.2
outer membrane toward the inner through the F0 motor. This proton motive force is responsible for the synthesis of
ATP in F1.

(a)
(b)

FIGURE 19.3 3 3 and γ subunits.

is powered by the proton motive force and the backward direction is powered by the ATP hydrolysis. Which
particular direction is being followed depends upon the situation and the environmental factors around
the ATP Synthase.

19.2.1.1.1.2 Coupling of Proton Flow (F0) and the ATP Synthesis and Hydrolysis (in F1) — Boyer proposed
a model which predicted that the F0 and F1 motors are connected through the γ subunit. Further he
proposed that this connection was mechanical in nature. Figure 19.3 [4] illustrates the electrostatic surface
potential on α3β3 subunits. The red color represents a negatively charged surface and blue a positively
charged surface. Shown in the Figure 19.3a, a predominately neutral hole in the α3β3 subunit through

(See color insert.) The basic structure of the ATP Synthase. Shown is the flow of protons from the

(See color insert.) The electrostatic surface potential on the α β
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region around half across its length. The γ subunit slides through the hole of the α3β3 subunits.

19.2.1.1.1.3 Boyer’s Binding Change Mechanism — Boyer isolated the F1 part of the ATP Synthase complex.
It was found that the α and β subunits alternate in this cylindrical part of the F1 structure. As per this model
each α and β pair forms a catalytic site. The rotation of the γ subunit induces structural conformation in
the α3β3 subunits. Although the three catalytic units are identical in their chemistry, they are functionally
very different at any given point in time. These conformal changes induce a change in the binding affinities

i

binding change mechanism as proposed by Boyer.
The three catalytic sites could be in three distinct forms. O form stands for open which implies that

it has got very low affinity for reactants; L form stands for loose, which implies that it would bind the
reactants loosely but is still catalytically inactive; T form stands for tight, which binds the reactant tightly
and is catalytically active.

The situation depicted in Figure 19.4 shows one of the sites being bound to ATP at T. The site for ADP
and Pi would probably be L as it is more binding than the O site. Now when the energy is input to the
system the sites are changed. T becomes O, O becomes L, and L becomes T. Due to these changes the
ATP which was previously in T is now released. Further the ADP and Pi are now tightly bound due to
the conversion of L site to the T site. This tight binding of ADP and Pi allows them to spontaneously get
converted into ATP. Hence, this model proposed that the proton flow from the F0 is coupled to the site
inter conversions in the F1 unit which triggers synthesis–hydrolysis of ATP. Boyer’s theory was supported
when Walker and his group solved the structure of the F1-ATPase motor. The high-resolution structure
thus obtained gave hints towards many experiments which proved the fact that the γ subunit indeed
rotated against the α and β subunits.

19.2.1.1.1.4 F1-ATPase a True Nanorotary Motor — Till today the exact mechanism of the molecular
motor characterized by F1-ATPase has not been fully determined. Research by Kinosita’s lab is a step
toward this goal and proposes some very conclusive models for the same. The results obtained show
not only the various methods through which we can analyze these nanodevices, but also predicts many
characteristics for these.

What is known till now is that the γ subunit rotates inside the α–β hexamer, but whether the rotation
is continuous or random was not known. Kinosita’s lab solved this problem by imaging the F1-ATPase
molecule. The objective of their experiment was to determine the uniqueness of the rotary motion and its

a micrometer long actin filament to the γ subunit. This actin filament was fluorescently labeled, so that
its fluorescence could be measured under a microscope. Hydrolysis of the ATP (when introduced in the
experiment) led to the rotation of the γ subunit and in effect the rotation of the actin filament. As reported
by the authors, not all the actin filaments were observed to have rotation. But some percentage of them
did rotate and that too in a unique direction and without having much reversibility in the direction. This
direct imaging proved that the structure solved by Walker and group was indeed correct and there exists
rotary motion between γ subunit and the α and β hexamer.

which the γ subunit protrudes. Figure 19.3b shows a γ subunit with a significantly negatively charged

characteristics. Figure 19.5 [2] depicts the experiment that was performed by this group. They attached

of all the three catalytic sites towards the ATPase reactants (ADP, P , ATP, etc.). Figure 19.4 [5] shows the

(See color insert.) Boyer’s binding change mechanism.
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Noji, H., and Adachi, K. 2000. Philos. Trans.: Biol. Sci. 355 (1396): 473–489. With permission.)

FIGURE 19.6
Kinosita, K., Jr., Yasuda, R., Noji, H., and Adachi, K. 2000. Philos. Trans.: Biol. Sci. 355 (1396): 473–489. With
permission.)

Figure 19.6 [2] shows the imaging of the actin filament that was obtained. The rotation is not restricted to
some particular rotational angle but is continuously progressive in a particular direction. As the rotational
motion is a continuous one, possibility of it being a twisting motion is ruled out. Hence, there should be
no direct linkage between the γ subunit and the α–β hexamer in F1-ATPase. It was further observed by the
authors that the rotation of the actin filament was in certain steps. These step sizes were approximately
equal to 120◦.

19.2.1.1.2 Other Observed Behaviors of the F1-ATPase Motor [2]
19.2.1.1.2.1 Rotational Rates [2] — Rotational rates were dependent upon the length of the actin filament.
Rotational rates were found to be inversely proportional to the filament length. This could be attributed
to the fact that the hydrodynamic friction is proportional to the cube of the length of the filament,
therefore, longer length implied that the frictional forces were higher and rotational speeds in effect
slower. As reported in the principle article, if the filament were to rotate at the speed of 6 rev/sec and the
length of the actin filament were 1 µm, then as per the relation:

N = ωξ

(See color insert.) Experiment performed for Imaging of F -ATPase. (From Kinosita, K., Jr., Yasuda, R.,

(See color insert.) Images of a rotating actin filament (sequential image at 33 msec intervals). (From
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of the magnets (right figure) [6].

The torque required would be 40 pN nm. Here ξ is the drag coefficient given by the relation:

ξ = 4π

3
ηL3 1

[ln(L/r)− 0.447]

where µ is the viscosity of the medium = 10−3 N sec/m2 and r = 5 nm, the radius of the filament.

19.2.1.1.2.2 Efficiency of F1[2] — Work done in one step, that is, 120◦ rotation is equal to the torque
generated (i.e., 40 pN nm) times the angular displacement for that step (i.e., 2π/3). This comes to about
80 pN nm. The free energy obtained by the hydrolysis of one ATP molecule is:

	G = 	G0 + kBT
ln[ADP][Pi]
[ATP]

Here, the standard free energy change per ATP molecule is equal to −50 pN nm at pH 7. The thermal
energy at room temperature is equal to 4.1 pN nm. At intracellular conditions, [ATP] and [Pi] is in the
order of 10−3 M . Therefore, for [ADP] of 50 µM ,	G is equal to−90.604 pN nm. Comparing this value
of the free energy obtained by the hydrolysis of one molecule of ATP with the mechanical work done by
the motor (i.e., 80 pN nm), we can deduce that the F1-ATPase motor works on efficiency close to 100%!

19.2.1.1.2.3 Chemical Synthesis of ATP Powered by Mechanical Energy — In another study [6], evidence has
been provided to justify the claim that the chemical synthesis of ATP occurs when propelled by mechanical
energy. This basic nature of the F1-ATPase was known for quite some time, but it is the first time that
it is being experimentally verified. To prove this concept, the F1 was bound to the glass surface through
histidine residues attached at the end of the γ subunits. A magnetic bead coated with streptavidin was
attached to the γ subunit (Figure 19.7 [6]).

Electric magnets were used to rotate this bead attached to the γ subunit. The rotation resulted in
appearance of ATP in the medium (which was initially immersed in ADP). Thus, the connection between
the syntheses of ATP as a result of the mechanical energy input is established.

The exact mechanism of the F1-ATPase rotation is still an active area of research today and many groups
are working towards finding it. The key to solving the mechanism is solving the transient conformation of
the catalytic sites and the γ subunit when rotation is taking place. What is not clear is the correspondence
between the chemical reactions at the catalytic sites and their influence on the rotation of the γ subunit.
Which event triggers the rotation and which does not has still to be exactly determined? Many models
have been predicted, but they all still elude the reality of the rotational mechanism.

(See color insert.) Magnetic bead is attached to the γ subunit here (left figure) and the arrangement
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19.2.1.2 The Kinesin, Myosin, Dynein, and Flagella Molecular Motors

With modern microscopic tools, we view a cell as a set of many different moving components powered
by molecular machines rather than a static environment. Molecular motors that move unidirectionally
along protein polymers (actin or microtubules) drive the motions of muscles as well as much smaller
intracellular cargoes. In addition to the F0–F1-ATPase motors inside the cell, there are linear transport
motors present as tiny vehicles known as motor proteins that transport molecular cargoes [7] that also
require ATP for functioning. These minute cellular machines exist in three families — the kinesins, the
myosins, and the dyneins [8]. The cargoes can be organelles, lipids, or proteins etc. They play an important
role in cell division and motility. There are over 250 kinesin-like proteins, and they are involved in processes
as diverse as the movement of chromosomes and the dynamics of cell membranes. The only part they
have in common is the catalytic portion known as the motor domain. They have significant differences
in their location within cells, their structural organization, and the movement they generate [9]. Muscle
myosin, whose study dates back to 1864, has served as a model system for understanding motility for
decades. Kinesin, however, was discovered rather recently using in vitro motility assays in 1985 [10].
Conventional kinesin is a highly processive motor that can take several hundred steps on a microtubule
without detaching [11,12] whereas muscle myosin executes a single “stroke” and then dissociates [13].
A detailed analysis and modeling of these motors has been done [10,14].

Kinesin and myosin make up for an interesting comparison. Kinesin is microtubule-based; it binds
to and carries cargoes along microtubules whereas myosin is actin-based. The motor domain of kinesin
weighs one third the size of that of myosin and one tenth of that of dynein [15]. Before the advent
of modern microscopic and analytic techniques, it was believed that these two have little in common.
However, the crystal structures available today indicate that they probably originated from a common
ancestor [16].

19.2.1.2.1 The Myosin Linear Motor
Myosin is a diverse superfamily of motor proteins [17]. Myosin-based molecular machines transport
cargoes along actin filaments — the two stranded helical polymers of the protein actin, about 5 to 9 nm
in diameter. They do this by hydrolyzing ATP and utilizing the energy released [18]. In addition to
transport, they are also involved in the process of force generation during muscle contraction, wherein
thin actin filaments and thick myosin filaments slide past each other. Not all members of the myosin
superfamily have been characterized as of now. However, much is known about the structure and function.
Myosin molecules were first sighted through electron microscope protruding out from thick filaments and
interacting with the thin actin filaments in late 1950s [19–21]. Since then it was known that ATP plays a
role in myosin related muscle movement along actin [22]. However, the exact mechanism was unknown,
which was explained later in 1971 by Lymn and Taylor [23].

19.2.1.2.1.1 Structure of Myosin Molecular Motor — A myosin molecule binding to an actin polymer is

chains and light chains of sizes between 15 and 22 kDa [25,26]. They can be visualized as two identical
globular “motor heads,” also known as motor domains, each comprising of a catalytic domain (actin,
nucleotide as well as light chain binding sites) and about 8 nm long lever arms. The heads, also sometimes
referred to as S1 regions (subfragment 1) are shown in blue, while the lever arms or the light chains,
in yellow. Both these heads are connected via a coiled coil made of two α-helical coils (gray) to the thick
base filament. The light chains have considerable sequence similarity with the protein “calmodulin” and
troponin C, and are sometimes referred to as calmodulin-like chains. They act as links to the motor
domains and do not play any role in their ATP binding activity [27] but for some exceptions [28,29]. The
motor domain in itself is sufficient for moving actin filaments [30]. Three-dimensional (3D) structures of
myosin head revealed that it is a pear-shaped domain, about 19 nm long and 5 nm in maximum diameter
[30,31].

19.2.1.2.1.2 Function of Myosin Molecular Motor — A crossbridge-cycle model for the action of myosin
on actin has been widely accepted since 1957 [19,32,33]. Since the atomic structures of actin monomer

shown in Figure 19.8a [24]. Myosin molecule has a size of about 520 kDa including two 220 kDa heavy



© 2006 by Taylor & Francis Group, LLC

19-10 Tissue Engineering and Artificial Organs

Myosin Kinesin

Pi

ATP
ADP

Pi ATP
ADP

ADP

(a) (i)

(ii)

(iii)

(iv)

(b) (i)

(ii)

(iii)

(iv)

FIGURE 19.8
docking to the actin binding site; (ii) The binding becomes tighter along with the release of Pi; (iii) Lever arm swings to
the left with the release of ADP, and; (iv) replacement of the lost ADP with a fresh ATP molecule results in dissociation
of the head; (b) Kinesin heads working in conjunction. (i) Both ADP-carrying heads come near the microtubule and
one of them (black neck) binds; (ii) Loss of bound ADP and addition of fresh ATP in the bound head moves the other
(red neck) to the right; (iii) The second head (red) binds to microtubule while losing its ADP, and replacing it with a
new ATP molecule while the first head hydrolyses its ATP and loses Pi; (iv) The ADP-carrying black-neck will now be
snapped forward, and the cycle will be repeated.

[34,35] and myosin [31] were resolved, this model has been refined into a “lever-arm model,” which
is now acceptable [36]. Only one motor head is able to connect to the actin filament at a time, the
other head remains passive. Initially, the catalytic domain in the head has ADP and Pi bound to it and
as a result, its binding with actin is weak. With the active motor head docking properly to the actin-
binding site, the Pi has to be released. As soon as this happens, the lever arm swings counterclockwise
[37] due to a conformational change [21,38–43]. This pushes the actin filament down by about 10 nm
along its longitudinal axis [44]. The active motor head now releases its bound ADP and another ATP
molecule by way of Brownian motion quickly replaces it, making the binding of the head to the actin
filament weak again. The myosin motor then dissociates from the actin filament, and a new cycle starts.
However, nanomanipulation of single S1 molecules (motor domains) show that myosin can take multiple
steps per ATP molecule hydrolyzed, moving in 5.3 nm steps and resulting in displacements of 11 to
30 nm [45].

(See color insert.) The kinesin–myosin walks: (a) Myosin motor mechanism. (i) Motor head loosely
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19.2.1.2.2 The Kinesin Linear Motor
Kinesin [15] and dynein family of proteins are involved in cellular cargo transport along microtubules
as opposed to actin in the case of myosin [46]. Microtubules are 25 nm diameter tubes made of protein
tubulin and are present in the cells in an organized manner. Microtubules have polarity; one end being
the plus (fast growing) end while the other end is the minus (slow growing) end [47]. Kinesins move
from minus end to plus end, while dyneins move from plus end to the minus end of the microtubules.
Microtubule arrangement varies in different cell systems. In nerve axons, they are arranged longitudinally
in such a manner that their plus ends point away from the cell body and into the axon. In epithelial
cells, their plus end points toward the basement membrane. They deviate radially out of the cell center
in fibroblasts and macrophages with the plus end protruding outwards [48]. Like myosin, kinesin is also
an ATP-driven motor. One unique characteristic of kinesin family of proteins is their processivity — they
bind to microtubules and literally “walk” on it for many enzymatic cycles before detaching [49,50]. Also,
each of the globular heads/motor domains of kinesin is made of one single polypeptide unlike myosin
(heavy and light chains and dynein heavy, intermediate, and light chains).

19.2.1.2.2.1 Structure of Kinesin Molecular Motor — A lot of structural information about kinesin is now
available through the crystal structures [16,51,52]. The motor domain contains a folding motif similar to
that of myosin and G proteins [8]. The two heads or the motor domains of kinesin are linked via “neck

subunits of the tubulin hetrodimer along the microtubule protofilament. The heads have the nucleotide
and the microtubule binding domains in them.

19.2.1.2.2.2 Function of Kinesin Molecular Motor — While Kinesin is also a two-headed linear motor, its
modus operandi is different from myosin in the sense that both its head work together in a coordinated
manner rather than one was being left out. Figure 19.8b shows the kinesin walk. Each of the motor heads is
near the microtubule in the initial state with each motor head carrying an ADP molecule. When one of the
heads loosely binds to the microtubule, it looses its ADP molecule to facilitate a stronger binding. Another
ATP molecule replaces the ADP, which facilitates a conformational change such that the neck region of
the bound head snaps forward and zips on to the head [9]. In the process it pulls the other ADP carrying
motor head forward by about 16 nm so that it can bind to the next microtubule-binding site. This results
in the net movement of the cargo by about 8 nm [53]. The second head now binds to the microtubule by
losing its ADP, which is promptly replaced by another ATP molecule due to Brownian motion. The first
head meanwhile hydrolyses the ATP and loses the resulting Pi . It is then snapped forward by the second
head while it carries its ADP forward. Hence, coordinated hydrolysis of ATP in the two motor heads is the
key to the kinesin processivity [54,55]. Kinesin is able to take about 100 steps before detaching from the
microtubule [11,49,56] while moving at 1000 nm/sec and exerting forces of the order of 5 to 6 pN at stall
[57,58].

19.2.1.2.3 The Dynein Motor
The Dynein superfamily of proteins was introduced in 1965 [59]. Dyneins exist in two isoforms, the
cytoplasmic and the axonemal. Cytoplasmic dyneins are involved in cargo movement, while axonemal

typical cytoplasmic dynein molecule.

19.2.1.2.3.1 Structure of Dynein Molecular Motor — The structure consists of two heavy chains in the form
of globular heads, three intermediate chains and four light intermediate chains [71,72]. Recent studies
have exposed a linker domain connecting the “stem” region below the heads to the head itself [73]. Also
from the top of the heads the microtubule binding domains (the stalk region, not visible in the figure)
protrude out [74]. The ends of these stalks have smaller ATP sensitive globular domains, which bind to
the microtubules. Cytoplasmic dynein is associated with a protein complex known as dynactin, which
contains ten subunits [75]. Some of them are shown in the figure as p150, p135, actin-related protein 1
(Arp1), actin, dynamitin, capping protein, and p62 subunit. These play an important regulatory role in the

linkers” to a long coiled coil, which extends up to the cargo (Figure 19.8b). They interact with the α and β

dyneins are involved in producing bending motions of cilia and flagella [60–70]. Figure 19.9 shows a
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the intermediate chains (red) and the light chains (light blue). Dynactin complex components p150, p135, dynamitin,
p62, capping proteins, Arp1, actin is also shown.

binding ability of dynein to the microtubules. The heavy chains forming the two globular heads contain
the ATPase and microtubule motor domains [76].

One striking difference that dynein exhibits compared to kinesins and myosins is that dynein has AAA
(ATPases Associated with a variety of cellular Activities) modules [77–79], which indicate that its mode of
working will be entirely different from kinesins and myosins. This puts dyneins into the AAA superfamily
of mechanoenzymes. The dynein heavy chains contain six tandemly linked AAA modules [80,81] with
the head having a ring-like domain organization, typical of AAA superfamily. Four of these are nucleotide
binding motifs, named P1–P4, but only P1 (AAA1) is able to hydrolyze ATP.

19.2.1.2.3.2 Function of Dynein Molecular Motor — Because dynein is larger and more complex structure
as compared to other motor proteins, its mode of operation is not as well known. However, very recently,
Burgess et al. [73] have used electron microscopy and image processing to show the structure of a
flagellar dynein at the start and end of its power stroke, giving some insight into its possible mode of
force generation. When the dynein contains bound ADP and Vi (vandate), it is in the prepower stroke
conformation. The state when it has lost the two, known as the apostate is the more compact postpower
stroke state. There is a distinct conformational change involving the stem, linker, head, and the stalk that
produces about 15 nm of translation onto the microtubule bound to the stalk [73].

19.2.1.2.4 The Flagella Motors
Unicellular organisms, such as, Escherichia coli have an interesting mode of motility (for reviews see

or the flagella that help the cell to swim. Motility is critical for cells, as they often have to travel from
a less favorable to a more favorable environment. The flagella are helical filaments that extend out of
the cell into the medium and perform a function analogous to what the oars perform to a boat. The
flagella and the motor assembly are called a flagellum. The flagella motors impart a rotary motion into
the flagella [85,86]. In addition to a rotary mechanism, the flagella machines consist of components
such as rate meters, particle counters, and gearboxes [87]. These are necessary to help the cell decide

[82–84]). They have a number of molecular motors, about 45 nm in diameter, that drive their “feet”

(See color insert.) A dynein molecule. Shown in blue are the globular heads (heavy chains) connected to
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which way to go, depending on the change of concentration of nutrients in the surroundings. The rotary
motion imparted to the flagella needs to be modulated to ensure the cell is moving in the proper dir-
ection as well as all flagella of the given cell are providing a concerted effort toward it [88]. When the
motors rotate the flagella in a counterclockwise direction as viewed along the flagella filament from
outside, the helical flagella create a wave away from the cell body. Adjacent flagella subsequently inter-
twine in a propulsive corkscrew manner and propel the bacteria. When the motors rotate clockwise,
the flagella fly apart, causing the bacteria to tumble, or change its direction [89]. These reversals occur
randomly, giving the bacterium a “random walk,” unless of course, there is a preferential direction of
motility due to reasons mentioned earlier. The flagella motors allow the bacteria to move at speeds of
as much as 25 µm/sec with directional reversals occurring approximately 1 per sec [90]. A number
of bacterial species in addition to E. coli, depend on flagella motors for motility. Some of these are
Salmonella enterica serovar Typhimurium (Salmonella), Streptococcus, Vibrio spp., Caulobacter, Lepto-
spira, Aquaspirrilum serpens, and Bacillus. The rotation of flagella motors is stimulated by a flow of ions
through them which is a result of a build-up of a transmembrane ion gradient. There is no direct ATP-
involvement, however, the proton gradient needed for the functioning of flagella motors can be produced
by ATPase.

19.2.1.2.4.1 Structure of the Flagella Motors — A complete part list of the flagella motors may not be
available as of now. Continued efforts dating back to early 1970s have, however, revealed much of their
structure, composition, genetics, and function. Newer models of the motor function are still being
proposed with an aim to explain observed experimental phenomena [91,92]. That means that we do not
fully understand the functioning of this motor [83]. A typical flagella motor from E. coli consists of about
20 different proteins [83], while there are yet more that are involved in the assembly and functioning.
There are 14 Flg-type proteins named FlgA to FlgN; 5 Flh-type proteins called FlhA to FlhE; 19 Fli-type
proteins named FliA to FliT; MotA and MotB making a total of 40 related proteins. The name groups
Flg, Flh, Fli, and Flg originate from the names of the corresponding genes [93]. Out of these the main
structural proteins are FliC or the filament; FliD (filament cap); FliF or the MS-ring; FliG; FliM, and FliN
(C-ring); FlgB, FlgC, and FlgF (proximal rod); FlgG (distal rod); FlgH (L-ring); FlgI (P-ring); FlgK and
FlgL (hook-filament junction); and MotA-MotB (torque generating units). Earlier it was believed that
the M and S are two separate rings and M was named after membrane and S after supramembranous [94].
Now they are jointly called the MS-ring as it has been found that they are two domains of the same protein
FliF [95,96]. The C-ring is named after cytoplasmic [97–99], while the names of the P- and L-rings come
from “peptidoglycan” and “lipopolysaccharide,” respectively. The FlhA, B, FliH, I, O, P, Q, R constitute the
“transport apparatus.”

The hook and filament part of the flagellum is located outside the cell body, while the motor portion is
embedded in the cell membrane with parts (the C-ring and the transport apparatus) that are inside the
inner membrane in the cytoplasmic region. MotA and MotB are arranged in a circular array embedded
in the inner membrane, with the MS-ring at the center. Connected to the MS-ring is the proximal end of
a shaft, to which the P-ring, which is embedded in the peptidoglycan layer, is attached. Moving further
outwards, there is the L-ring embedded in the outer cell membrane followed by the distal shaft end that
protrudes out of the cell. To this end there is an attachment of the hook and the filament, both of which
are polymers of hook-protein and flagellin, respectively.

19.2.1.2.4.2 Function of the Flagella Motors — The flagellar motors in most cases are powered by protons
flowing through the cell membrane (protonmotive force, defined earlier) barring exceptions such as
certain marine bacteria, for example, the Vibrio spp., which are driven by Na+ ions [100]. There are about
1200 protons required to rotate the motor by one rotation [101]. A complete explanation of how this
proton flow is able to generate torque is not available as of today. From what is known, the stator units of
MotA and MotB play an important role in torque generation. They form a MotA/MotB complex which
when oriented properly binds to the peptidoglycan and opens proton channels through which protons
can flow [102]. It is believed that there are eight such channels per motor [103]. The protonmotive force
is a result of the difference of pH in the outside and the inside of the cell. The E. coli cells like to maintain
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a pH of 7.6–7.8 on their inside, hence depending on the pH of the surroundings, the protonmotive force
will vary, and hence the speed of rotation of their motors. To test how the speed of rotation depends on
the protonmotive force, the motors were powered by external voltage with markers acting as heavy loads
attached to them [104]. It was found that the rotation indeed depends directly on the protonmotive force.
According to the most widely accepted model, MotA/MotB complex interacts with the rotor via binding
sites. The passage of protons through a MotA/MotB complex (stator or torque generator) moves it so that
they bind to the next available binding site on the rotor, thereby stretching their linkage. When the linkage
recoils, the rotor assembly has to rotate by one step. Hence, whichever complex receives protons from the
flux will rotate the rotor, generating torque. The torque–speed dependence of the motor has been studied
in detail [105,106] and indicates the torque range of about 2700 to 4600 pN nm.

19.2.2 DNA-Based Molecular Machines

As mentioned earlier, nature chose DNA mainly as an information carrier. There was no mechanical work
assigned to it. Energy conversion, trafficking, sensing, etc., were the tasks assigned mainly to proteins.
Probably for this reason, DNA turns out to be a simpler structure — with only four kinds of nucleotide
bases adenosine, thiamine, guanine, and cytosine (A, T, G, and C) attached in a linear fashion that take
a double helical conformation when paired with a complementary strand. Such structural simplicity
vis-à-vis proteins — made of 20 odd amino acids with complex folding patterns — results in a simpler
structure and predictable behavior. There are certain qualities that make DNA an attractive choice for the
construction of artificial nanomachines. In recent years, DNA has found use in not only mechanochemical,
but also in nanoelectronic systems as well [107–110]. A DNA double-helical molecule is about 2 nm in
diameter and has 3.4–3.6 nm helical pitch no matter what its base composition is; a structural uniformity is
not achievable with protein structures if one changes their sequence. Furthermore, double-stranded DNA
(ds-DNA) has a respectable persistence length of about 50 nm [111] which provides it enough rigidity
to be a candidate component of molecular machinery. Single stranded DNA (ss-DNA) is very flexible
and cannot be used where rigidity is required, however, this flexibility allows its application in machine
components like hinges or nanoactuators [112]. Its persistence length is about 1 nm nm covering up to
three base pairs [113] at 1 M salt concentration.

Other than the above structural features there are two important and exclusive properties that make
DNA suitable for molecular level constructions. These are molecular recognition and self-assembly. The
nucleotide bases A and T on two different ss-DNA have affinity towards each other, so do G and C. Effective
and stable ds-DNA structures are only formed if the base orders of the individual strands are complement-
ary. Hence, if two complementary single strands of DNA are in a solution, they will eventually recognize
each other and hybridize or zip-up forming a ds-DNA. This property of molecular recognition and self-
assembly has been exploited in a number of ways to build complex molecular structures [114–121]. In the
mechanical perspective, if the free energy released by hybridization of two complementary DNA strands
is used to lift a hypothetical load, a force capacity of 15 pN can be achieved [122], comparable to that of
other molecular machines like kinesin (5 pN) [123].

Dr. Nadrian Seeman and colleagues built the first artificial DNA-based structure in the form of a cube
in 1991 [116,124]. They then went on to create more complex structures such as knots [125,126] and
Borromean rings [127]. In addition to these individual constructs, 2D arrays [118,127,128] with the help
of the double-crossover (DX) DNA molecule [129–131]. This DX molecule gave the structural rigidity
required to create a dynamic molecular device, the B–Z switch [132]. DNA double helices can be of
three types — the A, B, or the Z-DNA. The B-DNA is the natural, right-handed helical form of DNA,
while the A-DNA is a shrunken, low-humidity form of the B-DNA. Z-DNA can be obtained from certain
C–G base repeat sequences occurring in B-DNA that can take a left-handed double helical form [133].
The CG repeated base pair regions can be switched between the left and the right-handed conformations
by changing ionic concentration [134]. The switch was designed in such a way that it had three cyclic
strands of DNA, two of them wrapped around a central strand that had the CG-repeat region in the
middle. On the two free ends of the side strands fluorescent dyes were attached in order to monitor the
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conformational change. With the change in ionic concentration the central CG-repeat sequence could
alternate between the B and the Z modes bidirectionally which was observed through Förster resonance
energy transfer (FRET) spectroscopy.

19.2.2.1 The DNA Tweezers

In 2000, Dr. Bernard Yurke and colleagues made an artificial DNA based molecular machine that also
accepted DNA as a fuel [135]. The machine, called DNA tweezers, consisted of three strands of DNA
labeled A, B, and C. Strands B and C are partially hybridized on to the central strand A with overhangs
on both ends. This conformation of the machine is the open conformation. When an auxiliary fuel
strand F is introduced, that is designed to hybridize with both overhang regions, the machine attains a
closed conformation. The fuel strand is then removed from the system by the introduction of its exact
complement, leaving the system to go back to its original open conformation. This way, a reversible
motion is produced, which can be observed by attaching fluorescent tags to the two ends of the strand A.
In this case the 5′ end was labeled with the dye TET (tetrachloro-fluorescein phosphoramidite) and the 3′
end was labeled with TAMRA (carboxy-tertamethylrhodamine). Aside from the creation of a completely
new molecular machine, this showed a way of selective fueling of such machines. The fuel strands are
sequence-specific, hence they will work on only those machines towards which they are directed, and not
trigger other machines surrounding them. This machine was later improved to form a Three-State Device
[136] which had two robust states and one flexible intermediate state. A variation of the tweezers came
about as the DNA-scissors [137].

19.2.3 Inorganic (Chemical) Molecular Machines

In the past two decades, chemists have been able to create, modify, and control many different types of
molecular machines. Many of these machines carry a striking resemblance with our everyday macroscale
machines such as gears, propellers, shuttles, etc. Not only this, all of these machines are easy to synthesize
artificially and are generally more robust than the natural molecular machines. Most of these machines
are organic compounds of carbon, nitrogen, and hydrogen, with the presence of a metal ion being
required occasionally. Electrostatic interactions, covalent and hydrogen bonding play essential role in the
performance of these machines. Such artificial chemical machines are controllable in various ways —
chemically, electrochemically, and photochemically (through irradiation by light). Some of them are even
controllable by more than one way, rendering more flexibility and enhancing their utility. A scientist
can have more freedom with respect to the design of chemical molecular machines depending on the
performance requirements and conditions. Rotaxanes [138–140] and catenanes [141,142] make the basis
of many of the molecular machines described in this section. These are families of interlocked organic
molecular compounds with a distinctive shape and properties that guide their performance and control.

19.2.3.1 The Rotaxanes

The Rotaxane family of molecular machines is characterized by two parts — a dumbbell shaped compound
with two heavy chemical groups at the ends and a light, cyclic component, called macrocycle, interlocked

with a rotaxane setup. For this, one needs to have two chemically active recognition sites in the neck region
of the dumbbell. In this particular example, the thread was made of polyether, marked by recognition
sites hydroquinol units and terminated at the ends by large triisoproplylsilyl groups. A tetracationic bead
was designed and self-assembled into the system that interacts with the recognition sites.

The macrocycle has a natural low energy state on the first recognition site, but can be switched among
the two sites reversibly upon application of suitable stimuli. Depending on the type of rotaxane setup the
stimuli can be chemical, electrochemical, or photochemical [144,145]. The stereo-electronic properties
of the recognition sites can be altered by protonation or deprotonation, or by oxidation or reduction,
thereby changing their affinity towards the macrocycle. In a recent example, light-induced acceleration of

between the heads as shown in Figure 19.10. It has been shown [143] that a reversible switch can be made
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Stimulus A
Stimulus B

FIGURE 19.10
of the dumbbell with heavy groups at its ends. The thread has two recognition sites which can be altered reversibly so
as to make the macrocycle shuttle between the two sites (states 0 and 1).

rotaxane motion was achieved by photoisomerization [146], while similar controls through alternating
current (oscillating electric fields) was shown before [147].

19.2.3.2 The Catenanes

The catenanes are also special type of interlocked structures that represent a growing family of molecular
machines. They are synthesized by supramolecular assistance to molecular synthesis [148,149]. The general
structure of a catenane is that of two interlocked ring-like components that are noncovalently linked via
a mechanical bond, that is, they are held together without any valence forces. Both the macrocyclic
components have recognition sites that are atoms of groups that are redox-active or photochemically
reactive. It is possible to have both rings with similar recognition sites. In such a scenario, one of the rings
may rotate inside the other with the conformations stabilized by noncovalent interactions, but the two
states of the inner ring differing by 180◦ will be undistinguishable (degenerate) [150]. For better control
and distinguishable molecular conformations, it is desirable to have different recognition sites within the
macrocycles. Then they can be controlled independently through their own specific stimuli. The stereo-
electronic property of one recognition site within a macrocycle can be varied such that at one point it
has more affinity to the sites on the other ring. At this instant, the force balance will guide the rotating
macrocycle for a stable conformation that requires that particular site to be inside the other macrocycle.
Similarly, with other stimulus, this affinity can be turned off, or even reversed along with the affinity of
the second recognition site on the rotating macrocycle increased towards those on the static one. There is
a need for computational modeling, simulation, and analysis of such molecular machine motion [151].
Like rotaxanes, catenanes also can be designed for chemical, photochemical, or electrochemical control

For both rotaxane and catenane-based molecular machines, it is desirable to have recognition sites
such that they can be easily controlled externally. Hence, it is preferable to build sites that are either
redox-active or photo-active [144]. Catenanes can also be self-assembled [157]. An example of catenane
assembled molecular motors is the electronically controllable bistable switch [158]. An intuitive way of
looking at catenanes is to think of them as molecular equivalents of ball and socket and universal joints
[153,159,160].

Pseudorotaxanes are structures that contain a ring-like element and a thread-like element that can
be “threaded” or “dethreaded” onto the ring upon application of various stimuli. Again, the stimuli can
be chemical, photochemical, or electrochemical [161]. These contain a promise of forming molecular
machine components analogous to switches and nuts and bolts from the macroscopic world.

[152–156]. Figure 19.11 describes one such catenane molecular motor.

(See color insert.) A typical rotaxane shuttle set-up. The macrocycle encircles the thread-like portion
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Stimulus A
Stimulus B

FIGURE 19.11
recognition sites in it. Both sites can be turned “off” or “on” with different stimuli. When the green site is activated,
the force and energy balance results in the first conformation, whereas when the red one is activated, the second
conformation results. They can be named states 0 and 1 analogous to binary machine language.

19.2.3.3 Other Inorganic Molecular Machines

Many other molecular devices have been reported in the past four decades that bear a striking resemblance
to macroscopic machinery. Chemical compounds behaving as bevel gears and propellers that were reported
in the late 1960s and early 1970s are still being studied today [162–165]. A molecular propeller can be
formed when two bulky rings such as the aryl rings [166] are connected to one central atom, often called
the focal atom. Clockwise rotation of one such ring induces a counterclockwise rotation of the opposite
ring about the bond connecting it to the central atom. It is possible to have a three-propeller system
as well [167–169]. Triptycyl and amide ring systems have been shown to observe a coordinated gear-like
rotation [170–174]. “Molecular Turnstiles”which are rotating plates inside a macrocycle, have been created
[175,176]. Such rotations, however, were not controllable. A rotation of a molecular ring about a bond
could be controlled by chemical stimuli, and this was shown by Kelly et al. [177] when they demonstrated
a molecular brake. A propeller-like rotation of a 9-triptycyl ring system, which was used in gears, this
time connected to a 2, 2′-bipyridine unit could be controlled by the addition and subsequent removal of
a metal. Thus, free rotations along single bonds can be stopped and released at will.

Another type of molecular switch is the 1“chiroptical molecular switch”[178]. Another large cyclic com-
pound was found to be switchable between its two stable isomeric forms P and M′ (right and left handed)
stimulated by light. Depending on the frequency of light bombarded on it the cis and the trans conform-
ations of the compound 4-[9′(2′-meth-oxythioxanthylidene)]-7-methyl-1,2,3,4-tetrahydrophenanthrene
can be interconverted. Allowing a slight variation to this switch, a striking molecular motor driven by
light or heat or both was introduced by Koumura et al. [179]. As opposed to the rotation around a single
bond in the ratchet described above, the rotation was achieved around a carbon–carbon double bond in
a helical alkene. Ultraviolet light or the change in temperature could trigger a rotation involving four
isomerization steps in the compound (3R,3′R)-(P,P)-trans-1,1′,2,2′,3,3′,4,4′-octahydro-3,3′-dimethyl-
4,4′,-biphenanthrylidene. A second generation motor along with eight other motors from the same
material is now operational [180]. This redesigned motor has distinct upper and lower portions and it

(See color insert.) A nondegenerate catenane. One of the rings (the moving ring) has two different
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(a) (b)

FIGURE 19.12
triple stranded coiled coil. VPL motor is in the closed conformation. (b) VPL Motor in the open conformation. The
random coil regions (white) are converted into well-defined helices and an extension occurs at lower pH.

operates at a higher speed. This motor also provides a good example of how controlled motion at the
molecular level can be used to produce a macroscopic change in a system that is visible to the naked eye.
The light-driven motors when inside liquid crystal (LC) films can produce a color change by inducing a
reorganization of mesogenic molecules [181].

19.2.4 Other Protein-Based Motors Under Development

In this section we present two protein-based motors that are at initial developmental stages and yet possess
some very original and interesting characteristics.

19.2.4.1 Viral Protein Linear Motors

The idea of Viral Protein Linear (VPL) motors [182] stems from the fact that families of retroviruses
like the influenza virus [183] and the HIV-1 [184] has a typical mechanism of infecting a human cell.
When such a virus comes near the cell it is believed that due to the environment surrounding the cell it
experiences a drop in pH of its surroundings. This is a kind of a signal to the virus that its future host is near.
The drop in pH changes the energetics of the outer (envelope glycoprotein) protein of the viral membrane
in such a way that there is a distinct conformational change in a part of it [185,186]. A triple stranded
coiled coil domain of the membrane protein changes conformation from a loose random structure to a
distinctive α-helical conformation [187]. It is proposed to isolate this domain from the virus and trigger
the conformational change by variation of pH in vitro. Once this is realized, attachments can be added to
the N or C (or both) terminals of the peptide and a reversible linear motion can be achieved. Figure 19.12
shows a triple stranded coiled coil structure at a pH of 7.0; the inverted hairpin-like coils shown in the
front view in Figure 19.12a and top view in Figure 19.12b change conformation into extended helical coils
as seen in Figure 19.12b.

19.2.4.2 Synthetic Contractile Polymers

In a recent development, large plant proteins that can change conformation when stimulated by positively
charged ions were separated from their natural environment and shown to exert forces in orthogonal
directions [188,189]. Proteins from sieve elements of higher plants that are a part of the microfluidics
system of the plant were chosen to build a new protein molecular machine element. These elements
change conformations in the presence of Ca2+ ions and organize themselves inside the tubes so as to
stop the fluid flow in case there is a rupture downstream. This is a natural defense mechanism seen in
such plants. The change in conformation is akin to a balloon inflating and extending in its lateral as
well as longitudinal directions. These elements, designated as “forisomes” adhered on to glass tubes were
shown to reversibly swell in the presence of Ca2+ ions and shrink in their absence, hence performing a

(See color insert.) VPL motor at (a) neutral and (b) acidic pH. (a) Front view of the partially α-helical
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pulling/pushing action in both directions. Artificially prepared protein bodies like the forisomes could be
a useful molecular machine component in a future molecular assembly, producing forces of the order of
micronewtons [188]. Unlike the ATP-dependant motors discussed previously, these machine elements are
more robust because they can perform in the absence of their natural environment as well.

19.3 Nanorobotics Design and Control

19.3.1 Design of Nanorobotic Systems

The design of nanorobotic systems requires the use of information from a vast variety of sciences ranging
from quantum molecular dynamics to kinematic analysis. In this chapter we assume that the components
of a nanorobot are made of biological components, such as, proteins and DNAs. So far, there does not
exist any particular guideline or a prescribed manner, which details the methodology of designing a bio-
nanorobot. There are many complexities, which are associated with using biocomponents (such as protein
folding and presence of aqueous medium), but the advantages of using these are also quite considerable.
These biocomponents offer immense variety and functionality at a scale where creating a man-made
material with such capabilities would be extremely difficult. These biocomponents have been perfected
by nature through millions of years of evolution and hence these are very accurate and efficient. As noted
in the review section on molecular machines, F1-ATPase is known to work at efficiencies which are close
to 100%. Such efficiencies, variety, and form are not existent in any other form of material found today.
Also, the other significant advantages in using protein-based bio-nanocomponents is the development
and refinement over the last 30 years of tools and techniques that enable researchers to mutate proteins
in almost any way imaginable. These mutations can consist of anything from simple amino acid side-
chain swapping, to amino acid insertions or deletions, incorporation of nonnatural amino acids, and
even the combination of unrelated peptide domains into whole new structures. An excellent example of
this approach is the engineering of the F1-ATPase, which is able to rotate a nanopropeller in the presence
of ATP. A computational algorithm [190] was used to determine the mutations necessary to engineer an
allosteric zinc-binding site into the F1-ATPase using site-directed mutagenesis. The mutant F1-ATPase
was then shown to rotate an actin filament in the presence of ATP with average torque of 34 pN nm. This
rotation could be stopped with the addition of zinc, and restored with the addition of a chelator to remove
the zinc from the allosteric binding site [191]. This type of approach can be used for the improvement of
other protein-based nanocomponents.

Hence, these biocomponents seem to be a very logical choice for designing nanorobots. Some of the
core applications of nanorobots are in the medical field and using biocomponents for these applications
seems to be a good choice as they offer both efficiency and variety of functionality. This idea is clearly
inspired by nature’s construction of nanorobots, bacteria, and viruses which could be termed as intelligent
organisms capable of movement, sensing, and organized control. Hence, our scope would be limited to
the usage of these biocomponents in the construction of bio-nanorobotics. A roadmap is proposed which
details the main steps towards the design and development of bio-nanorobots.

19.3.1.1 The Roadmap

The roadmap for the development of bio-nanorobotic systems for future applications (medical, space,

19.3.1.1.1 Step 1: Bio-Nanocomponents
Development of bio-nanocomponents from biological systems is the first step towards the design
and development of an advanced bio-nanorobot, which could be used for future applications (see

a sound understanding of how these behave and how could they be controlled. From the simple elements
such as structural links to more advanced concepts such as motors, each component must be carefully
studied and possibly manipulated to understand the functional limits of each one of them. DNA and

and military) is shown in Figure 19.13. The roadmap progresses through the following main steps.

Figure 19.14). Since the planned systems and devices will be composed of these components, we must have
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FIGURE 19.14
controlling their functions as robotic components. Examples are: (a) DNA which may be used in a variety of ways such
as a structural element and a power source; (b) hemagglutinin virus may be used as a motor; (c) bacteriorhodopsin
could be used as a sensor or a power source.

carbon nanotubes are being fabricated into various shapes, enabling possibilities of constructing newer
and complex devices. These nanostructures are potential candidates for integrating and housing the bio-
nanocomponents within them. Proteins such as rhodopsin and bacteriorhodopsin are a few examples of
such bio-nanocomponents. Both these proteins are naturally found in biological systems as light sensors.
They can essentially be used as solar collectors to gather abundant energy from the sun. This energy could
either be harvested (in terms of proton motive force) for later use or could be consumed immediately
by other components, such as the ATP Synthase nanorotary motor. The initial work is intended to be
on the biosensors, such as, heat shock factor. These sensors will form an integral part of the proposed
bio-nanoassemblies, where these will be integrated within a nanostructure and will get activated, as pro-
grammed, for gathering the required information at the nano scale. Tools and techniques from molecular
modeling and protein engineering will be used to design these modular components.

19.3.1.1.2 Step 2: Assembled Bio-Nanorobots
The next step involves the assembly of functionally stable bio-nanocomponents into complex assemblies.
Some examples of such complex assemblies or bio-nanorobots are shown in Figure 19.15. Figure 19.15a

(See color insert.) The roadmap, illustrating the system capability targeted as the project progresses.

(See color insert.) (Step 1) 5 years from now — understanding of basic biological components and
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FIGURE 19.15
systems. A vision of a nano-organism: carbon nanotubes form the main body; peptide limbs can be used for locomotion
and object manipulation and the biomolecular motor located at the head can propel the device in various environments.
(b) Modular organization concept for the bio-nanorobots. Spatial arrangements of the various modules of the robots
are shown. A single bio-nanorobot will have actuation, sensory, and information processing capabilities.

shows a bio-nanorobot with its “feet” made of helical peptides and its body of carbon nano tubes, while the
power unit is a biomolecular motor. Figure 19.15b shows a conceptual representation of modular organiz-
ation of a bio-nanorobot. The modular organization defines the hierarchy rules and spatial arrangements
of various modules of the bio-nanorobots such as: the inner core (the brain/energy source for the robot);
the actuation unit; the sensory unit; and the signaling and information processing unit. By the beginning
of this phase a “library of bio-nanocomponents” will be developed, which will include various categories
such as, actuation, energy source, sensory, signaling, etc. Thereon, one will be able to design and develop
such bio-nanosystems that will have enhanced mobile characteristics, and will be able to transport them-
selves as well as other objects to desired locations at nano scale. Furthermore, some bio-nanorobots will
have the capability of assembling various biocomponents and nanostructures from in situ resources to
house fabrication sites and storage areas, while others will just manipulate existing structures by repairing
damaged walls or making other renovations. There will also be robots that not only perform physical
labor, but also sense the environment and react accordingly. There will be systems that will sense an
oxygen deprivation and stimulate other components to generate oxygen, creating an environment with
stable homoeostasis.

19.3.1.1.3 Step 3: Distributive Intelligence Programming and Control
With the individual bio-nanorobots in full function, they will now need to collaborate with one another to
further develop systems and “colonies” of similar and diverse nanorobots. This step will lay the foundation

be performed towards control and programming of bio-nanoswarms. This will evolve concepts like
distributive intelligence in the context of bio-nanorobots. Designing swarms of bio-nanorobots capable
of carrying out complex tasks and capable of computing and collaborating amongst the group will
be the focus. Therefore, the basic computational architectures need to be developed and rules need to be
evolved for the bio-nanorobots to make intelligent decisions at the nano scale.

To establish an interface with the macroworld, the computers and electronic hardware have to be

humans should be able to control and monitor the behavior and action of these swarms. Also, the basic
computational capabilities required for functioning of the swarms will be developed. A representative
computational bio-nanocell, which will be deployed within a bio-nanorobot, is shown in Figure 19.16b.
This basic computational cell will initially be designed for data retrieval and storage at the nano scale.
This capability will enable us to program (within certain degrees of freedom) the swarm behavior in the

to the concept of bio-nanoswarms (distributive bio-nanorobots) (see Figure 19.16a). Here work has to

designed as well. Figure 19.17 shows the overall electronic communication architecture. From a location,

(See color insert.) (Step 2) (a) The bio-nanocomponents will be used to fabricate complex biorobotic
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(a) (b)

FIGURE 19.16
arrangement of the individual bio-nanorobot will define the arrangement of the swarm. Also, these swarms could
be re-programmed to form bindings with various other types of robots. The number of robots making a swarm will
be dependent of the resulting capability required by the mission. Also the capability of attaching new robots at run
time and replacing the nonfunctional robots will be added. (b) A basic bio-nanocomputational cell. This will be based
on one of the properties of the biomolecules, which is “reversibility.”
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bio-nanorobots. We will further be able to get their sensory data (from nanoworld) back to the mac-
roworld through these storage devices. This programming capability would form the core essence of a
bio-nanorobotics system and hence enables them with immense power.

19.3.1.1.4 Step 4: Automatic Fabrication and Information Processing Machines
For carrying out complex missions, such as sensing, signaling, and storing, colonies of these bio-
nanorobotic swarms need to be created. The next step in nanorobotic designing would see the emergence

(See color insert.) (Step 3) (a) Basic bio-nanorobot forming a small swarm of five robots. The spatial

(See color insert.) Feedback path from nano to macroworld route.
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FIGURE 19.18
represents different functions in automatic fabrication mechanisms. The arrows indicate the flow of components on
the floor layout. Section 1 → Basic stimuli storage — control expression; Section 2 → Biomolecular component
manufacturing (actuator/sensor); Section 3 → Linking of bio-nanocomponents; Section 4 → Fabrication of bio-
nanorobots (assemblage of linked bio-nanocomponents).

of automatic fabrication methodologies (see Figure 19.18) of such bio-nanorobots in vivo and in vitro.
Capability of information processing, which will involve learning and decision making abilities, will be a
key consideration of this step. This would enable bioswarms to have capability of self-evolving based on the
environment they will be subjected to. These swarms could be programmed to search for alternate energy
sources and would have an ability to adapt as per that resource. Energy management, self-repairing, and
evolving will be some of the characteristics of these swarms.

19.3.1.2 Design Philosophy and Architecture for the Bio-Nanorobotic Systems

19.3.1.2.1 Modular Organization
Modular organization defines the fundamental rule and hierarchy for constructing a bio-nanorobotic
system. Such construction is performed through stable integration of the individual “bio-modules or com-
ponents,” which constitute the bio-nanorobot. For example, if the entity ABCD, defines a bio-nanorobot

are said to be the basic biomodules defining it. The basic construction will be based on the techniques of
molecular modeling with emphasis on principles such as Energy Minimization on the hyper surfaces of
the biomodules; Hybrid Quantum-Mechanical and Molecular Mechanical methods; Empirical Force field
methods; and Maximum Entropy Production in least time.

Modular organization also enables the bio-nanorobots with capabilities such as, organizing into swarms,

representation of modular organization. Figure 19.19c shows a more realistic scenario in which all the
modules are defined in some particular spatial arrangements based on their functionality and structure.
A particular module could consist of other group of modules, just like a fractal structure (defined as
fractal modularity). The concept of bio-nanocode has been devised, which basically describes the unique
functionality of a bio-nanocomponent in terms of alphabetic codes. Each bio-nanocode represents a
particular module defining the structure of the bio-nanorobot. For instance, a code like E-M-S will
describe a bio-nanorobot having capabilities of energy storage, mechanical actuation, and signaling at
the nano scale. Such representations will help in general classifications and representative mathematics
of bio-nanorobots and their swarms. Table 19.1 summarizes the proposed capabilities of the biomodules
along with their targeted general applications. The bio-nanocode EIWR‖M‖S‖FG representing the bio-

“Fractal modularity” principle of the proposed concept.

19.3.1.2.2 The Universal Template — Bio-Nano-Stem System
The modular construction concept involves designing a universal template for bio-nanosystems, which
could be “programmed and grown” into any possible bio-nanocoded system. This concept mimics the

a feature, which is extremely desirable for various applications. Figure 19.19a,b shows the conceptual

nanosystem shown in Figure 19.19b which could be decoded as shown in Figure 19.20. This depicts the

having some functional specificity (as per the capability matrix defined in Table 19.1) then, A, B, C, and D

(See color insert.) (Step 4) 20–30 years — an automatic fabrication floor layout. Different color
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TABLE 19.1 Defining the Capability Matrix for the Biomodules

Functionality Bionanocode Capabilities targeted General applications

Energy storage and carrier E Ability to store energy from various
sources such as, solar, chemical for
future usage and for its own
working

Required for the working of all the
biochemical mechanisms of the
proposed bio-nanorobotic systems

Mechanical M Ability to precisely move and orient
other molecules or modules at nano
scale. This includes ability to
mechanically bind to various target
objects, and carry them at desired
location

Carry drugs and deliver it to the
precise locations

Move micro world objects with
nanoprecision. For example, Parallel
platforms for nanoorientation and
displacements

Sensory S Sensing capabilities in various
domains such as, chemical,
mechanical, visual, auditory,
electrical, and magnetic

Evaluation and discovery of target
locations based on either chemical
properties, temperature, or other
characteristics

Signaling G Ability to amplify the sensory data
and communicate with biosystems
or with the microcontrollers.

Imaging for medical applications or
for imaging changes in
nanostructures

Capability to identify their locations
through various trigger mechanisms
such as fluorescence

Information storage F Ability to store information collected
by the sensory element

Store the sensory data for future
signaling or usage

Behave similar to a read–write
mechanism in computer field

Read the stored data to carry out
programmed functions

Backbone for the sensory bio-module
Store nanoworld phenomenon

currently not observed with ease
Swarm behavior W Exhibit binding capabilities with

“similar” bio-nanorobots so as to
perform distributive sensing,
intelligence, and action (energy
storage) functions

All the tasks to be performed by the
bio-nanorobots will be planned and
programmed keeping in mind the
swarm behavior and capabilities

Bio-nanointelligence I Capability of making decisions and
performing intelligent functions

Ability to make decision

Replication R Replicate themselves when required Replicate at the target site
Replication of a particular biomodule

as per the demand of the situation

embryonic stem cells (bio-nanosystem would mimic this property and hence the name bio-nano-stem
system) found in the human beings, that are a kind of primitive human cells which give rise to all
other specialized tissues found in a human fetus, and ultimately to all the three trillion cells in an adult
human body. Our bio-nano-stem system will act in a similar way. This universal growth template will be
constituted of some basic bio-nanocodes, which will define the bio-nano-stem system. This stem system
will be designed in a manner that could enable it to be programmed at run-time to any other required

EIWR‖M‖S‖FG and having enhanced sensory abilities.

19.3.1.3 Computational and Experimental Tools for Studying Bio-Nanorobotic Systems

19.3.1.3.1 Computational Methods [192–194]
Molecular modeling techniques in sync with extensive experimentations will form the basis for studying
bio-nanorobotic systems. Some of the molecular modeling techniques that can be used are described
below.

biomodule. Figure 19.21 shows one such variant of the bio-nano-stem system, having the bio-nanocode:
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C

A BD

B A B

C

The SPHERE represents
energy and data storage

arrangements for the robot

The DISC represents spatial
area defined for Module D

and for possible connections

The RING represents the
spatial area defined on the
inner core for the binding

of the Module B and
Module C

FIGURE 19.19
biomodules constituting the bio-nanorobot. In our case these biomodules will be set of stable configurations of
various proteins and DNAs. (b) A bio-nanorobot (representative), as a result of the concept of modular organization.
All the modules will be integrated in such a way so as to preserve the basic behavior (of self-assembly, self-replication,
and self-organization) of the biocomponents at all the hierarchies. The number of modules employed is not limited
to four or any number. It is a function of the various capabilities required for a particular mission. (c) A molecular
representation of the figure (b). It shows the red core and green and blue sensory and actuation biomodules.

Module A Module B Module C Module D

I E

W

R M S F G

Sub modules

EIWR || M || S|| FG

FIGURE 19.20

order module or a bio-nanorobot.

19.3.1.3.1.1 Empirical Force Field Methods: (Molecular Mechanics) — In this method, the motion of the
electrons is ignored and the energy of the system is calculated based on the position of the nucleus in a
particular molecular configuration. There are several approximations which are used in this method with
the very basic being the Born–Oppenheimer. The modeling of bio-nanocomponents or their assemblies
could be done using one of the energy functions:
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∑
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the values specified in Table 19.1. The“‖” symbol integrates the various biomodules and collectively represents a higher

(See color insert.) (a) A bio-nanorobotic Entity “ABCD,” where A, B, C, and D are the various

(See color insert.) The bio-nanocode and the fractal modularity principle. The letter symbols have
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FIGURE 19.21
enhanced bio-nanocode S, which defines it as a bio-nanorobot having enhanced sensory capabilities. The other features
could be either suppressed or enhanced depending upon the requirement at hand. The main advantage of using bio-
nano-stem system is that we could at run-time decide which particular type of bio-nanorobots we require for a given
situation. The suppression ability of the bio-nano-stem systems is due to the property of “Reversibility” of the bio
components found in living systems.

where V (rN ) denotes the potential energy of N particles having position vector (r). The terms of the
previous equation are:

∑
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2
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2 Denotes the energy variations due to bond
extension∑
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2 Denotes the energy variations due to bond
angle bending∑
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(1+ cos(nω − γ )) Denotes the energy variations due to bond
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)
Denotes the energy variation due to

nonbonded terms, usually modeled using
Coulomb’s potential

19.3.1.3.1.2 Energy Minimization Methods — The potential energy depends upon the coordinates of the
molecular configuration considered. In this method, points on the hypersurface (potential energy surface)
are calculated for which the function has the minimum value. Such geometries, which correspond to the
minimum energy, are the stable states of the molecular configuration considered. By this method we can
also analyze the change in the configuration of the system from one minimum state to another. Methods
such as the Newton–Raphson and Quasi-Newton are employed to calculate these minima. This method
of finding minimum energy points in the molecule is used to prepare for other advanced calculations

(See color insert.) A variant of the initial bio-nano-stem system, see Figure 19.19b, fabricated with
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such as molecular dynamics or Monte-Carlo simulations. It is further used to predict various properties
of the system under study.

19.3.1.3.1.3 Molecular Dynamics Simulation Methods — To begin predicting the dynamic performance
(i.e., energy and force calculation) of a biocomponent (say a peptide) molecular dynamics (MD) is
performed. This method utilizes Newton’s Law of motion through the successive configuration of the
system to determine its dynamics. Another variant of molecular dynamics employed in the industry is
the Monte-Carlo simulation, which utilizes stochastic approaches to generate the required configuration
of a system. Simulations are performed based on the calculation of the free energy that is released
during the transition from one configuration state to the other (e.g., using the MD software CHARMM,
Chemistry at Harvard Molecular Mechanics [195]). In MD, the feasibility of a particular conformation of
a biomolecule is dictated by the energy constraints. Hence, a transition from one given state to another
must be energetically favorable, unless there is an external impetus that helps the molecule overcome the
energy barrier. When a macromolecule changes conformation, the interactions of its individual atoms
with each other — as well as with the solvent — constitute a very complex force system. With one of
the aspects of CHARMM, it is possible to model say, a peptide based on its amino acid sequence and
allow a transition between two known states of the protein using targeted molecular dynamics (TMD)
[196]. TMD is used for approximate modeling of processes spanning long time-scales and relatively large
displacements.

19.3.1.3.1.4 Molecular Kinematic Simulations — They are also being used to study the geometric prop-
erties and conformational space of the biomolecules (peptides). The kinematic analysis is based on the
development of direct and inverse kinematic models and their use towards the workspace analysis of
the biomolecules. This computational study calculates all geometrically feasible conformations of the
biomolecule, that is, all conformations that can be achieved without any atom interference. This analysis
suggests the geometric paths that could be followed by a biomolecule during the transition from the
initial to a final state, while molecular dynamics narrow downs the possibilities by identifying the only
energetically feasible paths. The workspace analysis also characterizes the geometrically feasible workspace
in terms of dexterity.

19.3.1.3.1.5 Modular Pattern Recognition and Clustering Function — The instantaneous value of the
property A of a molecular system can be written as A(pn(t ), rn(t )), where pn(t ) and rn(t ) represent the n
momenta and positions of a molecular system at time t . This instantaneous value would vary with respect
to the interactions between the particles. There are two parts to this function (termed as M function).
One part (function A), evaluates and hence recognizes the equivalent modules (in term of properties) in
the molecular system. The second part of the function (D) forms the cluster (like a bioisosteres, which
are atom, molecules, or functional groups with similar physical and chemical properties) of various
modular patterns according to the characteristic behaviors as identified by function A and also tracks
their variations with rest to time.

M ≡ {A(pn(t ), rn(t ), Cn[n]), D(A(p, r , C , t ), f (x , y , . . .), Bn(t ))}

where, A is the first part of the function; pn(t ) and rn(t ) represents the n momenta and positions of a
molecular system at time t ; and Cn[n] is an n-dimensional matrix element for the individual components
of the molecular system, which would store the categorized values of the modular patterns. D is the
second part of the function, and it takes on function A recursively. It also maps these clusters based on a

version of the M -function.
This function is based on the hypothesis that in a complex molecular system, there are certain

parts, which have similar properties and behavior as the system goes from one state to the other.
By identifying these property patterns we can considerably reduce the simulation and computational

fitness function and stores the time-variant value in subfunction B. Figure 19.22 represents the conceptual
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Cluster 1
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Bio-nanocomponent
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modules
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FIGURE 19.22 (See Representing the modular pattern recognition and clustering function
(the M -function.)

time frames and can have better predictability of the system. Having established the design for the bio-
nanocomponents, computational studies would focus on determining the overall design and architecture
of the bio-nanoassemblies. One of the methods used in the industry is of molecular docking.

19.3.1.3.1.6 Molecular Docking and Scoring Functions — The molecular docking method is very important
for the design of nanorobotic systems. This method is utilized to fit two molecules together in 3D space
[197]. The method of molecular docking could be used to computationally design the bio-nanoassemblies.
The algorithms like DOCK,genetic algorithms and distance geometry are being specifically explored. Many
drug-design companies are using depth-first systematic conformational search algorithms for docking,
and therefore, is a primary candidate for current research. The docking algorithm generates a large number
of solutions. Therefore, we require scoring functions to refine the results so produced. Scoring functions
in use today approximate the “binding free energy” of the molecules. The free energy of binding can be
written as an additive equation of various components reflecting the various contributions to binding.
A typical equation would be:

	Gbind = 	Gsolvent +	Gcont +	Gint +	Grot +	Gt/r +	Gvib

where, 	Gsolventis the solvent effects contribution, 	Gconf is due to conformational changes in the bio-
molecule, 	Gint due to specific molecular interactions, 	Grot due to restrictive internal rotation of
the binding bio-molecules, 	Gt/r is due to loss in the translational and rotational free energies due to
binding, and 	Gvib is due to vibrational mode variations. Once the overall architecture to bind the bio-
nanocomponents is carried out through molecular docking, we will need to combine the components
into real assemblies. The molecular component binding is the next step in the design scheme.

19.3.1.3.1.7 Connecting Bio-Nanocomponents in a Binding Site — There are typically two approaches to
design connectors for binding the bio-nanocomponents. One method searches the molecular database
and selects a connector based on geometrical parameters. CAVEAT is a traditional routine, which employs
this method. The other approach is to design a connector from scratch atom by atom. The geometrical
parameters being known (as the configuration and the architecture was defined by molecular docking)
these connectors are designed. A typical method employs designing molecular templates (which do not
interfere with the basic geometry and design of the binding bio-nanocomponents) for defining a basic
connector for binding the bio-nanocomponents. Feasibility of designing these connectors in real life is one
challenge faced by molecular modelers. The minimum energy criterion is employed via the Metropolis
Monte-Carlo simulation annealing method to select the basic structure of the final connector. Genetic
algorithm approaches are also employed to generate such designs.

insert.)color
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19.3.1.3.2 Experimental Methods
The step 1 in the roadmap requires that we have a library of biocomponents, which are characterized
based on their potentials for using them for developing nanorobots. Various molecular techniques could
be employed for assessing the usefulness of the biocomponents. For developing a nanorobot, we require
the knowledge of the structure of the biocomponents used and the degree of conformational change
that each element is capable of undergoing, and the environmental cues (e.g., T , pH) that induce these
structural changes. Based on the computational methods detailed in the previous section, the following
experimental techniques could be used to obtain this information.

19.3.1.3.2.1 Circular Dichroism Spectroscopy (CD) — CD spectroscopy can be utilized to gain insights
into the secondary structure of each biomolecule such as peptides. In this technique, polarized far-UV
light is used to probe the extent of secondary structure formation in solutions. This technique represents
a proven method for estimating the structural composition of the nanorobotic elements during a change
in environmental conditions. The effect of temperature on the structure of the nanorobotic elements can
be evaluated by cooling the samples to +1◦C and then heating to +85◦C, with a 5-min equilibration
at each temperature interval. Intervals could be determined by first conducting CD scans with broad
intervals, with subsequent narrowing as the location of the transition is identified. The effect of pH and
ionic strength on the transitions could be monitored using separate, equilibrated preparations for each
condition.

19.3.1.3.2.2 Förster Resonance Energy Transfer — Another method that can be used to rapidly assess the
extent of conformational changes by the nanorobotic elements is FRET. In order to employ this method,
the nanorobotic components have to be engineered to have cysteine residues at both ends. One end of
the biocomponent then has to be labeled with a donor dye molecule (Alexa Fluor 488, Molecular Probes),
and the other end labeled with an acceptor dye molecule (Alexa Fluor 594). The resulting FRET signal can
be monitored with a laser (488 nm), whereby the signal changes would depend on the spatial separation
of the ends of the bio component.

19.3.1.3.2.3 Nuclear Magnetic Resonance (NMR) — NMR is utilized to determine the exact 3D structure
of the nanorobotic components. Although CD spectroscopy can be used to estimate the changes in the
structural composition of the bio components, it does not provide the exact 3D configuration. This
information can be obtained through the use NMR spectroscopy and the labeling of the biocomponent
with NMR-active atoms. In addition to determining the endpoint structures of the components, NMR
can also be used to follow the kinetics of the biomolecule conformational changes, in real time.

19.3.1.3.2.4 Laser-Based Optical Tweezers (LBOT) and Single-Molecule Fluorescence — LBOT and single-
molecule fluorescence could be used to estimate the forces exerted by the nanorobotic elements, and the
structural changes that occur during the genesis of these forces, after exposure to different stimuli. LBOT
can provide force and displacement results with a resolution of sub-picoNewton and approximately one
nanometer, respectively. Single-molecule fluorescence measurements, based on the previously described
FRET method, can simultaneously provide information about the structural state of the molecule at each
point of the force–displacement curve. To correlate force measurements with structural changes, combin-
ation of the LBOT method with FRET can be used [198]. The recent development of this technique has
enabled the simultaneous assessment of nanoscale structural changes and their associated biomechanical
forces.

19.3.1.4 Nanomanipulation — Virtual Reality-Based Design Techniques

For scanning and manipulating matter at the nanoscale, scanning tunneling microscopy (STM)
[199], scanning electron microscopy (SEM), atomic force microscopy (AFM) [197] and scanned-probe
microscope (SPM) [201] seem to be the common tools. Current work is mainly focused on using AFM nan-
oprobes for teleoperated physical interactions and manipulation at the nano scale. Precise manipulation
could help scientists better understand the principles of nanorobots [202,203].
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To achieve this it is essential to visualize the atom-to-atom interaction in real time and see the res-
ults in a fully immersive 3D environment. Also, to facilitate user input in nanorobotic systems it is
essential to develop voice, gesture, and touch recognition features in addition to the conventional visual-
ization and manipulation techniques. Virtual reality technology is applied here, which not only provides
immersive visualization but also gives an added functionality of navigation and interactive manipula-
tion of molecular graphical objects. VR technology comes to our aid by providing the experience of
perception and interaction with the nanoworld through the use of sensors, effectors and interfaces in
a simulated environment. These interfaces transform the signals occurring at nanoscale processes into
signals at macrolevel and vice-versa. The requirement is that the communication with the nanoworld
must be at high level and in real time, preferably in a natural, possibly intuitive “language.” Consider-
ing the nanospecific problems related to task application, tools, and the interconnection technologies
it leads to many flexible nanomanipulation concepts. They can range from pure master/slave teleoper-
ation (through 3D visual/VR or haptic force feedback or both), over shared autonomy control (where,
e.g., some degrees of freedom are teleoperated and other are operating autonomously) to fully autonomous
operation.

In order to precisely control and manipulate biomolecules, we need tools that can interact with
these objects at the nano scale in their native environments [204,205]. Existing bio-nanomanipulation
techniques can be classified as noncontact manipulations including laser trapping [206,207] and
electro-rotation [208], and contact manipulation referred to as mechanical stylus-, AFM-, or STM-
based nanomanipulation [209]. The rapid expansion of AFM studies in biology/biotechnology results
from the fact that AFM techniques offer several unique advantages: first, they require little sample
preparation, with native biomolecules usually being imaged directly; second, they can provide a
3D reconstruction of the sample surface in real space at ultra-high resolution; third, they are less
destructive than other techniques (e.g., electron microscopy) commonly employed in biology; and
fourth, they can operate in several environments, including air, liquid, and vacuum. Rather than
drying the sample, one can image quite successfully with AFM in fluid. The operation of AFM in
aqueous solution offers an unprecedented opportunity for imaging biological molecules and cells in
their physiological environments and for studying biologically important dynamic processes in real
time [210].

Currently, these bio-nanomanipulations are conducted manually, however, long training, disappoint-
ingly low success rates from poor reproducibility in manual operations, and contamination call for the
elimination of direct human involvement. Furthermore, there are many sources of spatial uncertainty
in AFM manipulation, for example, tip effects, thermal drift, slow creeping motion, and hysteresis.
To improve the bio-nanomanipulation techniques, automatic manipulation must be addressed. Visual
tracking of patterns from multiple views is a promising approach, which is currently investigated in
autonomous embryo pronuclei DNA injection [210]. Interactive nanomanipulation can be improved by
imaging 3D viewpoint in a virtual environment. Construction of a VR space in an off-line operation
mode for trajectory planning combined with a real-time operation mode for vision tracking of envir-

bio-micro/nanomanipulation system with a 3D VR model of the environment including the biocell, and
carrying out the user viewpoint change in the virtual space [211].

19.3.1.4.1 Molecular Dynamics Simulations in Virtual Environment
Molecular dynamics simulations of complex molecular systems require enormous computational power
and produces large amount of data in each step. The resulting data includes number of atoms per unit
volume, atomic positions, velocity of each atom, force applied on each atom, and the energy contents.
These results of MD simulations need to be visualized to give the user a more intuitive feel of what
is happening. Haptic interaction used in conjunction with VR visualization helps the scientist to con-
trol/monitor the simulation progress and to get feedback from the simulation process as well [212].

a VR representation of MD simulations in CAVE virtual environment.

onmental change ensures a complete “immersed” visual display. Figure 19.23 shows an example of 3D

Figure 19.24 shows the virtual reality visualization of molecular dynamics simulation. Figure 19.25 shows
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FIGURE 19.23 Haptic force measurement process on the Zona pellucida of mouse oocytes and embryos. (Courtesy
of Dr. Brad Nelson, Swiss Federal Institute of Technology [ETH], Zurich and ©2003 IEEE.)
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FIGURE 19.24 A block diagram showing virtual environment for molecular dynamics simulations (Reprinted from
Z. Ai and T. Frohlich, Molecular Dynamics Simulation in Virtual Environment, Computer Graphics Forum, Volume 17,
September 1998. With permission from Eurographics Association.)
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FIGURE 19.25
Ai, VRMedLab, University of Illinois at Chicago.)

19.3.2 Control of Nanorobotic Systems

The control of nanorobotic systems could be classified in two categories:

1. Internal control mechanisms
2. External control mechanisms

Another category could be a hybrid of internal and external control mechanisms.

19.3.2.1 Internal Control Mechanism — Active and Passive

This type of control depends upon the mechanism of biochemical sensing and selective binding of various
biomolecules with various other elements. This is a traditional method, which has been in use since quite
sometime for designing biomolecules. Using the properties of the various biomolecules and combining
with the knowledge of the target molecule that is to be influenced, these mechanisms could be effective.
But again, this is a passive control mechanism where at run time these biomolecules cannot change
their behavior. Once programmed for a particular kind of molecular interaction, these molecules stick to
that. Here lies the basic issue in controlling the nanorobots which are supposed to be intelligent and hence
programmed and controlled so that they could be effective in the ever dynamic environment. The question
of actively controlling the nanorobots using internal control mechanism is a difficult one. We require an
“active” control mechanism for the designed nanorobots such that they can vary their behavior based
on situations they are subjected to, similar to the way macrorobots perform. For achieving this internal
control, the concept of molecular computers could be utilized. Leonard Adleman (from the University
of Southern California) introduced DNA computers a decade ago to solve a mathematical problem by
utilizing DNA molecules.

Professor Ehud Shapiro’s lab (at Israel’s Weizmann Institute) has devised a biomolecular computer
which could be an excellent method for an internal ‘active’ control mechanism for nanorobots. They have
recently been successful in programming the biomolecular computer to analyze the biological information,
which could detect and treat cancer (prostate and a form of lung cancer) in their laboratory [213]. The
molecular computer has an input and output module which acting together can diagnose a particular
disease and in response produce a drug to cure that disease. It uses novel concept of software (made
up of DNAs) and hardware (made up of enzymes) molecular elements. This molecular computer is in
generalized form and can be used for any disease which produces a particular pattern of gene expression
related to it [214].

(See color insert.) Molecular dynamics simulation visualized in the CAVE. (Courtesy of Dr. Zhuming
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19.3.2.2 External Control Mechanism

This type of control mechanism employs affecting the dynamics of the nanorobot in its work environment
through the application of external potential fields. Researchers are actively looking at using MRI as
an external control mechanism for guiding the nanoparticles. Professor Sylvain Martel’s NanoRobotics
Laboratory (at École Polytechnique de Montréal, Canada) is actively looking at using MRI system as
a mean of propulsion for nanorobots. An MRI system is capable of generating variable magnetic field
gradients, which can exert force on the nanorobot in the three dimensions and hence control its movement
and orientation. Professor Martel’s laboratory is exploring effect of such variable magnetic field on a
ferromagnetic core that could probably be embedded into the nanorobots [215].

Other possibilities being explored are in the category of “hybrid”control mechanisms where the target is
located and fixed by an external navigational system [216] but the behavior of the nanorobot is determined
locally through an active internal control mechanism. The use of nanosensors and evolutionary agents to
determine the nanorobots behavior is suggested by the mentioned reference.

19.4 Conclusions

Manipulating matter at molecular scale and influencing their behavior (dynamics and properties) is the
biggest challenges for the nanorobotic systems. This field is still in very early stages of development and
still a lot has to be figured out before any substantial outcome is produced.

The recent explosion of research in nanotechnology, combined with important discoveries in molecular
biology have created a new interest in bio-nanorobotic systems. The preliminary goal in this field is to use
various biological elements — whose function at the cellular level creates a motion, force, or a signal — as
nanorobotic components that perform the same function in response to the same biological stimuli but
in an artificial setting. In this way proteins and DNA could act as motors, mechanical joints, transmission
elements, or sensors. If all these different components were assembled together they can form nanorobots
and nanodevices with multiple degrees of freedom, with ability to apply forces and manipulate objects in
the nanoscale world, transfer information from the nano- to the macroscale world and even travel in a
nanoscale environment.

The ability to determine the structure, behavior, and properties of the nanocomponents is the first
step which requires focused research thrust. Only when the preliminary results on these nanocomponents
are achieved, steps toward actually building complex assemblies could be thought of. Still problems like
protein (i.e., a basic bio-nanocomponent) folding and the precise mechanism behind the operation of
the molecular motors like ATP Synthase have to be solved. The active control of nanorobots has to be
further refined. Hybrid control mechanisms, wherein, a molecular computer and external (navigational)
control system work in sync to produce the precise results seem very promising. Further, concepts like
swarm behavior in context of nanorobotics is still to be worked out. As it would require colonies of such
nanorobots for accomplishing a particular task, the concepts of cooperative behavior and distributed
intelligence have to be evolved.

The future of bio-nanorobots (molecular robots) is bright. We are at the dawn of a new era in
which many disciplines will merge including robotics, mechanical, chemical and biomedical engineering,
chemistry, biology, physics, and mathematics so that fully functional systems will be developed. How-
ever, challenges towards such a goal abound. Developing a complete database of different biomolecular
machine components and the ability to interface or assemble different machine components are some of
the challenges to be faced in the near future.
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Raj Bawa, S.R. Bawa, Stephen B. Maebius, Chid Iyer

Nthe dawn of life, billions of years ago. It is only recently that humans have had their own tools
to watch nature as she assembles and manipulates structures so complex and purposeful so as

to defy their imagination. No one would argue that all molecular biology is based on nanotechnology;
after all, these structural building blocks comprising ordered elements are well within the 100 nanometer
scale that is generally agreed upon as the upper physical dimension with which nanotechnology processes
occur. It is no wonder that man is now attempting to mimic nature by building analogous structures from
the bottom up.

Now, a word about the chapter title. The temptation to consider “nanobiotechnology” as a subset of
biotechnology, fails to pay homage to the gargantuan impact of the burgeoning nanotechnology field, a
field which is in the throes of revolutionary growth. The phrase “nanobiotechnology” feels redundant and
trite. In distinction, the term “bionanotechnology” connotes a rapidly evolving sector of the nanotechno-
logy field that deals strictly with biological processes and structures. Many refer to this synthesis, if you
will, as “convergence.” As will be demonstrated in this new edition CRC Handbook chapter, the seeds of
bionanotechnology development have been planted. Commercial products will be on the marketplace well
before the next edition appears. Many nanotech soothsayers predict that as time goes on, this convergence
of biotechnology and nanotechnology will become a dominant focus area for technological innovation
worldwide and will impact all of our lives on a daily basis.

Of course, this is an engineering handbook. One need not stretch the imagination very far to appreciate
that nature has fundamentally engineered life as we know it, culminating in our own species. This fact
has not gone unnoticed on the part of nanotechnologists, who have begun in earnest to mimic nature’s
fundamental engineering processes through invoking precise controls over her building blocks. Self-
assembly, a key construct of nanotechnology, forms the backbone of biological processes. For example,
exploiting DNA as scaffolding for the engineering of DNA-templated molecular electronic devices is an
inspiring example of our newfound ability to insinuate our own design skills at the nanoscale level in
living systems. Using this approach, it is possible to create self-assembling electronic circuits or devices
in solution. Directed evolution based on repeated mutagenesis experiments can be conducted at the
nanoscale level. Along these lines, the use of the solar energy conversion properties of bacteriorhodopsin
for making thin film memories, photovoltaic convertors, holographic processors, artificial memories, logic
gates, and protein–semiconductor hybrid devices is astounding.

Quantum dots are tiny light-emitting particles on the nanoscale. They have been developed as a new class
of biological fluorophore. Once rendered hydrophilic with appropriate functional groups, quantum dots
can act as biosensors that can detect biomolecular targets on a real-time or continuous basis. Different
colors of quantum dots could be combined into a larger structure to yield an optical barcode. Gold
nanoparticles can be functionalized to serve as biological tags.

Nanomedicine is a burgeoning area of development, encompassing drug delivery by nanoparticulates,
including fullerenes, as well as new enabling opportunities in medical diagnostics, labeling, and imaging.
Quantum dots will certainly play a large role in nanomedicine. Years from now, we will laugh at the archaic
approach to treating disease we presently take for granted, carried over from the 20th century, relying on
a single drug formulation to treat a specific disease in all people without acknowledging each individual’s
unique genetic makeup. Nanocoatings also play an important near-term role in the lifetime of medical
devices, especially orthopedic prosthetics. Nanocrystalline hydroxyapatite is far less soluble in human
body fluid than conventional amorphous material, thereby anticipating great increases in calendar life.

It is not our intention to provide a comprehensive treatise on bionanotechnology, rather we hope to
provide representative reporting on a wide variety of activity in the field. We have attempted to assemble
papers that are relevant to looming product opportunities and instructional for those readers interested

Bionanotechnology Patenting: Challenges and Opportunities
. . . . . . . . . . . . . . . . . . . 29-1
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ATURE has been engaged in its own unfathomable and uncanny nanotechnology project since
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in developing the bionanotechnology products of the future. To that end, we have felt it appropriate to
conclude our discussion with an article that reviews the patent landscape for bionanotechnology, which
is presently in a state of great flux. Now more than ever, intellectual property is relevant to both the
academic and corporate sectors, and as such patents are being ascribed greater value and importance.
Bionanotechnology commercialization will be driven by the increases in federal funding as well as the
expiration of more traditional drug patents.

I would like to acknowledge the tireless efforts of both Raj Bawa, who acted as an informal editor during
the tedious process of inviting authors to submit new articles for this new Handbook chapter, as well as
Cindy McGovern who spent many a thankless hour chasing down authors all over the globe to deliver
their manuscripts, organize and package them for the editors.
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20.1 Introduction

Advances in technology have led to increasingly smaller levels of manipulation to achieve greater results.
As this trend continues, we begin to approach the limits of conventional processes to the point where
improvements go from small, to incremental, to significant. In microelectronics, the theoretical end
of the silicon-based lithographic process is drawing near, while in material science the need to control
characteristics beyond the macroscale is becoming necessary to continue innovating. There is an imminent
need for controlled manipulation at the nanoscale, and until it is reliably achieved, progress in some arenas
may plateau. Once it is achieved, however, a new chapter in technical innovation will be open.

Nanotechnology has been put forward as the approach to solve this fabrication problem. Nanoscale
structures would be self-assembled from the“bottom-up.”Over the past several years, new materials having
unique properties have been identified. For example, carbon nanotubes have extraordinary strength and
electrical properties [1–2], and numerous labs have demonstrated simple patterning of these materials.
However, more complex structures require a material capable of directing multiple components to precise
locations.

Molecular biotechnology is a promising point from which nanotechnology can evolve, because living
systems are successful examples of atomic and molecular manipulation on the nanoscale. Although

20-1
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enzymes manipulate atoms and molecular fragments on the Angstrom scale, biological systems make
their structural components on the nanometer scale, where weak intermolecular energies direct the self-
assembly process. This latter approach is likely to be the simplest motif for building the first nanoscale
devices whose synthesis and assembly are controlled, to a degree, with current technology. These objects
can be used for scaffolding to orient and juxtapose other molecules to form devices, mechanisms, and
structures [3].

Because the predominant examples of nanotechnology in nature derive from living systems, it is reas-
onable to look to those systems for the components of the first nanotechnological objects and devices.
Because of this, nanotechnology, which can come from many routes, is likely to evolve in part from
molecular biotechnology. The bottom-up approach entails making objects and devices on the nanoscale
from molecular and macromolecular components. There is good reason to believe that this approach
is practical to some extent, since living systems already exemplify its success: cells manipulate chemical
structure on the Angstrom scale via their enzymatic proteins; in addition, they contain self-assembling
structural components. Self-assembly is spontaneous. Manipulation that involves the breaking or form-
ation of bonds requires the control of processes in which large amounts of energy can be liberated or
consumed [3].

Although processes for manipulating, enhancing, and modifying biological entities exist, they are
predominantly effective on a sample en masse, rather than on an individual cell or molecule. By applying
chemical, electrical, mechanical, and biological processes, a volume of a sample can be affected. This is
useful in a serial manner, but what about when a multistep process is required to achieve a result? Batch
processes quickly become either too cumbersome or ineffective, rendering the desired result either too
complicated or functionally impractical. If there were a way to direct manipulation at the nanoscale,
whereby molecules would behave in a predictable and reliable fashion, the goal of nanoscale achievement
could begin to be realized.

Nature has been doing nanotechnology for millennia, and one of the most powerful nanotechnology
mechanisms is present in every living thing. That mechanism is called Watson–Crick base pairing of
DNA. DNA can store and transfer information, perform computations, and build structures. These
things already occur in nature without human interaction; however, manipulating them for a specific
purpose and connecting the activity to a useful human interface is what lies between theory and practical
application.

20.2 DNA as a Scaffold for Building Structures

Nature has designed DNA such that it is an ideal molecule for building nanoscale structures. Because
of how the molecule is constructed, strands of DNA can be “programmed” to assemble themselves into
complex arrangements in two and three dimensions. Self-assembly requires information to be carried
on the substrates, therefore the greater the information carrying capacity, the greater the complexity of
the structures that are produced. This specific programmability stems from the four nucleic acids that
make up the rungs of the DNA double helix. These four acids (adenine, thymine, guanine, and cytosine)
are represented by the letters A, T, G, and C, respectively. The characteristics of these acids (also referred to
as nucleotides or bases) dictate specific pairings of A and T, and G and C. Each nucleic acid makes up one
half of each rung in the twisted ladder structure of a complete DNA strand. Because each base will only
match up with an appropriate complement, both naturally occurring and synthesized DNA is predictable
and stable.

An important property of DNA is its double-stranded nature. Since every DNA sequence has a natural
complement (i.e., if a sequence is ATTACGTCG, its complement is TAATGCAGC). These two strands will

By producing strands with the appropriate combinations of complementary bases, DNA can be designed
to automatically create a nearly infinite number of self-assembling structures. These structures can be as
simple as a naturally occurring double helix or a highly complex, three-dimensional shape.

come together (or hybridize) to form double-stranded DNA, as shown in Figure 20.1.
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FIGURE 20.2 Seeman cube.

Nadrian C. Seeman, Professor of Chemistry at New York University, has published extensively on
this subject and has put forth several models for using DNA to create simple, compound, and complex
structures. Using a combination of ligation, restriction, and hybridization steps, Dr. Seeman has been able
to create three-dimensional structures like the cube in Figure 20.2 [4].

A group of scientists at The Scripps Research Institute has designed, constructed, and imaged a single
strand of DNA that spontaneously folds into a highly rigid, nanoscale octahedron [5].

Beyond the specificity and predictability of DNA, nature has provided a comprehensive tool box to
manipulate DNA. In fact, nature provides virtually every tool an engineer would need to build. Restric-
tion enzymes cut DNA at specific sequences of bases. Ligase fuses the ends of two molecules. More
complex sets of enzymes can be used to make virtually unlimited copies of a DNA molecule. Poly-
merase chain reaction technology uses DNA polymerases to exponentially copy DNA molecules. Enzymes

(See color insert following page 20-14.) Structure of DNA.
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facilitate restriction (cutting), ligation (fusing), and polymerization (copying) of DNA strands. Numerous
site-specific DNA-binding proteins can be used to mask specific locations on DNA. Other enzymes can
edit mistakes, twist, or untwist DNA. Similar proteins also work with ribonucleic acid (RNA). When
combined with the macro effects of temperature and Ph, these naturally occurring substances provide for
a nearly infinite number of creation and assembly combinations.

20.3 Coating DNA with Metals or Plastics

As discussed earlier, DNA is uniquely suited for the formation of complex three dimensional structures.
However, to produce electronic circuits and nanoscale structures, it is necessary to be able to alter the
properties of the DNA molecules. Fortunately DNA reacts with a wide variety of materials. Charged
molecules are attracted to the negatively charged phosphate backbone. Other reagents react with the
active groups on the bases. Yet other compounds intercalate between the stacked bases of the single-
or double-stranded molecules. Using these compounds it is possible to alter the electronic and physical
properties of the DNA molecules.

Over the last decade, several research efforts have concluded that a strand of DNA can act as an
electrical conductor or semiconductor [6]. During the same time period, an almost equal number of
studies concluded just the opposite; that DNA is either a poor conductor or a resistor [7]. While it is true
that under certain circumstances, DNA may appear to carry a current, no research has been able to put
forth consistent circumstances under which DNA, in its natural form, is a reliable conductor.

In order to convert a DNA molecule into a highly conductive wire, researchers at the Technion (Israel
Institute of Technology) began work on a process to coat DNA with metal. To instill electrical functionality,

deposition process is based on selective localization of silver ions along the DNA through Ag+/Na+
ion-exchange 18 and formation of complexes between the silver and the DNA bases. The Ag+/Na+ ion-
exchange process is monitored by following the almost instantaneous quenching of the fluorescence signal
of the labeled DNA. The ion-exchange process, which is highly selective and restricted to the DNA template
alone, is terminated when the fluorescence signal drops to 1 to 5% of its initial value (the quenching is
much faster than normal bleaching of the fluorescent dye). The silver ion-exchanged DNA is then reduced
to form nanometer-sized metallic silver aggregates bound to the DNA skeleton. These silver aggregates
are subsequently further “developed,” much as in the standard photographic procedure, using an acidic
solution of hydroquinone and silver ions under low light conditions. Such solutions are metastable and
spontaneous metal deposition is normally very slow. However, the silver aggregates on the DNA act as
catalysts and significantly accelerate the process. Under the experimental conditions, metal deposition
therefore occurs only along the DNA skeleton, leaving the passivated glass practically clean of silver. The
silver deposition process is monitored in situ by differential interference contrast (DIC) microscopy and
terminated when a trace of the metal wire is clearly observable under the microscope. The metal wire
follows precisely the previous fluorescence image of the DNA skeleton. The structure, size, and conduction
properties of the metal wire are reproducible and dictated by the “developing” conditions [8].

The coating process works equally well with compounds other than metal and has therefore been
developed into a process for coating DNA for purposes beyond conductivity. The process in its most

1. Synthesized or naturally occurring DNA is isolated
2. Positively charged (primary) ions are introduced and are attracted to the negatively charged

phosphates (along the DNA backbone) and the negatively charged NH2 on the bases
3. Once the ions attach, the DNA is rinsed and the secondary substance is added. This substance

develops (or grows) on the primary ions creating a continuum of material along the entirety of the
DNA strand [9]

silver metal is deposited along the DNA molecule, as shown in Figure 20.3. The three-step chemical

simplified form (as shown in Figure 20.4) is as follows:
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Ag+/OH–

Hydroquinone/OH–

Ag+ ions + Hydroquinone/H+

2Ag+ + Hq 2Ag0+ Bq + 2H+

Conductive silver
wire

FIGURE 20.3 Silver DNA wire development. (Taken from Braun, E., Eichen, Y., Sivan, U., and Ben-Joseph, G., 1998,
Nature, 391, 775. With permission.)

(1)

(2)

(3)

FIGURE 20.4
primary ions applied. (3) Hybridized target secondary material developed on the primary. (Taken from Keren, K.,
Berman, R., Buchstab, E., Sivan, U., and Braun, E., 2003, Science, 302, 1380–1382. With permission.)

(See color insert.) DNA Coating (1) interdigitated wires DNA strand. (2) Oligo-nucleotide probes
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FIGURE 20.5 SEM of metal coated DNA.

The coated DNA can now possess a wide range of characteristics depending on the type of material
used in the coating process. The coated strand can now bear electrical characteristics of a conductor,
semiconductor, or a resistor as shown in Figure 20.5. Structurally it can be rigid, semirigid or with any
level of flexibility. By running a wide range of materials through this process, DNA becomes an ideal
foundation for both electrical and structural tasks. A nanoscale wire (or any other coated strand) by itself
is not particularly useful; however, once a reliable process for coating DNA was established, a whole new
world of possibility was opened.

Three DNA metallization chemistries have been used to convert DNA into a conducting wire [5,8–10].
These chemistries fall into two reaction categories (1) ion-exchange of a metal (silver) ion for the positive
sodium counter ion associated with the phosphate groups of the DNA backbone and (2) formation of a
covalent bond between a metal ion (palladium or platinum) and amine groups of the DNA bases. In both
cases, the attached ions are reduced to form a metal that can act as a catalytic site for the deposition of an
alternate metal on the surface of the DNA [11].

20.4 Sodium–Silver Ion Exchange

A silver-catalyzed gold chemistry has also been studied [8]. This chemistry also involves ion exchange of
silver ions for sodium followed by reduction with hydroquinone. In this case, the particles of metallic
silver are incubated in a three-part solution containing potassium tetrachloroaurate to develop gold on
the surface of the DNA. Keren et al. [9] performed electronic testing on such metallized DNA and reported
ohmic behavior with a resistance of 25� for a 2.5 µm-long wire at a voltage of 0 to 2 mV. This chemistry
has also been shown to form 60 to 70 nanometer-sized gold particles along the surface of DNA with
no background deposition elsewhere. However, a problem was encountered with a precipitate of gold
thiocyanate produced during synthesis of the tetrachloroaurate solution. This precipitate is formed as
particles with diameters ≤0.8 µm and then redissolved into a phosphate buffer. If these particles are not
completely redissolved or removed before metallization they can cause aberrant results.

20.5 Palladium–Amine Covalent Binding

Another metallization chemistry [9–11] involves the formation of a covalent bond between palladium
and platinum ions and the amine groups of DNA bases. A solution of palladium acetate is mixed with a
solution of DNA and the palladium ions become associated with DNA by forming covalent bonds with
the amine groups of the DNA bases. Subsequent reduction of the palladium ions allows them to form
autocatalytic sites for the deposition of a palladium metal coating on the surface of the DNA. Reduction of
the palladium bonded to the DNA results in very small metal deposits of palladium. However, there may
not be enough metal to form a continuous conducting wire after a single treatment with the palladium
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acetate solution. The initial palladium deposits can serve as catalytic sites for the further deposition of
palladium. Subsequent rounds of treatment with palladium acetate and the reducing agent enhance these
deposits with additional metallic palladium.

Richter et al. [12,13] electrically characterized wires formed by the palladium-catalyzed deposition of
palladium on lambda DNA immobilized between gold electrodes with an inter-electrode gap of 5 to 10µm.
DNA was dried on the surface of a comb-shaped contact structure so that the DNA strands were per-
pendicular to the gold electrodes. Palladium metallization was then carried out on the microchips and
voltages applied across the wires. Applied voltages in the range of tens of millivolts produced currents in
the range of tens of microamps. Resistance measurements were reported for individual wires by compar-
ing the system resistance before and after individual wires were broken. Resistance measurements were
made for more than 100 wires and all showed ohmic behavior at room temperature. Data showed that a
diameter of approximately 50 nm is sufficient to achieve continuous metallization of the DNA. Although
the initial resistance of the wires was proportional to their length, none of the wires exhibited resistance
less than 5 k� even when wire diameter was increased to 200 nm. These higher resistances were attributed
to contact resistances between the palladium wire and the gold electrodes when electron-beam-induced
carbon lines were written over the ends of the wires where contact was made with the gold electrodes. The
resistance of individual wires was less than 1 k�. For example, a 16.5 µm wire with an average diameter
of 50 nm had a resistance of 743 �. The two-terminal I –V curve of this wire was recorded after cutting
all other wires. Linear current–voltage dependence was observed for bias voltages down to 1 mV and no
evidence of a nonconducting region or diode-like behavior was found at room temperature.

20.6 Patterning Materials on DNA

To fully take advantage of DNA as a substrate, one would like to direct coatings to specific regions of the
DNA molecule. Reaching into nature’s toolbox, it is possible to mask regions of the DNA molecule using
sequence specific DNA binding proteins. During the synthesis of the DNA molecules, binding sites for
masking proteins are engineered into the molecules. With the engineered molecules it is possible to mimic
the lithography process on DNA to produce structures with more than one coating on a DNA molecule.
Nanoscale electronic components are created through the multistep process outlined below [14]:

A specifically designed DNA strand is synthesized with single-stranded “tailed” ends. These ends will
be used in the selfassembly/manipulation process once the component is created.

1. Blocking proteins are applied to specific locations along the strand, providing a mask from
the coating process. Depending on the complexity of the component, several different proteins
may be used

2. Once the proteins are applied, the first coating step is applied to the unblocked section of DNA
3. The masking proteins are removed with enzymes
4. The now exposed area is coated with the next coating material. Steps 4 and 5 may be repeated

several times to achieve the desired characteristics
5. Once the internal areas are coated, the blocking proteins on the ends are removed and the nanoscale

Proper design of the components is the key to assembly. The unique ends of each component will
only bond to its intended counterpart. Designs can create circuits in two or three dimensions and can be
independent (free floating) or be joined to a substrate like silicon for connection to more conventional
circuitry. With complete circuits thousands of times smaller than their conventional counterparts, an
entirely new (previously unthinkable) world of development is created.

In 2002, Keren et al. [9] demonstrated a detailed masking process for creating DNA-based electronic
components. A region of DNA was coated with RecA protein. The DNA was then exposed to silver nitrate
and then gold was deposited onto the regions of DNA unprotected by RecA. The RecA protein was then

component is created (see Figure 20.6)
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1. Synthesized DNA strand with tailed ends

2. Proteins applied to the ends and center

3. Unblocked section of DNA, metallized

4. Center proteins removed

5. Electrical material applied to exposed center

6. End proteins removed, component created

FIGURE 20.6
Oefner, P.J., and Davis, R.W., 1998, Genome Res., 8, 848–855. With permission.)

removed to expose an uncoated region of the DNA molecule. This demonstration of sequence-specific
lithography on a single molecule was an important step toward DNA-templated electronics.

In November 2003, the same group took the approach further with the creation of a DNA-templated
field effect transistor (FET). The details of the FET creation are summarized here.

Assembly of a DNA-templated FET:

1. RecA monomers polymerize on a ssDNA molecule to form a nucleoprotein filament
2. Homologous recombination reaction leads to binding of the nucleoprotein filament at the desired

address on an aldehydederivatized scaffold dsDNA molecule
3. The DNA-bound RecA is used to localize a streptavidin-functionalized single-walled nano tubules

(SWNT), utilizing a primary antibody to RecA and a biotin-conjugated secondary antibody
4. Incubation in an AgNO3 solution leads to the formation of silver clusters on the segments that are

unprotected by RecA
5. Electroless gold deposition, using the silver clusters as nucleation centers, results in the formation

These DNA-based components can be synthesized in solution and then combined to make electronic
circuits. As indicated above, single-stranded DNA ends can be protected using single-stranded DNA
binding protein (SSB) to leave the ends available for binding with other components. The single stranded
regions are designed to specifically bind to the end of another component. Using this approach it is

20.7 Coated DNA Structures in Practice — A PCR Free,
Biological Detection, and Identification Systems

A growing percentage of the things that threaten health, safety, economy, and national security are
nearly invisible. From bacteria on a piece of uncooked chicken, to a stranger with a contagious cough,

of two DNA-templated gold wires contacting the SWNT bound at the gap (Figure 20.7) [9]

possible to create selfassembling electronic circuits or devices in solution (see Figure 20.8).

(See color insert.) DNA patterning process. (Taken from Thorstenson, Y.R., Hunicke-Smith, S.P.,
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(1) RecA Polymerization

(2) Homologous recombination

(3) Localization of a SWNT using antibodies

(4) RecA protects against silver reduction

(5) Gold metallization

ssDNA

dsDNA

RecA

+

biotin
antimouse

anti
RecA

Streptavidin-
SWNT

+

+

+

AgNO3

Ag

AuSWNT

KAuCI4+
KSCN + HQ

FIGURE 20.7
Buchstab, E., Sivan, U., and Braun, E., 2003, Science, 302, 1380–1382. With permission.)

DNA-based resistor

DNA-based diode DNA-based transistor DNA/histone-based inductor

FIGURE 20.8
Hunicke-Smith, S.P., Oefner, P.J., and Davis, R.W., 1998, Genome Res., 8, 848–855. With permission.)

to the looming threat of bioterrorism, pathogens can cause disease ranging from a simple inconvenience
to a catastrophic pandemic. Because of their size, detection and accurate identification of biological
pathogens is difficult through traditional means. Current technology has proven moderately accurate, but
often too slow to be effective in many situations.

A technology that could read the DNA from a sample and rapidly and accurately identify the organisms
therein would address this problem. Using the mechanisms discussed heretofore in this chapter, a system
has been developed with these capabilities. Currently, polymerase chain reaction (PCR) amplification
followed by fluorescent analysis is the most common method of DNA identification. PCR is a well-
understood and reliable laboratory process, but it is highly susceptible to contamination, is labor intensive,
and requires a skilled operator and specialized equipment. It is best suited to use within a laboratory

(See color insert.) Assembly of a DNA based field effect transistor. (Taken from Keren, K., Berman, R.,

(See color insert.) DNA-based, nanoscale, electronic components. (Taken from Thorstenson, Y.R.,
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Interdigitated wires Oligonucleotide probes Hybridized target Metallized bridge

FIGURE 20.9

or other controlled environment. Attempts to deploy PCR to field environments have proven largely
ineffective.

This electronic approach to detection and identification of biological organisms actually uses DNA
to identify DNA. This sensor technology does not require any PCR and is rapid and highly accurate.
The sensor uniquely combines a biological event (DNA hybridization), a chemical event (metal coating),
and microelectronics, to electronically produce a strong electrical signal that indicates the presence of an
organism [16].

The sensor consists of oligonucleotide probes attached to multiple pairs of interdigitated electrodes on a
microchip. Biological samples are processed to produce a solution of DNA fragments that are passed over
the sensor’s surface. Hybridization of a target DNA to the DNA capture probes bound to the electrodes
forms a DNA bridge connecting the two electrodes. Coating this DNA bridge with metal converts it to a
conductive wire (Figure 20.9). The sensor is then electrically analyzed to determine if any bridges have
formed. When as little as one bridge is formed and metallized, the electrical resistance of the sensor is
reduced more than 1000 fold.

Once prepared, the DNA is introduced to the chip surface containing capture probes complementary
to a DNA target sequence. Hybridization occurs with a high degree of specificity because (1) two com-
plementary binding events are required (one to each electrode) and (2) the DNA fragment must be of
sufficient length to span the interelectrode gap.

Since DNA by itself is not a reliable conductor [7], the DNA must be made conductive using the coating
techniques previously discussed. The decreased resistance of test structures with metallized (coated) DNA
bridges indicates the presence of a target DNA. Several metallization chemistries have been developed for
use with the biosensor focusing on the ideal balance of rapid reaction time, minimal background, and no
adverse effect on hybridization.

The final step in the process is to measure the electrical resistance of each of the test structures. Voltage
is applied to one of the two electrodes in each test structure and the resistance is obtained by probing the
opposite electrode. It has been observed that a single DNA bridge formation results in at least a 1000-fold
reduction in resistance on the test structure.

Other groups have developed technologies that rely on electronic signals for the detection of modified
DNA [17–19], but these systems are limited by a requirement for a high concentration of target DNA
within the sample. Motorola used a gold electrode to form a complicated sandwich of target and reporter
probes that contained ferrocene capable of donating electrons [19]. In the presence of a specific target
DNA, ferrocene reporters donated electrons that were captured by the gold electrode. However, in this
system, many molecules of target DNA were required to generate enough electrons to give a robust
signal. Park et al. [10] reported an electronic DNA detection technology based on a gold sol hybridization
technique. Gold sols were used to immobilize specific target DNAs from solution to gold surfaces in
between two electrodes. Silver was then deposited on the gold sols to close the electrode gap and form a
conductive bridge. This technique also required a high concentration of specific target DNA molecules to
capture sufficient gold sols to produce an electrical signal.

The approach detailed above is not dependent on the presence of a high concentration of target DNA
within the sample, and has a high signal to noise ratio. In this approach, prior amplification of the
target DNA is unnecessary. The target DNA itself forms the connection between the two electrodes and

(See color insert.) DNA/electronic biosensor process.
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FIGURE 20.10 Thousands of DNA bridges on a sensor.

FIGURE 20.11 Single DNA bridge.

is converted to a conductive wire by direct metallization. Thus, in theory with this technology it might be
possible to detect even a single hybridization event.

20.8 Components

The biosensor system is built around a two component design: a self-contained disposable test cartridge
and an analyzer into which the cartridge is loaded for testing. Within each test cartridge, there is a
simple silicon chip with multiple independently addressable test structures arrayed upon it. Current chip
architecture supports 14 and 64 test structures, each of which may test for the same or multiple-target
organisms simultaneously. Each independently addressable test structure measures about 400× 400 µm.
The next chip in development will have 250+ independently addressable test structures with embedded
logic that will permit quantitation assays in addition to identification.

The SEMs of the sensors after metallization reveal the conductive nanowires formed between electrodes
when a target biological is present. Figure 20.10 shows a test structure of target DNA hybridized to capture
probes and Figure 20.11 shows a magnified view of a single wire (20 to 40 nm in diameter).

The system has successfully demonstrated electronic detection of gene targets from samples of genomic
DNA from Bacillus anthracis. No amplification of the target sequences is performed before detection.
Current research involves an expanding list of pathogens.

20.9 Sample Preparation

For a sample to be read by the electronic biosensor, preparation requires efficient release and isolation of
DNA and breaking the DNA down to an appropriate size. Because the system does not require amplification
of the target nucleic acid molecules, sample prep and processing requirements can be incorporated into
a simple, automated procedure. Most inhibitors of the enzymes required for amplification will not have
an effect on the process utilized. Additionally, detergents and organic solvents can be used to decrease
nonspecific binding and inhibit degradation of target nucleic acid molecules, especially RNA targets.

There are several effective methods for releasing DNA from cells, including chemical lysis and sonication.
Chemical lysis works well for human cells, common bacteria, and viruses. Sonication is more effective for
disrupting bacterial spores. For most samples, chemical disruption is sufficient. After lysis, the sample is
filtered to remove anything in the sample that could aberrantly short the sensors. Again, because the system



© 2006 by Taylor & Francis Group, LLC

20-12 Tissue Engineering and Artificial Organs

does not use enzymes, it is not necessary to remove all chemical contaminants. Furthermore, the nucleic
acid analog probes are not affected by salt concentrations.

The released DNA must be sheared to a length that works with the BioDetect sensor. Current DNA
fragment size is between 1000 and 6000 base pairs in length. Future chip designs will lower the required
target DNA length to several hundred base pairs. A mechanical shearing method provides fragments
within the desired ranges [15,20]. This method involves pushing DNA through a small bore opening
into a larger-bore vessel. The average length can be controlled by changes to flow rate and the size of the
opening. The resulting fragments fall within a twofold size distribution.

The sheared DNA is then moved into the hybridization chamber where it can bind to the test sites on
the sensor. The DNA is manipulated by mechanical mixing, electrical fields, and pulsing of the fluids.
After hybridization, all unbound DNA is washed into a waste chamber.

In summary, the system requires minimal sample prep. The process which involves cell lysis, DNA
shearing, and filtering can be accomplished in a single pass through cartridge which can be integrated

20.10 Future Capabilities

The system can be highly multiplexed to test for numerous biological agents simultaneously, to provide
confirmatory tests for different unique sequences from a target organism, and to provide highly accurate
and quantitative results.

The new design under development will incorporate CMOS-based logic. This will allow the system
to produce highly multiplexed results quickly and inexpensively using a combination of on-chip logic,
statistics, and bioinformatics. The logic chips will have 256 separately addressable test sites. Future chips
may have several thousands of test sites with each site possessing a unique set of probes. Addition-
ally, each test site will be subdivided into thousands of subsensors, allowing for the collection of data
for statistical and quantitative analysis. The data will be analyzed using algorithms which will weigh
results from the various sensors and calculate the statistical level of certainty of a positive or negative
result and provide quantitative results. Error recognition software will be utilized to recognize pat-
terns from handling damage to electrical signals from debris, further increasing the reliability of the
system.

Due to the ability to multiplex, the system can provide for more information regarding an agent
than simply a yes or no identification. Through the proper design of probe sets, the chips can identify
genetically altered organisms, determine drug resistances, and even provide a taxonomic analysis of an
unknown organism.

This detection system provides a glimpse into the possibilities of DNA-based nanostructures. Using a
simple nanowire based on a naturally occurring strand, the system provides a significant advance over
current technologies, matching or exceeding the sensitivity and accuracy of PCR-based assays in the field
while delivering the speed, portability, and ease-of-use of much simpler assays.

20.11 Conclusion

DNA-directed assembly is making the promise of selfassembling nanosized devices a reality. The ability
to realize the dream of selfassembly allows for low-cost fabrication of simple devices which, to date,
could not be produced. DNA based nanoelectronics and mechanisms will start appearing in products in
the foreseeable future. Research and development in this arena holds the promise of great possibilities.
Imagine: Materials that can communicate with the devices that they comprise, nanoscale machines that
can accurately perform medical tasks currently dependent on high-risk surgery, high-efficiency hydrogen
fuel cells, radio frequency identification (RFID) tags embedded into products at the material level, virtually
eliminating time spent checking out in stores. These things and many more are not only possible, but

with the detection sensor to produce a fully automated system (Figure 20.12).
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Sample injection

Cell lysis

Filtration

DNA shearing

Hybridization and detection

FIGURE 20.12 DNA sample prep for electronic detection.

likely in a world where DNA based nanoelectronics are used. The example of the DNA sensor system
is only the beginning of the kinds of things that are possible as this exciting new arena begins to take
shape.
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FIGURE 19.2 The basic structure of the ATP Synthase. Shown is the flow of protons from the outer membrane
towards the inner through the F0 motor. This proton motive force is responsible for the synthesis of ATP in F1.

(a)
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FIGURE 19.3 The electrostatic surface potential on the α3β3 and γ subunits.
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FIGURE 19.4 Boyer’s binding change mechanism.
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FIGURE 19.5 Experiment performed for Imaging of F1-ATPase (Kinosita, K., Jr., Yasuda, R., Noji, H., and Adachi, K.
2000. Philos. Trans.: Biol. Sci. 355 (1396): 473–489. With permission).

FIGURE 19.6 Images of a rotating actin filament (sequential image at 33 ms intervals)(Kinosita, K., Jr., Yasuda, R.,
Noji, H., and Adachi, K. 2000. Philos. Trans.: Biol. Sci. 355 (1396): 473–489. With permission).
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FIGURE 19.7 Magnetic bead is attached to the γ subunit here (left figure) and the arrangement of the magnets (right
figure) [6].
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FIGURE 19.8 The kinesin–myosin walks: (a) Myosin motor mechanism. (i) Motor head loosely docking to the actin
binding site; (ii) The binding becomes tighter along with the release of Pi; (iii) Lever arm swings to the left with the
release of ADP, and; (iv) replacement of the lost ADP with a fresh ATP molecule results in dissociation of the head;
(b) Kinesin heads working in conjunction. (i) Both ADP-carrying heads come near the microtubule and one of them
(black neck) binds; (ii) Loss of bound ADP and addition of fresh ATP in the bound head moves the other (red neck)
to the right; (iii) The second head (red) binds to microtubule while losing its ADP, and replacing it with a new ATP
molecule while the first head hydrolyses its ATP and loses Pi; (iv) The ADP-carrying black-neck will now be snapped
forward, and the cycle will be repeated.
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FIGURE 19.9 A dynein molecule. Shown in blue are the globular heads (heavy chains) connected to the intermediate
chains (red) and the light chains (light blue). Dynactin complex components p150, p135, dynamitin, p62, capping
proteins, Arp1, actin is also shown.
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Stimulus A
Stimulus B

FIGURE 19.10 A typical rotaxane shuttle set-up. The macrocycle encircles the thread-like portion of the dumbbell
with heavy groups at its ends. The thread has two recognition sites which can be altered reversibly so as to make the
macrocycle shuttle between the two sites (state 0 and state 1).

Stimulus A
Stimulus B

FIGURE 19.11 A nondegenerate catenane. One of the rings (the moving ring) has two different recognition sites in
it. Both sites can be turned “off” or “on” with different stimuli. When the green site is activated, the force and energy
balance results in the first conformation, whereas when the red one is activated, the second conformation results. They
can be named states 0 and 1 analogous to binary machine language.

(a) (b)

FIGURE 19.12 VPL motor at (a) neutral and (b) acidic pH. (a) Front view of the partially α-helical triple stranded
coiled coil. VPL motor is in the closed conformation. (b) VPL Motor in the open conformation. The random coil
regions (white) are converted into well-defined helices and an extension occurs at lower pH.
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FIGURE 19.13 The roadmap, illustrating the system capability targeted as the project progresses.
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FIGURE 19.14 (Step 1) 5 years from now — understanding of basic biological components and controlling their
functions as robotic components. Examples are: (a) DNA which may be used in a variety of ways such as a structural
element and a power source; (b) hemagglutinin virus may be used as a motor; (c) bacteriorhodopsin could be used as
a sensor or a power source.

FIGURE 19.15 (Step 2) (a) The bio-nanocomponents will be used to fabricate complex biorobotic systems. A vis-
ion of a nano-organism: carbon nanotubes form the main body; peptide limbs can be used for locomotion and
object manipulation and the biomolecular motor located at the head can propel the device in various environments.
(b) Modular organization concept for the bio-nanorobots. Spatial arrangements of the various modules of the robots
are shown. A single bio-nanorobot will have actuation, sensory, and information processing capabilities.
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(a) (b)

FIGURE 19.16 (Step 3) (a) Basic bio-nanorobot forming a small swarm of five robots. The spatial arrangement of
the individual bio-nanorobot will define the arrangement of the swarm. Also, these swarms could be re-programmed
to form bindings with various other types of robots. The number of robots making a swarm will be dependent of
the resulting capability required by the mission. Also the capability of attaching new robots at run time and replacing
the nonfunctional robots will be added. (b) A basic bio-nanocomputational cell. This will be based on one of the
properties of the biomolecules, which is “reversibility.”

Nano man-
made devices

Nano man-
made devices

Nano man-
made devices

Micro
devices

Micro
devices

Self-assembly, sensing,
and trigger mechanism

Amplification
mechanisms

Macro actuators or
communication devices

Power
source

Macroworld

FIGURE 19.17 Feedback path from nano to macroworld route.
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Section 4 Section 2

Section 3

Section 1

FIGURE 19.18 (Step 4): 20–30 years — an automatic fabrication floor layout. Different color represents different
functions in automatic fabrication mechanisms. The arrows indicate the flow of components on the floor layout.
Section 1→ Basic stimuli storage — control expression; Section 2→ Biomolecular component manufacturing (actu-
ator/sensor); Section 3→ Linking of bio-nanocomponents; Section 4→ Fabrication of bio-nanorobots (assemblage
of linked bio-nanocomponents).

C

A BD

B A B

C

The SPHERE represents
energy and data storage

arrangements for the robot

The DISC represents spatial
area defined for Module D

and for possible connections

The RING represents the
spatial area defined on the
inner core for the binding

of the Module B and
Module C

FIGURE 19.19 (a) A bio-nanorobotic Entity “ABCD,” where A, B, C, and D are the various biomodules constituting
the bio-nanorobot. In our case these biomodules will be set of stable configurations of various proteins and DNAs.
(b) A bio-nanorobot (representative), as a result of the concept of modular organization. All the modules will be
integrated in such a way so as to preserve the basic behavior (of self-assembly, self-replication, and self-organization)
of the biocomponents at all the hierarchies. The number of modules employed is not limited to four or any number.
It is a function of the various capabilities required for a particular mission. (c) A molecular representation of the
figure (b). It shows the red core and green and blue sensory and actuation biomodules.

Module A Module B Module C Module D

I E

W

R M S F G

Sub modules

EIWR || M || S|| FG

FIGURE 19.20 The bio-nanocode and the fractal modularity principle. The letter symbols have the values specified

a bio-nanorobot.
in Table 19.1. The “‖” symbol integrates the various biomodules and collectively represents a higher order module or
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FIGURE 19.21 A variant of the initial bio-nanostem system (b), fabricated with enhanced bio-nanocode S, which
defines it as a bio-nanorobot having enhanced sensory capabilities. The other features could be either suppressed or
enhanced depending upon the requirement at hand. The main advantage of using bio-nanostem system is that we
could at run-time decide which particular type of bio-nanorobots we require for a given situation. The suppression
ability of the bio-nanostem systems is due to the property of “Reversibility” of the bio components found in living
systems.

Cluster 1

Cluster4

Cluster 3

Represents
“equivalent”

modules

Cluster 2
Bio-nanocomponent

FIGURE 19.22 Representing the modular pattern recognition and clustering function (the M -function.)

FIGURE 19.25 Molecular dynamics simulation visualized in the CAVE. (Courtesy of: Dr. Zhuming Ai, VRMedLab,
University of Illinois at Chicago.)
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FIGURE 20.1 Structure of DNA.

(1)

(2)

(3)

FIGURE 20.4 DNA Coating (1) interdigitated wires DNA strand. (2) Oligo-nucleotide probes primary ions applied.
(3) Hybridized target secondary material developed on the primary. (Taken from Keren, K., Berman, R., Buchstab, E.,
Sivan, U., and Braun, E., 2003, Science, 302, 1380–1382. With permission.)
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1. Synthesized DNA strand with tailed ends

2. Proteins applied to the ends and center

3. Unblocked section of DNA, metallized

4. Center proteins removed

5. Electrical material applied to exposed center

6. End proteins removed, component created

FIGURE 20.6 DNA patterning process. (Taken from Thorstenson, Y.R., Hunicke-Smith, S.P., Oefner, P.J., and
Davis, R.W., 1998, Genome Res., 8, 848–855. With permission.)

(1) RecA Polymerization

(2) Homologous recombination

(3) Localization of a SWNT using antibodies

(4) RecA protects against silver reduction

(5) Gold metallization

ssDNA

dsDNA

RecA

+

biotin
antimouse

anti
RecA

Streptavidin-
SWNT

+

+

+

AgNO3

Ag

AuSWNT

KAuCI4+
KSCN + HQ

FIGURE 20.7 Assembly of a DNA based field effect transistor (Taken from Keren, K., Berman, R., Buchstab, E.,
Sivan, U., and Braun, E., 2003, Science, 302, 1380–1382. With permission.)



© 2006 by Taylor & Francis Group, LLC

DNA-based resistor

DNA-based diode DNA-based transistor DNA/histone-based inductor

FIGURE 20.8 DNA-based, nanoscale, electronic components (Taken from Thorstenson, Y.R., Hunicke-Smith, S.P.,
Oefner, P.J., and Davis, R.W., 1998, Genome Res., 8, 848–855. With permission.)

Interdigitated wires Oligonucleotide probes Hybridized target Metallized bridge

FIGURE 20.9 DNA/electronic biosensor process.
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FIGURE 22.1 Size and composition tuning of optical emission for binary CdSe and ternary CdSeTe quantum dots.
(a) CdSe QDs with various sizes (given as diameter) may be tuned to emit throughout the visible region by changing
the nanoparticle size while keeping the composition constant. (b) The size of QDs may also be held constant, and the
composition may be used to alter the emission wavelength. In the above example, 5 nm diameter quantum dots of the
ternary alloy CdSex Te1−x may be tuned to emit at longer wavelengths than either of the binary compounds CdSe and
CdTe due to a nonlinear relationship between the alloy bandgap energy and composition (Taken from, Bailey, R.E.
and Nie, S.M. (2003). J. Am. Chem. Soc. 125, 7100–7106. With permission.)



© 2006 by Taylor & Francis Group, LLC

(a)

(b)

Ligand exchange

Quantum dot water solubilization

Hydrophobic interactions

FIGURE 22.2 Diagram of two general strategies for phase transfer of TOPO-coated QDs into aqueous solution.
Ligands are drawn disproportionately large for detail. (a) TOPO ligands may be exchanged for hetero-bifunctional
ligands for dispersion in aqueous solution. This scheme can be used to generate a hydrophilic QD with carboxylic acids
or a shell of silica on the QD surface. (b) The hydrophobic ligands may be retained on the QD surface and rendered
water soluble through micelle-like interactions with an amphiphilic polymer like octylamine-modified polyacrylic acid.
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(a)

(b)

FIGURE 22.3 Immunofluorescent labeling of human breast tumor cells with antibody-conjugated quantum dots,
and comparison of signal brightness and photostability with organic dyes. (a) Cancer cells labeled with antibody-
conjugated QD or Texas Red (TR) targeting cell surface antigen uPAR. (b) Cancer cells labeled with antibody-
conjugated QD or FITC targeting cell surface antigen Her-2/neu. Excitation from a 100 W mercury lamp caused
negligible photobleaching of QDs, compared to the two organic fluorophores. (Courtesy of Dr. Xiaohu Gao, Emory
University).

Magnetic nanoparticleDNA

Antibody detection

Linker

Linker

Linker

Fluorescent signaling

Biocompatibility

FIGURE 23.1 Typical configurations utilized in functionalized NPs applied to bioanalysis.
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(a)

(c)

(b)

(d)

FIGURE 23.3 NPs as biomarkers for cell labeling. (a) Optical and (b) fluorescence images of leukemia cells incubated
with antibody-immobilized RuBpy-doped NPs, (c) optical, and (d) fluorescence images of leukemia cells incubated
with unmodified RuBpy-doped NPs as a control.

(a)

(b)

Biotinylated
target DNA NP–SA

Printing probe DNA Hybridization Scanning

Capture Ab

Blocking buffer

Target protein

Detection Ab-biotin

NP–SA

FIGURE 23.4 Strategies of NP-based labeling for (a) DNA microarray and (b) protein microarray technology.
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FIGURE 25.1 Semiconductor nanocrystals, also referred to as “quantum dots,” are highly light absorbing, lumin-
escent nanoparticles whose absorbance onset and emission maximum shift to higher energy with decreasing particle
size due to quantum confinement effects. As seen in this typical excitation–emission plot for a type of quantum dot,
strong emission is observed over a broad range of excitation wavelengths.

FIGURE 25.2 Quantum dots can be used for live cell imaging. They are advantageous due to their bright fluorescence
over a broad range of excitation wavelengths, resistance to photobleaching, and stability. Surface modifications are
required for biocompatibility.
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FIGURE 25.3 When gold nanoparticles come into close proximity, plasmon–plasmon interactions cause dramatic
changes in optical properties. Using appropriately conjugated nanoparticles, this behavior can be exploited for DNA
hybridization assays and immunoassays.
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FIGURE 25.4 Gold nanoshells consist of a dielectric core nanoparticle surrounded by a thin metal shell. By varying
the relative dimensions of the core and shell constituents, one can design particles to either absorb or scatter light over
the visible and much of the infrared regions of the electromagnetic spectrum. A). These vials contain suspensions of
either gold colloid (far left with its characteristic red color) or gold nanoshells with varying core:shell dimensions. B).
The optical properties of nanoshells are predicted by Mie scattering theory. For a core of a given size, forming thinner
shells pushes the optical resonance to longer wavelengths.
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(a) (b) (c)

FIGURE 25.6 Breast carcinoma cells were exposed to either nanoshells (a), near infrared light (b), or the combination
of nanoshells and near infrared light (c). As demonstrated by staining with the fluorescent viability marker calcein
AM, the carcinoma cells in the circular region corresponding to the laser spot were completely destroyed, while neither
the nanoshells nor the light treatment alone compromised viability.

Water Sugar DNA Protein Virus Bacterium Cell Hair

Atom

1 Å 1 nm 10 nm 100 nm 1 mm 10 mm 100 mm

2000           1985         1972       Year
0.18 mm      1.5 mm     10 mm       Transistor size
42 million    275,000    3,500      Transistor number
1,500 MHz  33 MHz    0.2 MHz   Speed
Pentium4    80386       8008        Computer

Silicon transistors,
integrated circuit and computer

by Dr.Jie Han, 1992

Fullerene, nanotube, dendrimer,
nanoparticle, nanowire

FIGURE 27.1 Nano and microscale materials, devices, and systems.

Fullerenes, C60, 0.7 nm, functional drug carrier with linked
antibodies or other targeting agents on the surface carbon
atoms, and implanted medical devices

Dendrimers (5–50 nm), branched structure allows to link
labels, probes, and drugs individually for drug carrier,
implanted sensors, and medical devices

Nanoparticles (<100 nm, inorganic or organic) for implanted
materials, nanoshells, and nanoemulsions for drug delivery;
quantum dots (<8 nm) and magnetic nanoparticles for labeling
in diagnostics and implanted sensors and medical devices

Carbon nanotubes (1 nm for single wall and 10–100 nm for multi
wall), one dimensional Fullerene nanoelectrode arrays for in
vitro, in vivo, and implanted sensors and medical devices;
capable for diagnostic handheld systems for multiplexing without
need of labeling and PCR

Single crystal nanowires (5–100 nm), one-dimensional
nanoparticels (magnetic, electrical, and optical), capable of doing
what nanoparticles and carbon nanotubes can do

FIGURE 27.2 Biologically functional nanomaterials and biomedical applications.
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FIGURE 28.1 Physiogenomic analysis of gene marker frequency as a function of phenotype variability (association:
a specific genomic marker is enriched selectively in the patients with a specific outcome).
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FIGURE 28.2 Physiotypes for personalized health.

(a)

(c)

(b)

FIGURE 32.3 (a) Section through hyaline cartilage of the trachea. Dark staining regions surrounding cells (chon-
drocytes) are pericellular or “territorial” matrix and represent most recently-deposited cartilage matrix. (b) SEM of
hyaline cartilage showing lacunae or “little lakes” in which chondrocytes reside. In this preparation some are occupied
by cells and others are empty because the cells have fallen out during cutting of the cartilage. The fibrous nature of the
matrix (due to the presence of type II collagen) is evident. (c) TEM of a chondrocyte within a lacuna. Collagen fibers
can be seen in the cartilage matrix surrounding the lacunae. These fibers are not seen in light microscopic preparations
such as those in panel a since they have the same refractive index as the collagen matrix material.



© 2006 by Taylor & Francis Group, LLC

(a)

(c) (d)

(b)

FIGURE 32.4 (a) Transverse cut through the metaphysis of a calf femur. The bone shaft is compact bone and spongy
bone with bony trabeculae lining the interior. (b) Cross-section through a decalcified preparation of a fetal femur.
Compact bone encloses the marrow cavity. (c) Preparation of compact bone. Concentric lamellae of Haversian systems
surround blood vessels. Interstitial lamellae represent older Haversian systems replaced during bone remodeling.
(d) High magnification image of a compact bone preparation. India ink fills lacunae in which embedded bone cells
(osteocytes) are normally found. Channels connecting lacunae are called “canaliculi.” These are occupied by cell
processes and provide a means whereby osteocytes communicate with one another.

(a)

(c)

(b)

FIGURE 32.5 (a) Light micrograph of collagen fiber bundles in dense, irregular connective tissue such as the
dermis of the skin. Nuclei of fibroblasts (cells that secrete procollagen which is processed and assembled into collagen
extracellularly) can be seen closely associated with the fibers. (b) SEM of bands of type I collagen fiber bundles.
Individual fibers can be seen independent of the fiber bundles. (c) TEM of a fibroblast in close association with
bundles of collagen fibers sectioned transversely, obliquely and longitudinally. The inset shows individual collagen
fibers exhibiting the characteristic periodic banding pattern.



FIGURE 50.1 Major growth factors and cytokines involved in fracture repair. Reproduced from J. Bone Miner. Res. 1999, 14:1808 with permission of the American Society for Bone
and Mineral Research.

© 2006 by Taylor & Francis Group, LLC



© 2006 by Taylor & Francis Group, LLC

FIGURE 50.3 Smad dependent and independent BMP signaling pathways. “Reprinted from Schmitt J.M., Hwang K.,
Winn S.R., and Hollinger J.O. 1999. J. Orthop. Res. 17: 269–278. With permission from the Orthopedic Research
Society.”
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Condensing dental mesenchyme
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FIGURE 61.2 Stages of tooth development. A schematic frontal view of an embryo head at embryonic day (E)11.5
is shown with a dashed box to indicate the site where the lower (mandibular) molars will form. Below, the stages of
tooth development are laid out from the first signs of thickening at E11.5 to eruption of the tooth at around 5 weeks
after birth. The tooth germ is formed from the oral epithelium and neural-crest-derived mesenchyme. At the bell
stage of development, the ameloblasts and odontoblasts form in adjacent layers at the site of interaction between the
epithelium and mesenchyme. These layers produce the enamel and dentin of the fully formed tooth. (Reproduced
from Tucker, A. and Sharpe, P. Nat. Rev. Genet. 5: 499–508, 2004. With permission.)
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(a)

(b)

FIGURE 61.3 Hematoxylin and eosin staining of representative DPSC transplants. (a) After one week posttrans-
plantation, DPSC transplants contain connective tissue (CT) around HA/TCP carrier (HA), without any sign of dentin
formation. (b) After six week posttransplantation, DPSCs differentiate into odontoblasts (arrows) that are responsible
for the dentin formation on the surface of HA/TCP (HA). Original magnification: 40X.

FIGURE 61.4 Histology and immunohistochemistry of a 20-week implant. (a) Von Kossa stain for calcified min-
eralization in bioengineered tooth crown (50× magnification). Dark brown stain is positive for mineralized tissues.
(b) A high-magnification (400×) photomicrograph of the Hertwig’s epithelial root sheath is shown, stained by the Von
Kossa method to detect calcified mineralization. (c) High-magnification (200×) photomicrograph of cuspal region in
bioengineered tooth crown. The tissue was stained by the Von Kossa method. (d) Hematoxylin and eosin (H&E) stain
of a positive control porcine third molar cuspal region demonstrates morphology similar to that of the bioengineered
tooth structure (200×). (e) BSP immunostain of 20-week bioengineered tooth crown (100×). Positive BSP expression
is indicated by the arrow. (f) Negative preimmune control immunostain for BSP in bioengineered tooth crown (100×).
Abbreviations: d, dentin; od, odontoblasts; p, pulp; pd, predentin, hers, Hertwig’s epithelial root sheath.
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FIGURE 61.5 Recombinant explant between bone-marrow-derived cells and oral epithelium following 12 days of
development in a renal capsule. All the tissues visible are donor-derived, since the host kidney makes no cellular
contribution to the tissue. Where epithelium in the recombinations was from GFP mice, in situ hybridization of
sections of these tissues confirmed that all mesenchyme-derived cells were of wildtype origin (not shown). BO, bone;
Am, ameloblasts; DP, dental pulp; OD, odontoblasts, E, enamel; D, dentin. Scale bar: 80 µm. (Reproduced from
Ohazama, et al. J. Dent. Res. 83: 518–522. With permission.)
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21.1 Protein-Based Devices

Protein-based photonic devices gain comparative advantage from the unique properties of proteins, and
the fact that nature has optimized many proteins for the efficient conversion of light to structural changes.
Additional advantages derive from the fact that many proteins produce a voltage, a current or change in
polarizability in response to light absorption, and carry out this function with a high quantum efficiency
and speed [1]. More recently, investigators are approaching the use of proteins in device applications
from the perspective that nature has provided a template for optimization rather than a material with
optimal properties. This view is made possible by significant advances in genetic engineering and the
use of techniques such as directed evolution. The combination of in vitro genetic diversification with
tunable selective pressures has enabled investigators to tailor biological macromolecules for electronic and
photonic device applications [2–5].

The topic of this brief chapter is bacteriorhodopsin (BR) and the use of genetic engineering to optimize
the protein for devices that are based on the long-lived Q state. BR is grown by the halophile archaeon
Halobacterium salinarum, which uses the protein as a solar energy converter [6]. H. salinarum has survived
on Earth for more than 3 billion years and has evolved a light-transducing protein that has intrinsic
properties appropriate to device applications. These properties include high quantum efficiency, thermal
stability, and photochemical cyclicity that combine to make the native protein useful for making thin
film memories [7,8], photovoltaic converters [9], holographic processors [10], artificial retinas [11–13],
associative memories [14], logic gates [15], and protein-semiconductor hybrid devices [16]. In all cases
investigated, however, a genetically or chemically modified form of the protein outperforms the native
protein when a systematic study is carried out to identify or create an optimized variant [17,18]. There are
a number of techniques currently used to make modifications to the structure of proteins at different levels

21-1
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21-2 Tissue Engineering and Artificial Organs

of variability. These techniques include site-directed, semirandom, and random mutagenesis. However,
the most efficient technique in optimizing the structure or function of biological materials is known as
directed evolution where repeated mutagenesis experiments of screening and selection yield a material
with a particular characteristic [3]. In this chapter, the use of mutagenesis techniques are discussed as a
method for the optimization of BR for the use in biomolecular devices.

21.2

Bacteriorhodopsin is a membrane-bound protein with seven transmembrane helices, 248 amino acid
residues, and a chromophore (retinal) covalently bound via a protonated Schiff base linkage to Lys-216
near the center of the protein. BR is used by H. Salinarum as a photosynthetic protein and upon the
absorption of light, this protein pumps protons across the cell membrane. The resulting pH gradient is
used to convert ADP and inorganic phosphate into ATP [6]. The primary photochemical event involves
the photoisomerization of the chromophore from all-trans to 13-cis, which forms the ground state species
called K (Figure 21.1). The proton pumping process then takes place in the dark through a complex
photocycle as shown in Figure 21.1. The figure also shows the branched photocycle involving the P
and Q states [19]. The change in the absorption maximum of each intermediate is caused by three
factors: the conformation and protonation state of the chromophore (indicated under the absorption
max in Figure 21.1), protonation changes of amino acids near the chromophore, and other protein–
chromophore interactions [20]. Note that the symbol bR is used to reference the light-adapted resting
state of bacteriorhodopsin and the symbol BR is used to reference the protein or a protein variant in an
undefined state.

The two states that are of primary interest for photonic applications are the blue-shifted M and Q
states. In general, the M state is used for real-time holographic devices and memories [10,17,21,22] and
the Q state, the long-lived state within the “branched photocycle,” is used for both long-term holographic
storage and three-dimensional memories [11,19]. The M state has significant advantages for holography
because it is produced with high quantum efficiency (0.65) and generates a significant change in refractive

with a 6.4% holographic efficiency at 670 nm. The only disadvantage is that the holographic image is
relatively short-lived (milliseconds to hours), and M-state holograms find primary application in real-
time holographic processing [10,17,21,22]. A single mutation involving the replacement of Asp96 with Asn
(D96N) has generated one of the most useful holographic materials known [17]. Long-term holography
and data storage is carried out using the branched photocycle to form the Q state (Figure 21.1). The
branching reaction from O to P is the gateway to the Q state and involves an all-trans to 9-cis photochemical
event. The Q state is unique because the chromophore separates from the covalent bond to the protein
to form an isolated 9-cis retinal chromophore, which remains caged in the binding site. The Q state
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FIGURE 21.1 The main and branched photocycles of bacteriorhodopsin.

index (Figure 21.2). A thin film of BR adjusted to have an absorptivity of 5 at 280 nm produces a film

Bacteriorhodopsin
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FIGURE 21.2 The diffractive and refractive properties of M-state (a) and Q-state (b) films of bR.

is a very long-lived blue shifted intermediate that has a lifetime of many years at ambient temperature
(Figure 21.2). Because this state has a lower oscillator strength and is blue shifted relative to the M state,
the holographic efficiency of comparable BR films based on Q-state formation have higher holographic
efficiency (8.5%) than M-state films (see Figure 21.2). Furthermore, the Q state has additional uses as a
binary storage component in three-dimensional memories. Space constraints prevent a detailed discussion
of the three-dimensional memory, and the interested reader is directed to References 3 and 11 for details.

Holographic systems based on the M state and the D96N variant are near optimal for real-time holo-
graphy [10,17,21,22]. But the native protein can also be used for real-time holography with adequate
results. In contrast, competitive devices based on the Q state cannot be generated by using the native
protein. Some form of chemical or genetic optimization of the protein is required to create a viable system

Q is via a branching reaction involving photoconversion of the red-shifted O intermediate. In the native
protein, the O-state concentration rarely exceeds 3 to 5% of the activated protein concentration and thus
the O → P photoreaction is compromised by a lack of available O state. One of the first characteristics
that needs to be optimized is the O-state concentration, and the remaining portion of this chapter will
focus on methods to manipulate the formation and decay kinetics of this red-shifted intermediate. In
addition, the quantum efficiency of the O → P all-trans to 9-cis photochemistry is also a problem, but
one which can be addressed by using site-directed mutagenesis.

21.3 Protein Optimization via Mutagenesis

Genetic modifications can be created by using site-directed (SDM) or semirandom mutagenesis (SRM)
to insert, delete, or more often, replace one or more residues. SDM is a method which carries out the
substitution of a given residue with a specific replacement residue, normally involving a single site. Using
a commercially available mutagenesis kit, protein variants are easily engineered once an expression system
for protein production is in place. SDM requires mutation of the protein coding sequence, then expression

[3,11]. The problem can be explained by reference to Figure 21.1. Note that the only method of generating
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of this gene in a host (E. coli or H. salinarum) for protein production. Because of the large number of
mutations that are possible, SDM methods are not useful tools for protein optimization unless a good
structure–function model of the protein is available to guide mutation. In most cases, theory is incapable
of accurately predicting the impact of a given mutation, and hence SDM plays a minor role in protein
optimization.

Semirandom mutagenesis or saturation mutagenesis allows each amino acid in a specified region
to be mutated with an equal probability leaving the rest of the protein unchanged. SRM generates a
large number of mutant proteins and therefore requires an effective screening method to analyze the
photokinetic properties of a library of mutations. In some cases it is more efficient to generate mutations
throughout the entire protein. Error-prone polymerase chain reaction (PCR) is one such technique and
introduces mutations at a frequency from 1 to 20 mutations per 1 kb by enhancing the natural error rate
of polymerase (usually Taq) by the modification of standard PCR methods [23]. In the case of BR, there
is enough structural and prior mutagenesis work to preempt the need for a purely random search. For
example, we know that residues in the region from 190 to 210 are involved in the exit channel of the
protein. Thus, it is not surprising that the mutation of residues in this region has a profound impact on
the lifetime of the O-state, which must transfer a proton from Asp85 into this region prior to reformation
of the bR resting state. Carrying out random mutagenesis in this region has a much higher probability
of generating long-lived O-state mutants than random mutations throughout the entire protein. As we
explore in the next section, directed evolution may offer the best combination of efficiency and speed in
finding an optimal mutation or set of mutations.

21.4 Directed Evolution

Biological systems have evolved over the past 3 billion years via an algorithm of mutation and natural
selection [23]. Present day mutagenesis techniques and in vitro recombination methods are aimed to
mimic the genetic diversification that occurs in natural ecosystems. The major advantage to the artificial
creation of genetic diversity is its attenuated timescale, relative to natural mutation rates. Countless
mutations can be inserted into the genetic code of nearly any biological macromolecule in a matter of
hours. Combining this technology with a selection method that is specific to a parameter of interest is the
fundamental essence of directed evolution.

While mutagenesis and in vitro recombination methods can be applied to any genetically amenable
system, the limiting factor in most directed evolution investigations is the screening system used to
select for optimized variants. The architectural design and stringency of the system must be tailored to
the biochemical and biophysical parameters that are being optimized. Selection of optimized variants
is followed by genetic and phenotypic characterization of the molecule. Select variants are then used as
parental templates in subsequent rounds of directed evolution. The selective pressure in ensuing rounds of
directed evolution is typically increased, in order to drive and direct the evolution of the macromolecule.

For BR to serve as a biomaterial in photochromic and optoelectronic device applications, the branched
photochemistry of the protein must be optimized. Optimization of the O-state concentration and the
quantum efficiency of the O → P transition are key to the architecture of BR-based optical memories.
While traditional mutagenesis techniques (SDM and SRM) are useful for probing localized regions of
a protein, global modifications account for more of the complicated and oftentimes distant molecular
interactions that contribute to the photochemistry of a protein. Random mutagenesis, DNA shuffling,
and in vitro recombination are just a few of the methods available for introducing global diversity into a
biological macromolecule [23].

Photochemical selection of BR variants require a high throughput screening method for mutants with
long O-state concentrations and efficient O → P transitions. Two types of selection methods currently
exist for BR-based libraries. Type 1 selection involves the in vitro characterization of isolated purple
membrane fragments, while type 2 involves screening the photochemistry of whole cell cultures. The
photokinetic properties of each variant protein are directly measured in type 1 screening. The drawback
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to this method is the time and cost involved with isolating each variant protein from whole cell cultures.
Type 2 screening probes the photocycle of whole cell cultures and indirectly selects for variants with
optimized branched photochemistry (long Q-state concentrations). Selecting for variants with long Q-
state concentrations is automated by using a modified, bioflow cell reactor. These apparatus sort out
variants with undesirable photochemistry while cataloging the cells with high Q-state yields. Candidate
mutants are then grown in large quantities and isolated for more detailed photochemical analysis. Mutants
with favorable photochemistry are used as starting points for subsequent rounds of diversification and
differential selection.

The ability to tailor a biomaterial to the demands of protein-based applications is a testament to the
flexibility of directed evolution and its usefulness to the field of biomolecular electronics.

21.5 Conclusions

By using directed evolution and other mutagenesis techniques, we greatly increase the possibility for
discovering a genetic variant of BR with optimal performance in a biomolecular device. Starting with
a protein that nature has provided as a template will allow researchers to optimize proteins for device
applications by achieving a high level of optimization in a short period of time. BR variants with altered
photochemistry have already been produced that are functional and stable; directed evolution could
enhance these properties even further.
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22.1 Introduction

Biological probes are indispensable tools for studying biological samples, cells in culture, and animal
models. Exogenous probes are frequently multifunctional, having one component that can detect a bio-
logical molecule or event, and another component that reports the presence of the probe. A fundamental
example of this functionality is a fluorescently labeled antibody: when administered to a monolayer of
fixed cells, the antibody binds to its target molecule, and the fluorophore emits light to signal its presence.
Of the many available reporters (e.g., radioactive isotopes, chromophores, and fluorophores), fluorescent
molecules have been found to be invaluable due to their inherently high sensitivity of detection, low cost,
ease of conjugation to biological molecules, and lack of ionizing radiation. Indeed, organic fluorophores
and fluorescent proteins have been used in nearly all avenues of biological sensing, from in vitro assays,
to living animal imaging. Recently quantum dots have been developed as a new class of biological fluoro-
phore. With easily tunable properties and significant spectral advantages over conventional fluorophores,
QDs have already been used for ultrasensitive biological detection.

22-1

22.1
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FIGURE 22.1
CdSe and ternary CdSeTe quantum dots. (a) CdSe QDs with various sizes (given as diameter) may be tuned to emit
throughout the visible region by changing the nanoparticle size while keeping the composition constant. (b) The size
of QDs may also be held constant, and the composition may be used to alter the emission wavelength. In the above
example, 5 nm diameter quantum dots of the ternary alloy CdSex Te1−x may be tuned to emit at longer wavelengths
than either of the binary compounds CdSe and CdTe due to a nonlinear relationship between the alloy bandgap
energy and composition (Taken from Bailey, R.E. and Nie, S.M. (2003). J. Am. Chem. Soc. 125, 7100–7106. With
permission.)

Semiconductor QDs have captivated scientists and engineers over the past two decades due to their
fascinating optical and electronic properties that are neither available from isolated molecules nor from
bulk solids. QDs are nanocrystals of inorganic semiconductors that are restricted in three dimensions to
a somewhat spherical shape, typically with a diameter of 2 to 8 nm (on the order of 200 to 10,000 atoms).
Bulk-phase semiconductors are characterized by valence electrons that can be excited to a higher-energy
conduction band. The energy difference between the valence band and the conduction band is the bandgap
energy of the semiconductor. The excited electron may then relax to its ground state through the emission
of a photon with energy equal to that of the bandgap. When a semiconductor is of nanoscale dimensions,
the bandgap is dependent on the size of the nanocrystal. As the size of a semiconductor nanocrystal
decreases, the bandgap increases, resulting in shorter wavelengths of light emission. This quantum con-
finement effect is analogous to the quantum mechanical “particle in a box,” in which the energy of the
particle increases as the size of the box decreases. Cadmium selenide (CdSe) is the prototypical QD, and
its size-tunable fluorescence throughout the visible light spectrum is depicted in Figure 22.1a. Other semi-
conductor materials display fluorescence in different spectral ranges, so that QDs can be synthesized to
emit at wavelengths between 400 and 2000 nm by changing their composition and size [1–3]. An import-
ant consequence of this quantum confinement effect for biologists is that these size-tunable properties
occur at the same size regime as biological macromolecules like proteins and nucleic acids.

22.2 Quantum Dots vs. Organic Fluorophores

Fluorescent dyes have been valuable in the study of biological phenomena due to their inherent high sens-
itivity of detection and ease of use. QDs may provide a new class of biological labels that could overcome
the limitations of organic dyes and fluorescent proteins. With size-tunable fluorescence emission, QDs
can be generated for any specific wavelength, from the UV through the near-infrared [4]. QD emission
peaks are narrow (FWHM typically 25 to 35 nm) and symmetric compared to organic fluorophores,
making them ideal for applications involving the simultaneous detection of multiple fluorophores [5].

(See color insert following page 20-14.) Size and composition tuning of optical emission for binary
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In addition, the broad absorption spectra of QDs allow the excitation of multiple fluorophores with a
single light source, at any wavelength shorter than the emission peak wavelength [5]. QDs are highly
resistant to photobleaching, a commonly occurring problem for organic fluorophores, thus making them
useful for continuous monitoring of fluorescence [6]. QDs have very large molar extinction coefficients
and high quantum yields, resulting in bright fluorescent probes in aqueous solution [7]. Moreover, QDs
have long fluorescence lifetimes on the order of 20 to 50 nsec, which may allow them to be distinguished
from background and other fluorophores for increased sensitivity of detection [4].

It should be noted, however, that QDs are unlikely to replace organic dyes. Although QDs are commer-
cially available, they are currently expensive compared to organic dyes, and changing an already established
biological detection system from dyes to QDs will require time and optimization. Also QDs are an order of
magnitude larger than organic dyes. Therefore, applications such as real-time monitoring of biomolecular
interactions (in which steric hindrance is of concern) may require the use of organic dyes, as QDs smaller
than 1 nm are inherently unstable. In addition, most organic dyes are of similar sizes, so that fluorophores
of different emissions are similar sterically, compared to the large difference in QD size required to tune
their wavelength. However, it has been shown that the emission wavelengths of alloy QDs may be tuned

22.3 Synthesis and Bioconjugation

22.3.1 Synthesis and Capping

The prototypical QD is CdSe because colloidal syntheses for monodisperse nanocrystals of this semicon-
ductor are well established. CdSe is most often synthesized through the combination of cadmium and
selenium precursors in the presence of a QD-binding ligand that stabilizes the growing QD particles and
prevents their aggregation into bulk semiconductor. Among various synthetic methods reported in the
literature, high-temperature synthesis in coordinating solvents has yielded the best size monodispersity
and fluorescence efficiencies. A coordinating solvent serves as a solvent and as a ligand, and is most
commonly a mixture of trioctylphosphine (TOP), trioctylphosphine oxide (TOPO), and hexadecylamine
(HDA). The basic functional groups of these ligands (phosphines, phosphine oxides, and amines) attach
to the QD surface during synthesis, leaving the ligand alkyl chains directed away from the surface. The
resulting QDs are highly hydrophobic, and only soluble in nonpolar solvents such as chloroform and
hexane. The CdSe core is often capped with a thin layer of a higher bandgap material, such as ZnS or CdS,
which removes surface defects, significantly improving fluorescence quantum yields.

22.3.2 Water Solubilization and Bioconjugation

For use in biological labeling, QDs must be rendered hydrophilic so that they are soluble in aqueous buffers.

In the first approach, hydrophobic surface ligands are replaced with bifunctional ligands such as mer-
captoacetic acid, which contains a thiol group that binds strongly to the QD surface as well as a carboxylic
acid group that is hydrophilic [7]. Other functional groups may also be used; for example, silane groups
can be polymerized into a silica shell around the QD after ligand exchange [4]. In the second method,
coordinating ligands (e.g., TOPO) on the QD surface are used to interact with amphiphilic polymers or
lipids [6,8], resulting in micelle-like encapsulation of the QD. This later method is more effective than
ligand exchange at maintaining the QD optical properties and storage stability in aqueous buffer, but it
increases the overall size of QD probes. Water-soluble QDs may be rendered biologically active through
conjugation to biomolecules, such as nucleic acids, proteins, or small molecules. Attachment of these
biomolecules has been demonstrated using a variety of intermolecular interactions, including covalent
coupling [4,7], ionic attraction [9], and streptavidin–biotin bridging [6].

by altering the alloy composition, while keeping the size constant (Figure 22.1b) [1].

Two general strategies have been developed for phase transfer of QDs to aqueous solution (Figure 22.2).
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Ligand exchange

Quantum dot water solubilization

Hydrophobic interactions

FIGURE 22.2
aqueous solution. Ligands are drawn disproportionately large for detail. (a) TOPO ligands may be exchanged for
hetero-bifunctional ligands for dispersion in aqueous solution. This scheme can be used to generate a hydrophilic
QD with carboxylic acids or a shell of silica on the QD surface. (b) The hydrophobic ligands may be retained
on the QD surface and rendered water soluble through micelle-like interactions with an amphiphilic polymer like
octylamine-modified polyacrylic acid.

22.4 Biological Applications

Fluorescence is a sensitive and routine means for monitoring biological events using fluorescent dyes and
fluorescent proteins. Since 1998, QDs have also been used as biological labels in a variety of bioassays,
some of which would not have been possible with conventional fluorophores. In vitro bioanalytic assays
were developed by using QD-tagged antibodies, FRET-QD biosensors, as well as by using QD-encoded
microbeads. In addition to solution-based assays, the spectroscopic advantages of QDs have also allowed

(See color insert.) Diagram of two general strategies for phase transfer of TOPO-coated QDs into
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sensitive optical imaging in living cells and animal models. Many reports have concentrated on simply
replacing organic dyes with QDs, without utilizing their unique properties. This analysis will focus on
the publications that have exploited their resistance to photobleaching and potential for multiplexed
detection.

22.4.1 Bioanalytic Assays

Organic fluorophores are commonly used as reporters in a large number of in vitro bioassays, such as
quantitative immunoassays and fluorescence quenching assays for macromolecular interactions. High
sensitivity has been realized with the use of organic dyes, but the spectral properties of QDs could lead
to further improvements. Research in the application of QDs for in vitro bioanalysis has been advanced
primarily by Mattoussi and his coworkers at the U.S. Naval Research Laboratory [9,10], and can be divided
into two areas: immunoassays and biosensors.

Immunoassays typically involve the specific binding of a labeled antibody to an analyte, followed by
physical removal of unbound antibody to allow the quantification of the bound label. QDs have been
conjugated to antibodies for use in an assortment of these fluoroimmunoassays for detection of proteins
and small molecules [10]. The results of these studies proved that QDs may be used as “generalized”
reporters in immunoassays, but did not demonstrate an advantage over organic fluorophores, in that
their sensitivity was comparable to that of commercial assays (protein concentrations down to 2 ng/ml,
or 100 pM) [11]. The main advantages of QDs for immunoassays are their narrow, symmetric emission
profiles and the excitability of many different QDs with a single light source, allowing the detection of
multiple analytes simultaneously. Taking advantage of these spectral properties, Goldman et al. [10] sim-
ultaneously detected four toxins using four different QDs, emitting between 510 and 610, in a sandwich
immunoassay configuration. Although there was spectral overlap of the emission peaks, deconvolution
of the spectra revealed fluorescence contributions from all four toxins. This assay was far from quantit-
ative, however, and it is apparent that fine-tuning of antibody cross-reactivity will be required to make
multiplexed immunoassays useful.

Whereas immunoassays require the physical separation of unbound QD conjugates prior to analysis,
biosensors can be developed to detect biomolecular targets on a real-time or continuous basis. QDs
are ideal for biosensor applications due to their resistance to photobleaching, allowing for continuous
monitoring of a signal. Fluorescence resonance energy transfer (FRET) has been the major proposed
mechanism to render QDs switchable from a quenched “off” state to a fluorescent “on” state. FRET is
the nonradiative energy transfer from an excited donor fluorophore to an acceptor. The acceptor can be
any molecule (another nanoparticle, a nonemissive organic dye, or fluorophore) that absorbs radiation
at the wavelength of donor emission. QDs are promising donors for FRET-based applications due to
their continuously tunable emissions that can be matched to any desired acceptor, and their broadband
absorption, allowing excitation at a short wavelength that does not directly excite the acceptor.

It has been confirmed that QDs can be FRET donors, quenchable with efficiencies up to 99%, using
organic fluorophores, nonemissive dyes, gold nanoparticles, or other QDs as acceptors. Medintz et al. [9]
used QDs conjugated to maltose binding proteins as an in situ biosensor for carbohydrate detection.
Adding a maltose derivative covalently bound to a FRET acceptor dye caused QD quenching, and fluor-
escence was restored upon addition of native maltose, which displaced the sugar-dye compound. A key
element of this work was that the physical orientation and stoichiometry of the maltose receptors on
the QDs were controlled so that the restoration of QD fluorescence upon maltose addition could be
directly related to maltose concentration. Although the FRET quenching efficiency was low, this work
demonstrates the potential of QD-based in situ biosensing.

22.4.2 QD-Encoding

Rather than using single QDs for biological detection schemes, it has been proposed that different colors
of QDs can be combined into a larger structure, such as a microbead, to yield an “optical barcode” [5].
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With the combination of six QD emission colors and ten QD intensity levels for each color, one million
different codes are theoretically possible. Biological molecules may be optically encoded by conjugation to
these beads, opening the door to the multiplexed identification of many biomolecules for high-throughput
screening of biological samples. Pioneering work was reported by Han et al. [5] in 2001, in which 1.2 µm
polystyrene beads were encoded with three colors of QDs (red, green, and blue) and different intensity
levels. The beads were then conjugated to DNA, resulting in different nucleic acids being distinguished by
their spectrally distinct optical codes. These encoded probes were incubated with their complementary
DNA sequences, which were also labeled with a fluorescent dye as a target signal. The hybridized DNA
was detected through co-localization of the target signal and the probe optical code, via single-bead
spectroscopy, using only one excitation source. The bead code identified the sequence, while the intensity
of the target signal corresponded to the presence and abundance of the target DNA sequence.

The high-throughput potential of this seminal report was realized in 2003 with the use of a similar system
to detect DNA sequences that differed by only one nucleotide (single nucleotide polymorphisms) [12].
In this work, 194 samples of 10 different DNA sequences from specific alleles of the human cytochrome
P450 gene family were correctly identified by hybridization to encoded probes. High-throughput analysis
was achieved by the use of flow cytometry to identify spectral codes, rather than single-bead spectroscopy.
This identification would have been considerably more difficult with organic fluorophores due to the
fact that their emission peaks overlap, obscuring the distinct codes, and the fact that multiple excitation
sources would be required.

Once encoded libraries have been developed for identification of nucleic acid sequences and proteins,
solution-based multiplexing of QD-encoded beads could quickly produce a vast amount of genomic
and protein expression data. Another approach to gene multiplexing has been the use of planar chips,
but bead-based multiplexing has advantages of greater statistical analysis, faster assaying time, and the
flexibility to add additional probes at lower costs.

22.4.3 Imaging of Cells and Tissues

Fluorescent dyes are used routinely for determining the presence and location of biological molecules
in cultured cells and tissue sections. Two original papers in 1998 demonstrated the feasibility of using

demonstrated dual-color labeling of fixed mouse fibroblasts, staining the nucleus with green QDs, and
labeling the F-actin filaments in the cytoplasm with red QDs. Chan et al. [7] showed that QDs maintained
their bright fluorescence in live cells, by imaging the uptake of transferrin-conjugated QDs by HeLa cells.
These studies showed that QDs were brighter and more photostable than organic fluorophores, a claim
that has been verified by independent reports [6].

In 2003, QDs were used for the first time to visualize cellular structures at high resolution, as Wu et al.
[6] illustrated immunocytochemical stains of membrane, cytoplasmic, and nuclear antigens in fixed cells.
Although imaging of fixed cells is useful and sufficient for many applications, live cell microscopy is ideal
for visualizing cellular processes, but is considerably more difficult. It has been shown that many cell types
naturally engulf QDs through a nonspecific uptake mechanism [13]. This mechanism was used to track
the migration of breast tumor cells on a substrate coated with red QDs; the fluorescence inside the cells
increased as the cells transversed and engulfed the QDs, leaving behind a dark path [13]. This and other
studies demonstrated that QDs can be imaged inside living cells for long periods of time (over a week), a
task that is not possible with organic fluorophores due to photobleaching. Indeed, QDs have opened up a
new avenue for studying biomolecular processes inside living cells.

Two true marvels of real-time live cell imaging have recently been demonstrated using QDs. Dahan
et al. [14] labeled glycine receptors on neuronal membranes with QDs. Imaging of the cells revealed
the ability to observe the motion of single QDs, in real time (single, isolated QDs can be identified
visually because they “blink”). This first example of single molecule detection using QDs in living cells
produced remarkable movies of glycine receptor diffusion. In a second report, Lidke et al. [15] used QDs
conjugated to epidermal growth factor (EGF) to monitor the interactions between EGF and the erbB/HER

QDs for cell labeling, displaying distinct advantages over organic dyes (Figure 22.3). Bruchez et al. [4]
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(a)

(b)

FIGURE 22.3
quantum dots, and comparison of signal brightness and photostability with organic dyes. (a) Cancer cells labeled
with antibody-conjugated QD or Texas Red (TR) targeting cell surface antigen uPAR. (b) Cancer cells labeled with
antibody-conjugated QD or FITC targeting cell surface antigen Her-2/neu. Excitation from a 100 W mercury lamp
caused negligible photobleaching of QDs, compared to the two organic fluorophores. (Courtesy of Dr. Xiaohu Gao,
Emory University.)

receptor on living cell membranes. Single molecules of EGF were visualized, in real time, as they bound
to receptors and were endocytosed. This allowed the study of receptor interactions, and revealed a new
cellular filopodial transport phenomenon.

Because the use of QDs as reporters in living cells may soon become conventional, the possibility of
QD cytotoxicity is of interest and concern. Almost all of the reports of QDs in living cells have revealed
little or no obvious cytotoxicity or changes in cellular differentiation [8,13]. Although QDs contain toxic
elements, most importantly divalent cadmium, cytotoxicity issues may only become relevant for truly
long-term (months to years) visualization of QDs in cells, a time period in which QD degradation could
become significant.

QDs have been used as labels for studying single molecules that interact with the membranes of living
cells. Performing the same task with intracellular targets will be much more difficult, but is essential for
visualizing processes in living cells. Advanced delivery methods are needed to deliver QD probes into

(See color insert.) Immunofluorescent labeling of human breast tumor cells with antibody-conjugated
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living cells, and the delivered probes must be available for binding to intracellular targets, and not trapped
in endosomes, lysosomes, or other organelles. Until this becomes possible, intracellular processes can
only be modeled by using isolated macromolecules under in vitro conditions. For example, QD-actin
bioconjugates have been used to observe single molecule motorized motion of actin filaments sliding
across myosin proteins in an ATP-driven reaction [16]. These model systems should be visualizable
intracellularly once a protocol for translocation across the cellular membrane is established.

22.4.4 In Vivo Animal Imaging

The progression from optical microscopy of cells in vitro to optical imaging of entire organisms has mainly
been inhibited by poor penetration of visible light through tissue. Due to this attenuation problem, QDs
were initially used as optical imaging contrast agents only in simple model systems. In 2002, Akerman et al.
[17] conjugated QDs to peptides for targeting endothelial cell receptors in specific tissues (lung, tumor
blood vessels, or tumor lymphatic vessels). Intravenous injection of these bioconjugated nanoparticles into
a mouse revealed accumulation of QDs in the targeted tissue, visualized histologically. Whole organism
imaging was not performed in this work, but was achieved by Dubertret et al. [8] on small Xenopus
embryos containing intracellular QDs. Microinjection of more than a billion QDs into single cells allowed
cell lineage tracking and real-time imaging of stably fluorescent QDs.

To solve the attenuation problem for optical imaging in larger organisms and in deeper tissue, it has
been shown that the far-red and near-infrared (NIR) spectral regions are characterized by less scattering
and absorption by biological tissue. For sensitive detection, wavelengths must be chosen so that excitation
light can penetrate tissue to the desired depth, and the emitted light must be able to travel back to a
photodetector. Several semiconductor materials have been used to generate bright QDs that emit between
650 and 2000 nm [1,3]. There are no conventional dyes that that are bright and photostable that can emit
fluorescence light beyond ∼850 nm, which is why QDs are expected to provide substantial advantages
for NIR optical imaging. NIR QDs with emission maxima between 750 and 860 nm were used to image
coronary vasculature in a rat model [18], and to visualize sentinel lymph nodes in a pig, in 1-cm deep
tissue [19].

Most imaging systems generate image contrast based on attenuation of radiation through tissue. Ima-
ging with contrast based on molecular differences in tissue is called molecular imaging. Organic fluorescent
dyes and fluorescent proteins have already been used as contrast agents for fluorescent molecular imaging
in animal models. NIR QDs will be powerful tools for molecular imaging because they can be imaged
in real time with multiplexed detection to monitor biomolecular phenomena in vivo. In our own lab we
have recently been able to perform molecular imaging for the detection of subdermal tumors. Targeting
of antibody-conjugated QDs to tumors has allowed generation of whole-body fluorescence imaging of
mice with contrast based on biomolecular differences between normal and cancerous tissue [20].

22.5 Future Directions

Quantum dots have already fulfilled some of their promise as groundbreaking biological labels. The
tremendous amount of interest in QDs is sure to quickly improve the previous applications and inspire
new ones. Organic fluorophores may never be completely supplanted due to their inherently small size,
but research in the past five years has shown that QDs offer remarkable advantages.

In the near future, the development of efficient QD biosensors may make QDs into powerful tools
not just for in vitro biosensing, but also for living cell studies and in vivo imaging. Biosensors based
on organic fluorophores have already shown promise in vivo, as tumors in mice were detected with
“stealth” quenched probes, activatable upon exposure to proteases in the tumor microenvironment. The
ability of a biochemical signal to switch a QD from an “off” to an “on” state would be an important and
powerful tool for studying intracellular signaling. The development of a “quantum dot beacon” would
be a monumental advance. For this to become a reality, however, biosensing QDs must be translocated
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across the cell membrane. Although microinjection and nonspecific uptake have been used, widespread
applications must wait for a generalizable methodology for efficient delivery of QD probes into living
cells. Recent research in our lab has shown that delivery peptides can be used for rapid intracellular QD
translocation, and other groups have already demonstrated their efficacy for the delivery of other types
of nanoparticles. The QD combination of real-time imaging, multiplexing capabilities, single molecule
detection, and biological sensing on the nanoscale should allow scientists to address a broad array of
analytical problems and biological questions.

A major goal in nanotechnology research is to develop smart multifunctional devices with nanometer
dimensions. Although this is a lofty goal seemingly for the distant future, many multifunctional devices
have already been created, and many tools have been developed for the assembly of QDs into complex,
ordered structures. One proposed multifunctional device is a nanoscale contrast agent for multimodality
imaging. QDs are fluorescent contrast agents, but can also be used as markers for electron microscopy
due to their high electron density. Multimodal imaging has already been performed in cells to correlate
fluorescence staining with electron micrographs using QDs [14]. As well, QDs may be combined with MRI
contrast agents like Fe2O3 and FePt nanoparticles. By correlating the deep imaging capabilities of magnetic
resonance imaging (MRI) with ultrasensitive optical fluorescence, a surgeon could visually identify tiny
tumors or other small lesions during an operation and remove the diseased cells and tissue completely.
Medical imaging modalities such as MRI and PET (positron emission tomography) can identify diseases
noninvasively, but they do not provide a visual guide during surgery. The development of magnetic or
radioactive QD probes could solve this problem.

Another desired multifunctional device would be the combination of a QD imaging agent with a
therapeutic agent. Not only would this allow tracking of pharmacokinetics, but diseased tissue could be
treated and monitored simultaneously and in real time. Surprisingly QDs may be innately multimodal
in this fashion, as they have been shown to have potential activity as photodynamic therapy agents.
These combinations are only a few possible achievements for the future. Practical applications of these
multifunctional nanodevices will not come without careful research, but the multidisciplinary nature of
nanotechnology may expedite these goals by combining the great minds of many different fields. The
success seen so far with QDs points toward the success of QDs in biological systems, and also predicts the
success of other avenues of bionanotechnology.
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23.1 Overview

Bionanotechnology is defined by science’s growing ability to work at the molecular level, atom by atom,
combining biological materials and the rules of physics, chemistry, and genetics to create tiny synthetic
structures. The end result of bionanotechnology is to create a highly functional system of biosensors,
electronic circuits, nanosized microchips, molecular “switches,” and even tissue analogs for growing skin,
bones, muscle, and other organs of the body — all accomplished in ways that allow these structures to
assemble themselves, molecule by molecule. On the other side, medical and biotechnological advances in
the area of disease diagnosis and treatment are dependent on an in-depth understanding of biochemical
processes. Diseases can be identified based on anomalies at the molecular level and treatments are designed
based on activities in such low dimensions. Although a multitude of methods for disease identification
as well as treatment already exists, it would be ideal to use research tools with dimensions close to
the molecular level to better understand the mechanisms involved in the processes. These tools can be
nanoparticles (NPs), nanoprobes, or other nanomaterials, all of which exist in ultrasmall dimensions and
can be designed to interrogate a biochemical process of interest.

Nanomaterials are at the leading edge of the rapidly evolving field of nanotechnology. NPs usually
form the core of nanobiomaterials [1]. The unique size-dependent physical and chemical properties of
NPs make them superior and indispensable in many areas of human activity. Typical size dimensions of
biomolecular components are in the range of 5 to 200 nm, which is comparable with the dimensions
of man-made NPs. Using NPs as biomolecular probes allows us to probe biological processes without
interfering with them [2].

The representative NP probes include semiconductor NPs (quantum dots), gold NPs, polystyrene latex
NPs, magnetic NPs and dye-doped NPs. In our laboratory, dye-doped silica NPs have been developed,
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which possess unique properties of high signal amplification [3], excellent photostability, and easy surface
modification.

23.2 Nanoparticle Surface Modification

To employ NPs as biological tags, a biological or molecular coating or layer acting as a bioinorganic interface
should be attached to the NPs. The approaches used in constructing nano-biomaterials are schematically
presented (Figure 23.1). To prepare such conjugates from NPs and biomolecules, the surface chemistry of
the NPs must be such that the ligands are fixed to the NPs and possess terminal functional groups that
are available for biochemical coupling reactions. A variety of surface modification and immobilization
procedures have been utilized in our laboratory [4–8]. Recently we have developed new methods by
cohydrolysis of organosilanes with TEOS (tetra ethyl orthosilicate) [9–13] for NP surface modification,
which facilitates NP bioconjugation as well as NP dispersion.

Dye-doped silica NPs are first prepared using a water-in-oil microemulsion system. After a 24 h poly-
merization process, organosilanes with a range of terminal functional groups (Figure 23.2) are introduced
into the microemulsion together with TEOS. Thiol groups (Figure 23.2a) are immobilized onto NPs by
cohydrolysis of TEOS with MPTS (3-mercaptopropyltrimethoxy-silane). Amino groups can be introduced

Magnetic nanoparticleDNA

Antibody detection
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Linker

Linker

Fluorescent signaling

Biocompatibility

FIGURE 23.1
to bioanalysis.
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FIGURE 23.2 Structure of representative organosilanes for NP surface modification.

(See color insert following page 20-14.) Typical configurations utilized in functionalized NPs applied
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(a)

(c)

(b)

(d)

FIGURE 23.3
leukemia cells incubated with antibody-immobilized dye-doped NPs, (c) optical, and (d) fluorescence images of
leukemia cells incubated with unmodified dye-doped NPs as a control.

modified NPs can be obtained by cohydrolyzing CTES (carboxyethylsilanetriol, sodium salt) (Figure 23.2d)
with TEOS. To produce an overall negative surface charge, inert phosphonate groups (Figure 23.2c) can
also be introduced onto NP surfaces.

Silica NPs are hydrophilic in nature and can be easily dispersed in water. For reactions in a nonpolar
medium, it is essential to coat the NPs with hydrophobic alkyl groups. These hydrophobic silica NPs can
be prepared during a postcoating process by cocondensation of alkyl functionalized triethoxy silane, such
as octadecyl triethoxysilane (Figure 23.2e) and TEOS. The surface modified NPs thus act as a scaffold
for the grafting of biological moieties (DNA oligonucleotides or aptamers, enzymes, proteins, etc.). To
the functional groups by means of standard covalent bioconjugation schemes or electrostatic interactions
between NPs and charged adapter molecules.

23.3 Nanoparticles for Cellular Imaging

For effective cellular labeling techniques, biomarkers need to have excellent specificity toward biomolecules
of interest and also have optically stable signal transducers. Dye-doped silica NPs are ideal candidates for
cellular membrane labeling and imaging. An example was demonstrated for the biomarking of leukemia
cells. Mouse antihuman CD10 antibody was used as the cell recognition element and labeled with NPs
pretreated with CNBr [7]. The mononuclear lymphoid cells were incubated with CD10 labeled NPs. After
incubation, unbound NPs were washed away with phosphate buffered saline (PBS) buffer (pH 6.8). The
cell suspension was then imaged with both optical and fluorescence microscopy. As shown in Figure 23.3,
all of the cells in the field of view of the microscope were labeled, indicated by the bright emission
of the dye-doped NPs. The optical image (Figure 23.3a) correlated well with the fluorescence image
(Figure 23.3b). The control experiments with bare dye-doped NPs (no antibody attached) did not show
labeling of the cells as shown in Figure 23.3c,d (optical image and fluorescence image). This clearly shows
that the NPs conjugated with antibody are able to perform as a biomarker for cells via antibody–antigen
recognition. With further development of this system, the NPs can serve as an efficient biomolecular
analysis tool.

23.4 Nanoparticles for Microarray Technology

Dye-doped NPs have distinct advantages over conventional dye molecules in terms of their excellent pho-
tostability and extremely high signal amplification, which allow them to be favorably used as luminescent

onto NPs with the addition of APTS (3-aminopropyltriethoxysilane) (Figure 23.2b) and carboxyl groups

(See color insert.) NPs as biomarkers for cell labeling. (a) Optical and (b) fluorescence images of
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probes for bioassays. For every binding event, one NP provides thousands of dye molecules rather than
only a few, resulting in an increased sensitivity for most bioanalytical applications such as ultrasensitive
DNA detection.

Dye-doped NPs can be potentially applied as staining probes for DNA/protein microarray-based
technology. Current imaging and detection of microarrays suffer from weak signal intensities and low
photobleaching threshold of the staining probes. To overcome these problems, NP-based microarray
detection has been proposed as an alternative for microarray technology. Metal NPs [14–16], magnetic
NPs [17–18], and semiconductor nanocrystals [19] have been employed as labels for chip-based DNA
detection. To further increase the sensitivity to lower molecular concentrations, dye-doped silica NPs can
be employed as fluorescent labels for DNA and protein microarray detection. The strategies are shown in
Figure 23.4a,b for DNA and protein microarray applications. Basically, streptavidin labeled NPs bind to
biotinylated target DNA (DNA microarray) or biotinylated detection antibody (protein microarray). The
highly fluorescent NPs provide amplified signal for trace amounts of samples, solve the major sensitivity

(See color insert.) Strategies of NP-based labeling for (a) DNA microarray and (b) protein microarray
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limitation of microarray technology and push the boundaries of discovery. This advance is of significant
importance when microarray analysis is applied in areas such as genetic screening, proteomics, safety
assessment, and medical diagnosis.

23.5 Future Perspectives

Although NPs have been successfully utilized as biomolecular probes, they have not yet been exploited
to their full potential. Some key advances include making NPs for drug delivery regimes and targeting
biologically relevant diseases, using NPs for whole-cell labeling and cytoplasmic or nuclear target labeling,
and developing NP detection probes for single molecule separation and detection techniques. All of these
promising techniques, designed with nanometer dimensions, show that NPs will have a far-reaching
impact on the ultrasensitive detection and monitoring of biological events.
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24.1 Introduction

Pure crystalline hydroxyapatite (HA) has the composition of Ca10(PO4)6(OH)2 with the calcium to phos-
phor mole ratio Ca/P = 1.67. The main composition of the biological bone is nano-grained hydroxyapatite

a nonstoichemical HA of Ca/P mole ratio = 1.5 to 1.67, dependent on the age and bone site. Some ions
such as HPO2−

4 , CO2−
3 , and F−1 replace partial PO3−

4 and OH−1. Some other earth elements such as Mg2+
and Sr2+ can replace Ca2+, too. The common formula should be Ca10−x+y (PO4)6−x (OH)2−x−2y , where
0 < x < 2 and 0 < y < x/2. For example, the bone composition can be represented by the formula of

Ca8.3(PO4)4.3(HPO4, CO3)1.7(OH, CO3)0.3

Bone is a living tissue and undergoes a constant change in composition by either dissolving or deposition
of bone minerals through osteoclast and osteobalst cells, respectively. The nano-HA has a nano-crystalline
feature similar to the bone, thus being sued as the bone substitute material [1–3].

Synthetic nano-HA has been introduced in medical application since the 1970s. The major products
are coatings on metallic dental, hip, and spine implants for the acceleration of early stage healing and
decreasing the pain. Other products such as nano-HA powders or porous blocks are used as bone fillers.
From 1980s to 1990s, a calcium phosphate cement (Nano-HA formed after cementation) has been used

24-1
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(HA) with the grain size of about 5 to 50 nm (see Figure 24.1). In a physiological environment, bone is
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5mm

FIGURE 24.1 Biological HA from dental enamel etched by 30 sec with 35% phosphoric acid (Taken from Buddy D.
Ratner, Allan S. Hoffman, Frederick J. Schosen, and Jack E. Lemons, Biomaterials Science, Academic Press, New York,
1996, p. 321. With permission.)

for cosmetic surgery and spine fusion. From 1990s to the present, nano-HA has been used for tissue
engineering and drug delivery. In this chapter, we will briefly introduce the basic science of HA material,
manufacturing process, application, and try to reflect on the latest progress of applications.

24.2 Basic Science of Nano-Hydroxyapatite

Nanostructured hydroxyapatite is defined as the HA material with the grain size of less than 100 nm.
The nanostructured materials exhibited some unique properties that normal microstructured materials
do not have, such as high hardness and low wear rate for engineering materials. For hydroxyapatite, the
nanomaterial will have extremely high surface area. Since the atoms in the surface layer has un-saturated
atomic bond, nano-HA exhibit a high bioactivity, which accelerates the early stage bone growth and tissue
healing [3–10]. Supposing the 0.8 nm-thick surface layer (about one crystal lattice parameter, a = 9.418 Å,
c = 6.884 Å) on the spherical ball, the volume fraction of surface bioactive atoms can be calculated to be

3

For 10 nm grain size, the surfaced atoms account for about 22%, while the 50 nm grains have only 5%
atoms on the surface. If the grain size is larger than 100 nm, the surface atoms account for less than 2.5%.
The smaller the grain size, the higher the surface atoms, this results in quicker bone growth and faster
dissolution rate. Experimental results of magnetic nano-NiZnFe2O4 particles have been demonstrated in
Figure 24.2 model [11–13].

24.3 Nano-HA Chemistry

Hydroxyapatite is composed of CaO, P2O5, and H2O, thus its stability is dependent on both the temper-

2 5 at 500 mm Hg
partial pressure of water. At 500 mm Hg water vapor, HA is the stable phase below 1360◦C, and decom-
posed into tetracalcium phosphate (C4P or TTCP), (Ca4(PO4)2O) and alfa-tricalcium phosphate (α-C3P),
Ca3(PO4)2 at>1360◦C. The complete decomposition occurs at 1550 to 1570◦C and HA becomes the mix-
ture of liquid, C4P, and α-C3P at >1570◦C. Without water vapor, HA starts losing OH even as low as
900◦C and the decomposition is significant at >1000◦C in Air, N2, or Ar. For sintering, the preferred
temperature is at <1360◦C under at least 500 mm Hg water vapor pressure. For plasma thermal spray
at temperature >5000◦C, the decomposition is inevitable. The final phase composition of HA coating
contains crystalline HA, amorphous phase, C4P, α-C3P, β-C3P, and CaO.

1 − (1 − 0.8/D) , where D is the diameter of the particle. The calculated result is shown in Figure 24.2.

ature and water vapor pressure. Figure 24.3 shows the phase diagram of CaO and P O
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and Jack E. Lemons, Biomaterials Science, Academic Press, New York, 1996, p. 82. With permission.)

and is the stable phase at the same pH when pH > 4.2, while all other calcium phosphate compounds
such as Ca4(PO4)2O (TTCP), CaHPO4 (DCPA), etc., transfer to HA through reaction with water. At
pH < 4.2, CaHPO42H2O, is the stable compound and HA decomposes into CaHPO42H2O. Figure 24.4
is the base of calcium phosphate cement. For powder synthesis, the chemical precipitation process should
be controlled at pH 8.5 to 9.5, where the Ca ion concentration in the solution is minimum. In body fluid
system, the pH is 7.3 at 37◦C, therefore any kind of calcium phosphate fillers or coatings will finally form
HA, then the HA is gradually transformed into bone through balancing with the Ca2+ and PO3−

4 as well
as other ions such as Mg2+, F− in body fluids.

24.4 Nano-HA Mechanics

bone. It is found that the sintered HA has the grain size >500 nm, which has the highest compressive

Phase diagram of CaO–P O . (Taken from Buddy D. Ratner, Allan S. Hoffman, Frederick J. Schosen,

Hydroxyapatite stability in water is shown in Figure 24.4 [15]. HA has lowest calcium ion concentration

The HA mechanical properties are listed in Table 24.1 for different forms of products as compared with
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FIGURE 24.4 Phase diagram of Ca(OH)2-H3PO4-H2O at 25◦C. (Taken from L.C. Chow and S. Takagi, J. Res. Natl
Inst. Standard Technol. 2001; 106: 1029–1033. With permission.)

TABLE 24.1 Mechanical Properties of Hydroxyapatite

Sintered HA
(99% density) Coralline HA Cemented HA Bone

Grain size, nm >500 50–500 50–500 5–50
Tensile strength, MPa 80–180 2.8 2.1 3 (Cancellous)

151 (Cortical)
Compress strength, MPa 470 9.3 55 5.5 (Cancellous)

162 (Cortical)

and tensile strength. Researches have demonstrated that the mechanical properties are dominated by
composition, porosity, and microstructure. For sintered HA bulk material, the compressive strength (σc)
and tensile strength (σt) exponentially decrease with volume porosity (Vp), that is, σc = 700 exp(−5Vp)

and σt = 220 exp(−20Vp) [1]. Using hot pressing or sintering in water vapor at 1150 to 1250◦C, the HA
relative density was reached 99%. The CO2−

3 or F− replaced HA has the different values. The sintered
HA is a hard and brittle material, too. Its Young’s modulus is 110 GPa, Vicker’s hardness 500 kg/mm2

at 200 g load, and fracture toughness of about 1.0 to 1.2 MPa m1/2 [16–19]. Since the sintered HA has
very low Weibull factor (n = 12) in physiological solution, the bulk HA can not be used in load bearing
applications [1]. Most applications of the bulk HA are under the nonload conditions such as middle ear.

The majority of HA products are powder blocks, cements, and coatings, with grain size about 50–100 nm
and they are highly porous (30–80% pores). These pores make the HA have extremely low tensile strength
of 2–3 MPa and compressive 9–60 MPa, which are similar to cancellous bone of 3 and 5.5 MPa, but far
lower than the cortical bone. For nonload applications, the porous coralline and cemented HA has little
foreign body reaction and finally merge and transform into physiological bone after surgery 3–5 years;
this is the real advantage of HA materials [15,20].

24.5 Nano-HA Biology In Vitro and In Vivo

Since the biological apatite of bone mineral is a nanoapatite, the synthesized nano-HA is expected to be
recognized as belonging to the body [21]. In other words, the synthesized nano-HA could be directly
involved in the natural bone remodeling process, rather than being phagocytosized [21]. On the other
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hand, the biocompatibility of HA is being governed by a thin layer of apatitic mineral matrix as a result of
the dissolution and reprecipitation of HA [22,23]. The biological responses to HA surfaces are known to
be influenced by the size, morphology, and structure of HA particles [3,4,24,25]. For example, as-received
HA with smaller crystal particles have been reported to stimulate greater inflammatory cytokine release as
compared to well-sintered HA with bigger crystal particles [5]. In addition, well-sintered HA was observed
to significantly enhance osteoblast differentiation as compared to as-received HA [6]. In contrast, nano-HA
is expected to lead to different biological responses since nano-HA may have higher solubility.

In the in vitro study, human monocyte-derived macrophages and human osteoblast-like (HOB) cell
models have been used to study the biocompatibility of nano-HA coatings [5]. The nano-HA coatings
were prepared by means of electrospraying nano-HA particles onto glass substrates. The cells were seeded
onto the nano-HA coatings and cultured for a week. The release of lactate dehydrogenase (LDH) and
tumor necrosis factor alpha (TNF-α) from cells were used to evaluate the cytotoxicity and inflammatory
responses, respectively. Although there was some evidence of LDH release from macrophages in the pres-
ence of high concentrations of nano-HA particles, there was no significant release of TNF-α. In addition,
nano-HA was observed to support the attachment and the spread of HOB cells [5]. In another study
using porous nano-HA scaffolds, periosteal-derived osteoblast (POB) was isolated from the periosteum of
four-month human embryos aborting and seeded on porous nano-HA scaffolds. The attachment and the
growth of POB on the scaffolds were evaluated by measuring the POB morphology, proliferative abilities,
and osteogenic activity. POB could fully attach to and extend on HA scaffolds, and form extracellular
matrix. Moreover the presence of nano-HA scaffolds in cell culture could promote cell proliferation as
compared to tissue culture plate (p < .05) [7]. In another separate study, a porous nano-HA/collagen
composite was produced in sheet form and convolved into a three-dimensional scaffold. Bone-derived
mesenchymal cells from neonatal Wistar rats were seeded on the scaffolds and cultured up to 21 days.
Spindle-shaped cells were found to continuously proliferate and migrate throughout the network of
the coil. Eventually, three-dimensional polygonal cells and new bone matrix were observed within the
composite scaffolds [8].

In a comparison study between nanosize HA filler and micronsize HA filler using a rat calvarial defect
model, histological analysis and mechanical evaluation showed a more advanced bone formation and a
more rapid increase in stiffness in the defects with the nanosize HA augmented poly(propylene glycol-
co-fumaric acid), suggesting an improved biological response to the nano-HA particles [9]. Other studies
investigating the tissue response to a nano-HA/collagen composite implanted in the marrow cavity of
New Zealand rabbit femur reported implant degradation and bone substitution during bone remodeling
[10]. The process of implant degradation and bone substitution during bone remodeling suggested that
the composite can be involved in bone metabolism. In addition to the process of degradation and bone
substitution, the composite exhibited an isotropic mechanical behavior and similar microhardness when
compared to the femur compacta [10].

24.6 HA Products and Their Applications

As indicated in HA biology, the HA as bone substitute has the ability of osteo-integration and osteo-
conduction. The clinical applications are basically divided into two categories, nano-HA granular and
calcium phosphate cement for bone repair and nano-HA coating for bone replacement. In research areas,
nano-HA combined with polymer and bone growth factors (BMPs) have been used for drug delivery and
tissue engineering. The details are described below.

24.6.1 Porous Nano-HA Granules or Blocks

Porous nano-HA can be prepared by two methods, sintering and hydrothermal reaction. The sintering
method is first mixing naphthalene with HA particles, then compact the particles into a composite, and
finally sintering. Naphthalene particles would sublime during the sintering, thus leaving a pore filled
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100 mm

FIGURE 24.5 SEM of coralline HA. (Taken from B. Ben-Nissa, A. Milev, and R. Vago, Biomaterials 2004; 25:
4571–4975. With permission.)

structure. This method can make spherical porous HA particles, but pores are isolated. Hydrothermal
reaction is using natural coral as raw material. This method was developed in 1971, marked as ProOsteon
(interpore International, Irvine, CA, USA). The coral is first treated in boiling water with about 5% sodium
hypochrorite (NaClO) to remove the organics and left calcium carbonate (CaCO3) and pores. Then the
CaCO3 is reacted with ammonium monohydrogen phosphate ((NH4)2HPO4) to form a coralline HA
under temperature abound 250◦C at 3.8 MPa for 24 h. The coralline HA has both needle-like grains
with a length of 1–2 µm and a width of 100–200 nm. The most important is that the coralline HA has
the micro-connective pores of 100–150 µm (Figure 24.5), which provide bone in growth channel. Fifty
to eighty percent of the voids is filled within three months. When the fibro-osteous tissue ingrowth is
complete, the implant consists of about 17% bone, 43% soft tissue, and 40% residual HA. Therefore, the
coralline HA becomes as strong and tough as the cancellous bone [26–28].

24.6.2 Nano-HA Cement

Calcium phosphate cements are another kind of porous HA product which is used as a bone filler. Different
from coral HA, the cements are paste-like slurries or gels that can be directly injected to the void site and
molded to shape and set in vivo. This flow ability is unique and specially suitable for cosmetic surgery.
There are two kinds of calcium cements. One is invented by Chow et al. and made by equal mole percent
of Ca4(PO4)2O and CaHPO4 mixed with water to form a paste [15]. This cement sets via isothermal
reaction in 15 min and then fully hardens over 4 h. Another calcium cement uses CaHPO4H2O and
CaCO3 as raw materials and H3PO4 as the liquid [26,27]. At 37◦C, the cement has 2 min working time
(mixing and injection while kept flowing ability) and sets in about 8 min. In all the calcium phosphate
cements, the raw materials particle size, powder to liquid ratio, temperature, pH, seeding are all variables
to influence the microstructure, working and setting times, and mechanical properties [31–37]. There are
many manufacturers in the world to commercially supply these two types of cements. In the U.S. market,
Bone Source, made by Leibinger, Dallas, TX, USA is a trade name of the first type of cement. Norrian SRS
Cement is another commercial product for the second type of cement, which is made by Norian Corp.,
Cupertino, CA, USA [26,27].

All these products have similar mechanical properties as mentioned before. A porous needle-like
structure Ca10(PO4)6(OH)2

been successfully used in sinus repair, cranioplasty, distal radial and calcaneal fracture. It has also been
reported that the calcium phosphate cement has been used for percutanous Vertebroplasty [15,26–37].

24.6.3 Nano-HA Coating

Hydroxyapatite has been coated on metallic dental and orthopedic implants by high-temperature plasma
thermal spray since the 1980s [24,25]. In this process, HA powders are fed into a plasma flame (temperature
5,000 to 15,000◦C). The powders are quickly melted and quenched on the metallic implant substrate to

crystals are their typical microstructure (Figure 24.6). These cements have
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FIGURE 24.6 Nano-HA formed by calcium phosphate cementation. (Taken from L.C. Chow and S. Takagi, J. Res.
Natl Inst. Standard Technol. 2001; 106: 1029–1033. With permission.)
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SBF at 37◦C, as compared to the commercial products [40–43].

form a thick film coating. Because the temperature is high, the coating contains melted and crystallized
HA, unmelted HA, amorphous phase, and some decomposed phases such as C4P, α-C3P, β-C3P, and CaO

dental implants and femoral stems for hip replacement, but the HA coating on cups has a high failure
rate. The special advantage of plasma sprayed HA coating on the stems is the acceleration of cups early
stage healing, no sigh-pain, and the enhancement of bone growth across a gap of 1 mm between the bone
and the implants under stable and unstable mechanical conditions. Filling the gap is very important for
the revision hips, where the patients had bone-loss during the primary hip replacement.

However, the plasma thermal sprayed HA has the disadvantage of low bond strength at coating/implant
interface, and the strength decreases over time in simulated fluid (SBF) (Figure 24.7). This is attributed
to its low crystallinity (typically 70%) and microcracks formed due to high-temperature quenching,
decomposition, and thermal expansion mismatch between the HA and metallic substrates (αHA = 13×
10−6/◦C, αTi = 9.8× 10−6/◦C, αCoCr = 16× 10−6/◦C). There was a controversy about the amorphous
HA. Theoretically, the amorphous HA is quickly dissolved in vivo, which generates high local Ca2+ and
PO3−

4
the supersaturated Ca2+ and PO3−

4 will be deposited into the biological bone, thus proving beneficial to
the early stage gap healing, about 30% amorphous phase is necessary [24,25,38,39]. Experimentally, the
beneficial effect of the amorphous phase did not happen [40–44]. In a recent specific study, HA-coated
titanium of 50% (low), 70% (medium), and 90% (high) crystallinity were inserted into the canine femur
for 1, 4, 12, and 26 weeks. No significant differences could be found in the percentage of bone contact
and interfacial attachment strength between the three types of HA-coated implants throughout the four

as shown in Figure 24.2. Clinically, plasma thermal sprayed HA coating has been successfully used in

ions concentration and form supersaturated conditions. Based on thermodynamics (Figure 24.4),
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implantation periods [44]. In another study, after three months of implantation, the high crystallinity
(98%) coating showed the higher shear bond strength and integrated bone/coating interface, whereas
the separation of the coating fragments was clearly observed in the coating that had low crystallinity
(56%) [45].

In order to avoid the disadvantages of the plasma thermal spray, a chemical precipitation was introduced
in the 1990s [46,47]. This method is a room-temperature process, deposing nano-HA thin film (grain
size 60 to 100 nm and thickness <5 µm) on porous beaded implants in the supersaturated Ca2+, and
PO3−

4 solution. This process has been successfully used for coating porous cups and porous stems too.
Because the chemical precipitation is a liquid-based room-temperature process, the coating is uniform
on the beads and in the inside of pores, which help the tissue and bone ingrowth in the pores. Therefore,
this is the fixation of combined mechanical interlocking and osteo-integration. Some companies even
only coat β-C3P on the porous implant and let β-C3P transform into HA in vivo. The basic function of
the thin film nano-HA coating is stimulation of early bone growth into the macropores. Unfortunately,
the chemical precipitated HA is only mechanically bonded on the implant surface with an extremely low
bond strength, even one’s finger can scratch the coating off. This requires a careful handling of the coated
implants during surgery. Any chips of the coating might migrate in the articulating area and result in
accelerated wear of the bearing surface.

Since both plasma thermal sprayed and chemically precipitated HA coatings have disadvantages in low
bond strength or the strength decrease over time, many other processes have been used for coating HA,
including sol-gel, dip coating, electrophoretic deposition, ion-implantation, chemical vapora deposition,
and sputtering, etc. [48–55]. In all of these new processes, Inframat Corporation has developed an
innovative electrophoretic deposition process to coat a special nano-HA coating. This nano-HA coating
has the combined advantages of nano-grain structure, high crystallinity (>90%), and the capability to

comparison [40,41].
In addition to the dental, hip, knee, and maxillofacial applications, nano-HA is also used for drug

delivery and tissue engineering. These usually make a composite containing HA and other ingredients,
such as anti-infection drugs, bone growth factors, and biodegradable polymers [56–65].
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25.1 Introduction

Continuing advances in nanotechnology are generating a variety of nanostructured materials with highly
controlled and interesting properties — from exceptionally high strength to the ability to carry and target
drugs to unique optical properties. By controlling structure at the nanoscale dimensions, one can control
and tailor the properties of nanostructures, such as semiconductor nanoscrystals and metal nanoshells,
in a very accurate manner to meet the needs of a specific application. These materials can provide new and
unique capabilities for a variety of biomedical applications ranging from diagnosis of diseases to novel
therapies. In particular, nanotechnology may greatly expand the impact of biophotonics by providing
more robust contrast agents, fluorescent probes, and sensing substrates.

In addition, the size scale of nanomaterials is very interesting for many biomedical applications. Nano-
particles are similar in size scale to many common biomolecules, making them interesting for applications
such as intracellular tagging and for bioconjugate applications such as antibody-targeting of imaging
contrast agents. In many cases, one can make modifications to nanostructures to better suit their integra-
tion with biological systems; for example, modifying their surface layer for enhanced aqueous solubility,
biocompatibility, or biorecognition. Nanostructures can also be embedded within other biocompatible
materials to provide nanocomposites with unique properties.

Many of the biomedical applications of nanotechnology will involve bioconjugates. The idea of mer-
ging biological and nonbiological systems at the nanoscale has actually been investigated for many years.

25-1
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The broad field of bioconjugate chemistry is based on combining the functionalities of biomolecules and
nonbiologically derived molecular species for applications including markers for research in cellular and
molecular biology, biosensing, and imaging [1]. Many current applications of nanotechnolgy, particularly
in the area of biophotonics, are a natural evolution of this approach. In fact, several of the “breakthrough”
applications recently demonstrated using nanostructure bioconjugates are in fact traditional applications
originally addressed by standard molecular bioconjugate techniques that have been revisited with these
newly designed nanostructure hybrids, often with far superior results. Typically, nanostructured materials
possess optical properties far superior to the molecular species they replace — higher quantum efficien-
cies, greater scattering or absorbance cross sections, optical activity over more biocompatible wavelength
regimes, and substantially greater chemical or photochemical stability. Additionally, some nanostructures
provide optical properties that are highly dependent on particle size or dimension. The ability to system-
atically vary the optical properties via structure modification not only improves traditional applications
but also may lead to applications well beyond the scope of conventional molecular bioconjugates. In this
chapter, we introduce several successful examples of nanostructures that have been applied to relevant
problems in biotechnology and medicine.

25.2 Quantum Dots as Fluorescent Biological Labels

Semiconductor nanocrystals, also referred to as “quantum dots,” are highly light absorbing, luminescent
nanoparticles whose absorbance onset and emission maximum shift to higher energy with decreasing
particle size due to quantum confinement effects [2,3]. These nanocrystals are typically in the size range
of 2 to 8 nm in diameter. Unlike molecular fluorophores, which typically have very narrow excitation spec-
tra, semiconductor nanocrystals absorb light over a very broad spectral range (Figure 25.1). This makes
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FIGURE 25.1
dots,” are highly light absorbing, luminescent nanoparticles whose absorbance onset and emission maximum
shift to higher energy with decreasing particle size due to quantum confinement effects. As seen in this typical
excitation–emission plot for a type of quantum dot, strong emission is observed over a broad range of excitation
wavelengths.

(See color insert following page 20-14.) Semiconductor nanocrystals, also referred to as “quantum
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it possible to optically excite a broad spectrum of quantum dot “colors” using a single excitation laser
wavelength, which may enable one to simultaneously probe several markers in imaging, biosensing, and
assay applications. Although the luminescence properties of semiconductor nanocrystals have historically
been sensitive to their local environment and nanocrystal surface preparation, recent core-shell geometries
where the nanocrystal is encased in a shell of a wider band gap semiconductor have resulted in increased
fluorescence quantum efficiencies (>50%) and greatly improved photochemical stability. In the visible
region, CdSe–CdS core-shell nanocrystals have been shown to span the visible region from approximately
550 nm (green) to 630 nm (red). Other material systems, such as InP and InAs, provide quantum dot
fluorophores in the near infrared region of the optical spectrum, a region where transmission of light
through tissues and blood is maximal [4]. Although neither II–VI nor III–V semiconductor nanocrystals
are water soluble, let alone biocompatible, surface functionalization with molecular species such as mer-
captoacetic acid or the growth of a thin silica layer on the nanoparticle surface facilitate aqueous solubility
[5]. Both the silica layer and the covalent attachment of proteins to the mercaptoacetic acid coating per-
mit the nanoparticles to be at least relatively biocompatible. Quantum dots have also been modified with
dihydrolipoic acid to facilitate conjugation of avidin and subsequent binding of biotinylated targeting
molecules [6]. Quantum dots can also be embedded within polymer nano- or microparticles to improve
biocompatibility while maintaining the unique fluorescence.

Specific binding of quantum dots to cell surfaces, cellular uptake, and nuclear localization have all been
demonstrated following conjugation of semiconductor nanocrystals to appropriate targeting proteins
such as transferring, growth factors, peptides or antibodies [2,4,7,8]. This could be useful in a variety
of microscopy and imaging applications (Figure 25.2). Several preliminary reports of in vivo imaging
using quantum dots show considerable promise. For example, cancerous cells labeled with quantum dots
ex vivo were injected intravenously to track extravasation and metastasis [9]. Five different populations
of cells, each labeled with a different size of quantum dot, could be simultaneously tracked in vivo using
multiphoton laser excitation. Another study evaluated in vivo imaging with quantum dots following
direct injection [10]. A surface modification with polyethylene glycol of at least 5000 Da was required for
sustained (>15 min) circulation of the particles in the bloodstream.

FIGURE 25.2
bright fluorescence over a broad range of excitation wavelengths, resistance to photobleaching, and stability. Surface
modifications are required for biocompatibility.

(See color insert.) Quantum dots can be used for live cell imaging. They are advantageous due to their
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Quantum dots may also be useful in a variety of in vitro diagnostic applications, particularly since
concerns about semiconductor nanocrystal biocompatibility can be neglected in such uses. One example
is the development of a fluorescent immunoassay using antibody-conjugated quantum dots [6]; several
protein toxins have been successfully detected using this system. In another example, quantum dots
embedded in polymer microbeads have been used for DNA hybridization studies [11]. Encasing the
nanocrystals in the polymer beads allows for simultaneous reading of a huge number of optical signals.
The emission of different nanocrystal species can be tuned by varying the particle size. Microbeads can
then be prepared with varying colors and intensities of quantum dots. Using 10 intensity levels and
6 colors, one could theoretically code 1 million optically differentiated signals to mark different nucleic
acid or protein sequences for high throughput screening and diagnostics. Similarly, quantum dots bound
to oligonucleotides have been used as probes for fluorescent in situ hybridization, or FISH [12]. This could
enable more detailed analysis of gene expression profiles with localization within tissue than is currently
possible with conventional molecular fluorophores.

25.3 Gold Nanoparticle Bioconjugate-Based Colorimetric Assays

The use of gold colloid in biological applications began in 1971 when Faulk and Taylor invented the
immunogold staining procedure. Since that time, the labeling of targeting molecules, such as antibodies,
with gold nanoparticles has revolutionized the visualization of cellular components by electron microscopy
[13]. The optical and electron beam contrast properties of gold colloid have provided excellent detec-
tion capabilities for applications including immunoblotting, flow cytometry, and hybridization assays.
Furthermore, conjugation protocols to attach proteins to gold nanoparticles are robust and simple [1],
and gold nanoparticles were shown to have excellent biocompatibility [13].

Gold nanoparticle bioconjugates were recently applied to polynucleotide detection in a manner that
exploited the change in optical properties resulting from plasmon–plasmon interactions between locally
adjacent gold nanoparticles [14]. The characteristic red color of gold colloid has long been known to change
to a bluish-purple color upon colloid aggregation due to this effect. In the case of polynucleotide detection,
mercaptoalkyloligonucleotide-modified gold nanoparticle probes were prepared. When a single-stranded
target oligonucleotide was introduced to the preparation, the nanoparticles aggregated due to the binding
between the probe and target oligonucleotides, bringing the nanoparticles close enough to each other

strong optical absorption of gold colloid, this colorimetric method can be used to detect ∼10 fmol of an
oligonucleotide, which is ∼50 times more sensitive than the sandwich hybridization detection methods
based on molecular fluorophores.

A similar approach has been used to develop a rapid immunoassay that can be performed in whole blood
without sample preparation steps. This assay utilizes a relatively new type of gold nanoparticle called a gold
nanoshell. Gold nanoshells are concentric sphere nanoparticles consisting of a dielectric core nanoparticle
(typically gold sulfide or silica) surrounded by a thin gold shell [15]. By varying the relative dimensions
of the core and shell layers, the plasmon-derived optical resonance of gold can be dramatically shifted

the absolute size of the gold nanoshells, they may be designed to either strongly absorb (for particles
<∼75 nm) or scatter (for particles>∼150 nm) the incident light [16]. The gold shell layer is formed using
the same chemical methods that are employed to form gold colloid; thus, the surface properties of gold
nanoshells are virtually identical to gold colloid, providing the same ease of bioconjugation and excellent
biocompatibility. To develop a whole blood immunoassay, gold nanoshells were designed and fabricated
for near infrared resonance, and antibodies against target antigens were conjugated to the nanoshell
surfaces [17]. When introduced into samples containing the appropriate antigen, the antibody–antigen
linkages caused the gold nanoshells to aggregate, shifting the resonant wavelength further into the infrared.
This assay system was shown to have sub-ng/ml sensitivity. More importantly, this assay can be performed
in whole blood samples since the wavelengths utilized are in the near infrared, above the absorption of

to induce a dramatic red-to-blue color change as depicted in Figure 25.3. Because of the extremely

in wavelength from the visible region into the mid infrared as depicted in Figure 25.4 [16]. By varying
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FIGURE 25.3
cause dramatic changes in optical properties. Using appropriately conjugated nanoparticles, this behavior can be
exploited for DNA hybridization assays and immunoassays.

hemoglobin yet below the water absorption band, where penetration of light through blood is relatively
high [4]. Additionally, since gold nanoshells have highly tunable optical properties, it may be possible to
probe for several antigens simultaneously using nanoshells with varying optical resonances. Nanoshells
are also effective substrates for surface-enhanced Raman scattering [18], which may enable alternative
methods for near infrared biosensing.

25.4 Photothermal Therapies

Gold nanoshells, described above, can be designed to strongly absorb light at desired wavelengths, in
particular in the near infrared between 700 and 1100 nm where the tissue is relatively transparent
[4]. Very few molecular chromophores are available in this region of the electromagnetic spectrum,
let alone ones with low toxicity. When optically absorbing gold nanoshells are embedded in a mat-
rix material, illuminating them at their resonance wavelength causes the nanoshells to transfer heat to
their local environment. This photothermal effect can be used to optically modulate drug release from a
nanoshell–polymer composite drug delivery system [19]. To accomplish photothermally modulated drug
release, the matrix polymer material must be thermally responsive. Copolymers of N -isopropylacrylamide
(NIPAAm) and acrylamide (AAm) exhibit a lower critical solution temperature (LCST) that is slightly
above body temperature [20]. When the temperature of the copolymer exceeds its LCST, the resultant
phase change in the polymer material causes the matrix to collapse, resulting in a burst release of any sol-

nanoshells that were designed to strongly absorb near infrared light were embedded in NIPAAm-co-AAm
hydrogels, pulsatile release of insulin and other proteins could be achieved in response to near infrared
irradiation.

In another application, nanoshells are being used for photothermal tumor ablation [21,22]. When
tumor cells are treated with nanoshells then exposed to near infrared light, cells are efficiently killed,
while neither the nanoshells alone nor the near infrared light had any effect on cell viability, as shown in

uble material (i.e., drug) held within the polymer matrix [20]. As demonstrated in Figure 25.5, when gold

Figure 25.6 [21]. Furthermore, particles in the size range of 60 to 400 nm will extravasate and accumulate

(See color insert.) When gold nanoparticles come into close proximity, plasmon–plasmon interactions
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FIGURE 25.4
shell. By varying the relative dimensions of the core and shell constituents, one can design particles to either absorb or
scatter light over the visible and much of the infrared regions of the electromagnetic spectrum. (a) These vials contain
suspensions of either gold colloid (far left with its characteristic red color) or gold nanoshells with varying core:shell
dimensions. (b) The optical properties of nanoshells are predicted by Mie scattering theory. For a core of a given size,
forming thinner shells pushes the optical resonance to longer wavelengths.

in tumors due to the so-called enhanced permeability and retention effect that results from the leakiness
of tumor vasculature [23]. Near infrared absorbing nanoshells are in the appropriate size range for
this phenomenon. When polyethylene glycol-modified nanoshells were injected intravenously in tumor-
bearing mice, the nanoshells accumulated in the tumor [22]. Subsequent exposure of the tissue region to
near infrared light led to complete tumor regression and survival of the nanoshell-treated mice. The light
alone had no effect. Nanoshells can be conjugated to antibodies against oncoproteins to potentially have
cellular-level specificity of therapy [17,21].

(See color insert.) Gold nanoshells consist of a dielectric core nanoparticle surrounded by a thin metal
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FIGURE 25.5 Release of insulin from NIPAAm-coAAm hydrogels with nanoshells embedded in their structure can
be modulated by exposure to near infrared light (832 nm, 1.5 W/cm2). The top panel is the release rate of insulin from
the nanocomposite hydrogel materials vs. time, while the bottom panel indicates the pattern of laser illumination.

(a) (b) (c)

FIGURE 25.6 Breast carcinoma cells were exposed to either nanoshells (a), near infrared
light (b), or the combination of nanoshells and near infrared light (c). As demonstrated by staining with
the fluorescent viability marker calcein AM, the carcinoma cells in the circular region corresponding to the
laser spot were completely destroyed, while neither the nanoshells nor the light treatment alone compromised
viability.

25.5 Silver Plasmon Resonant Particles for Bioassay Applications

Silver plasmon resonant particles have been used as reporter labels in microarray-based DNA hybridiz-
ation studies [24] and sandwich immunoassays [25]. Silver plasmon resonant particles consist of a gold
nanoparticle core onto which a silver shell is grown. Particles of this type in the size range of 40 to
100 nm scatter light very strongly, as many as 107 photons/sec to the detector [24], allowing them to act as
diffraction-limited point sources that can be observed using a standard dark field microscope with white
light illumination. In the bioassay applications that have been developed, bioconjugates are prepared with
antibodies either against a target antigen for an immunoassay or against biotin for subsequent attachment
of biotinylated DNA. In both the immunoassay and the hybridization assay, the results are determined by
counting the number of particles bound to the substrate via microscopy. In the DNA hybridizationassay,

(See color insert.)
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the sensitivity obtained was approximately 60× greater than what is typically achieved using conventional
fluorescent labels.
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Rapid advances in the field of nanotechnology have resulted in the development of methods to prepare,
modify, and study materials and mechanisms at the molecular and atomic levels, providing tools to probe
biological structures and processes on a scale not previously possible [1]. This greater understanding
of biology has, in turn, fuelled nanotechnology by directing research in medical materials, devices, and
treatments [2]. Divisible into complementary branches of biological discovery and biological mimicry,
research in this field forms a nascent multifaceted domain requiring collaborative expertise from biolo-
gists, physicists, chemists, and engineers, that is collectively defined as nanobiotechnology [3]. Specific
application of nanobiotechnology to nano- and molecular-scale design of devices for the prevention,
treatment, and cure of illness and disease is called nanomedicine [1].

Nanotechnology, the parent research domain of nanobiotechnology, represents one of the few fields
in which government funding has continued to increase. Between 1997 and 2003, government organiza-
tions globally increased funding in the nanotechnology sector from $432 million to almost $3 billion [3].
A report by the National Nanotechnology Initiative (NNI, USA) indicates that funding in nanobiotech-
nology accounts for less than 10% of this worldwide government support. In sharp contrast, over 50% of
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nanotechnology venture capital is invested in nanobiotechnology, an indicative of the potential benefit to
be reaped from this burgeoning field [3].

Still in its infancy, nanomedicine has the potential to revolutionize the future practice of medicine.
The majority of work in the area can be classified in one of the following three areas (1) therapeutic
delivery systems with the potential to deliver genes and pharmaceuticals through specific cellular pathways,
(2) novel biomaterials and tissue engineering for active tissue regeneration, and (3) biosensors, biochips,
and novel imaging techniques for the purposes of diagnostic monitoring and imaging. In the sections that
follow, each of these areas is discussed and supplemented by examples of current research.

26.1 Particle-Based Therapeutic Systems

Current pharmaceutical treatments for illnesses ranging from cystic fibrosis to cardiovascular intervention
and the myriad of known cancers suffer a variety of drawbacks related to their methods of administration.
Systemic delivery requires high concentrations, which can lead to adverse toxic side effects, unsustainable
drug levels, and developed drug resistance. Additionally, oral medications are subject to individual patient
compliance, further complicating the challenge of sustained therapeutic levels. Though illness-specific
treatments each have unique associated detriments, the application of nanofabrication techniques prom-
ises to offer a range of delivery systems designed to remedy these obstacles by providing methods of
controlled therapeutic delivery and release to specific tissues and tumors over a desired timeline.

Therapeutic delivery systems are designed to deliver a range of therapeutic agents, including poorly
soluble drugs, proteins, vaccine adjuvants, and plasmid DNA (pDNA) for gene therapy, by exposing
target cells to their payload. This requires the carrier to enter cells through endocytic or phagocytic
pathways where, once internalized, the therapeutic agent is released through vehicle degradation and
diffusion mechanisms. Accomplishing these tasks while addressing other issues, such as biocompatibility,
biodegradability, and an ability to avoid capture and clearance by the reticuloendothelial system (RES), has
proved challenging; systems excelling at certain aspects often fail to incorporate all required characteristics
for in vivo application.

Current nanoscale delivery systems are divisible into two major categories: surface modification systems
designed to prevent immune response or promote cell growth, and particle-based systems designed to
deliver therapeutics to cells and tissues. The major research focus of surface modifications is antiprolif-
erative drug eluting stent coatings designed to prevent restenosis, a reocclusion affecting 30 to 50% of
angioplasty patients [4–7].

Alternatively, particle-based systems include viral carriers, organic and inorganic nanoparticles, and
peptides. Current trends indicate that particle-based systems will likely replace surface modifications
as treatments move towards less invasive interventions, as evidenced by recent research attempting to
ameliorate the shortfalls in drugeluting stent coatings with nanoparticle systems [8–10].

Within the field of particle-based delivery, the major focus of research now lies in biocompatible
polymers for gene therapy. While the efficient targeted delivery of therapeutic drugs remains a significant
challenge with enormous potential benefit, the unfolding nature of proteomics has led more researchers
to focus on the potential for gene therapy as the future of nanomedicine treatments. Accordingly, the
majority of the studies discussed refer to gene transfection. However, the considerations necessary for
efficient transfection are equally applicable to drug delivery systems.

Viruses, particularly retroviruses and adenoviruses, continue to be used for transfection, though their
DNA carrying capacity is limited [11]. Despite their highly efficient transfection capabilities and the
ability to achieve permanent insertion of the therapeutic gene into the cell genome, their immunogenic
and mutagenic impacts have led research towards less hazardous vectors. The present design conundrum
lies in developing vehicles that transfect as efficiently as viral vectors while avoiding the mutagenic and
carcinogenic risks. Nonviral vectors include liposomes, and nanoparticles of peptides and synthetic and
natural polymers, with vector selection governed by a myriad of factors including the therapeutic agent,
desired pharmacokinetics, and the target cells.
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Plasmid DNA

(a) (b)

FIGURE 26.1 (a) The“conformational cloud”prevents opsonization of a PEG-coated polymeric nanoparticle loaded
with a pharmaceutical. (b) Liposome section depicts how plasmid DNA is compacted by charge and encapsulated or
adsorbed depending on fabrication method.

Liposomes are the primary choice for plasmid transfection, favorable for their ability to condense
pDNA, protecting it against degradation by serum nucleases. Cationic lipids electrostatically compact
DNA up to 2.3 Mb [12], forming complexes having a positive surface potential and diameter less than
200 nm; such particles are capable of being internalised through endocytic pathways. Complexes may
consist of lipid cores with adsorbed plasmids [13] or lipid shells with internalized plasmids [14–16]. Due
to the associated high surface charge, circulatory proteins are easily adsorbed and allow for rapid clearance
of these vehicles from the circulatory system by the RES. This has led to the development of “stealth”
coatings with hydrophilic polyethylene glycol (PEG) or longer chain polyethylene oxide (PEO), allowing
circulation times in the range of hours rather than minutes [17]. Added through physical adsorption
or as block copolymers, the flexible hydrophilic region of PEG chains form a “conformational cloud,”
preventing adhesion of opsonizing proteins [18] (Figure 26.1).

The incorporation of PEG is also commonplace for synthetic polymeric nanoparticles, generally used
as block copolymers with the complementary polymer selected based on the properties of the drug
to be delivered [19,20]. Cationic polymers commonly selected for their ability to condense negative
plasmids demonstrate a positive surface charge, or zeta (ξ) potential, which permits binding of opsonizing
proteins in the blood; as with liposomes, the integration of PEG in nanoparticles prevents opsonization.
While the list of polymers employed is lengthy, the most common is FDA approved poly(d,l-lactide-co-
glycolide) (PLGA) [5]. It should be noted that polyethyleneimine (PEI), whose proton sponge behavior
is thought to cause endosome disruption, is generally the comparison standard for synthetic polymer
transfection, though its cytotoxicity inhibits clinical application. In addition to plasmid transfection,
synthetic polymers are also being developed for delivery of poorly soluble hydrophobic drugs such as
cisplatin [21], clonazepam [22], and paclitaxel [9,18,23].

A common concern with synthetic polymers is the inability of cells to adequately metabolize the
polymer vehicles and constituents that may be used in their fabrication, such as poly(vinyl alcohol) (PVA),
which may comprise nearly 10% w/w of PLGA vehicles [5,24]. Though synthetic polymers provide better
sustained release and gene expression profiles than their natural counterparts [5], recognition that in vivo
safety is as important as therapeutic success has pushed research efforts toward natural biopolymers in
the hopes of achieving true immune transparency [5].

Natural polymers such as chitosan and alginate have received recent attention due to their desirable
biodegradability characteristics [25–27]. Research in this field, to date limited in contrast to liposomes
and synthetic polymers, indicates that these natural vectors have inferior transfection capabilities when
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compared to viral and synthetic vectors. As nanoparticles are producible with similar size and surface
charge, it remains to be ascertained where the breakdown in natural polymer transfection occurs. Though
biopolymeric nanoparticles have yet to reach the transfection efficiency of commercial liposome for-
mulations such as Lipofectaminea™, or that of synthetic polymers, their slow biodegradation, ensuring
a burst-free release of therapeutic plasmid, and the promise of transfection without immune response
continues to fuel research in this field.

In addition to natural biopolymers, recent attention has also focused on biocompatible peptides as
delivery vectors. By condensing pDNA in a simple complexation fashion similar to polycations, protein
transduction domain peptides demonstrate carrier uptake of 80 to 90% within 30 min, significantly
more rapid than PEI or commercial liposomes [28]. These vectors are able to bypass traditional endo-
cytic pathways to reach the nucleus within 1 h. Similarly, nuclear localization sequence (NLS) peptides
allow superior transfection over synthetic polyplexes, and may be incorporated in traditional liposome
complexes to assist in plasmid nuclear penetration [29,30].

It is evident that particle-based vectors have yet to reach their envisioned capabilities. Research focus
has shifted from viral vectors, which continue to offer the highest transfection efficiency, through synthetic
polymer and liposome systems, commercially available and suitable for in vitro transfection, to natural
compounds in search of transfection using a biodegradable vector. The enhanced biocompatibility of
peptides and natural biopolymers will certainly drive research as the quest for suitable in vivo vectors
continues, though the balance between attaining biocompatibility while preserving transfection efficiency
has yet to be found.

26.1.1 Practical Considerations for Nanoscale Vectors

Evident within the research to date is the superiority of certain vectors for particular aspects of the delivery
process. The initial stage in the transfection process is endocytosis, which generally requires vectors to be
less than 200 nm in diameter, though size limit is dependent on the target cells [24,28,31]. Size trials of a
nonphagocytic cell line indicate that smaller particles are much more rapidly internalized, with 100 and
200 nm particles being internalized 3 to 4 and 8 to 10 times more slowly, respectively, than 50 nm particles
[31]. Particle sizing methods must also be considered, as dynamic light scattering (DLS) frequently
gives larger measurement than electron microscopy, and is particularly dependent on the presence of
aggregate-inducing ions and proteins.

Cellular internalization is also strongly impacted by particle ξ potential. Though a positive ξ potential
is required for binding to negative cell membranes, excessive surface charge leads to rapid systemic
clearance and accumulation in the liver and spleen [27,32,33]. To control ξ potential, PEG and PEO
are incorporated either as block copolymers for synthetic particles or as coatings for other vectors to
produce a near neutral surface charge [17,21,34,35]. These elements also serve to prevent leeching of the
therapeutic cargo by forming hydrogen bonds with the aqueous surroundings [20]. Unfortunately, the
neutral ξ potential of these particles impairs the vector’s ability to disrupt the lysosomal membrane for
release to the cytosol, thought to occur upon a charge reversal as protons accumulate in nanoparticles
within acidic lysosomes, limiting their transfection efficiency [5,33]. To exploit environmental pH change,
polymers having degradable cross-linkers in acidic surroundings have been developed [36,37].

The increased circulation times provided by PEG coatings certainly increase the likelihood of vectors
reaching the desired cells and do demonstrate enduring in vivo protein production following transfection
[38,39]. To further improve delivery characteristics, a broad range of targeting moieties, including trans-
ferrin, folate, peptides, vitamins, and antibodies, have been incorporated into particle surfaces to actively
target cells [10,33,40,41]. While transferrin and folate increase endocytosis in general, antibodies have
the potential to target cell-specific membrane proteins. This enables targeting of particular cell types for
specific therapies, such as localized delivery of costly and toxic chemotherapeutics to tumor growths. For
example, antibody targeting of endothelial surface receptors results in a tenfold increase in cell binding
and a doubling in transfection in vitro [10].
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Vector targeting of specific tissues may also be achieved through magnetic, heat, and light-affected
vehicles [17,19,36,42,43]. External fields retain magnetic vectors in the vasculature of a target region,
giving cells greater contact time to endocytose the vector. Alternatively, heat-affected vectors can induce
structural changes in polymeric vectors, leading to local pharmaceutical release in stimulated regions [17],
while light stimulated vectors provide localized heating of metallic vectors. By active oncoprotein antibody
targeting, or passive enhanced permeation and retention (EPR) targeting, which allows 50 to 100 nm
vectors to extravasate from leaky tumor vasculature, gold nanoshells demonstrate tumor ablation when
stimulated with near infrared lasers [43,44]. While such external targeting is effective, the biodegradability
of the metallic and synthetic vectors remains an obstacle.

These noted considerations are further compounded by such factors as route of administration, target
cells, vector stability, therapeutic cargo, and desired pharmacokinetics, as well as entrapment efficiency,
loading rate, and release kinetics. Of primary importance is vector stability relative to the route of
administration. Many synthetic polymer systems are rapidly cleared when injected intravenously as protein
adsorption leads to agglomeration or RES removal, eliminating any potential therapeutic benefit. Similarly,
a synergy is required between the target cell and the vector’s pharmacokinetic characteristics. For example,
slowly dividing cells require vectors capable of entering the nucleus or retarded system clearance and release
profiles. Balance between the entrapment efficiency and the total mass loading of individual vectors must
also be considered. Vectors with high encapsulation efficiency avoid waste of expensive therapeutic agents
while vectors with high mass loading require fewer particles to be delivered to achieve therapeutic benefit.
One study found that encapsulation efficiency was reduced by more than half when loading was increased
from 1 to 3% w/w [18]. The vector must also be capable of releasing sufficient quantities with controllable
kinetics. Finally, the dosage must ensure a continued presence of vector in the vicinity of the target cells
while simultaneously assuring that overdosing does not lead to tumor development or toxic effects [5].
Ultimately, the current findings and the corollaries within indicate that suitable therapeutic delivery
systems need to be developed for specific in vivo or in vitro applications.

26.1.2 Example Delivery Nanosystems

Vaccine adjuvants: Plasmid vaccines that can successfully elicit humoral and cellular immune response
have the potential to provide safer alternatives than live viral or heat-killed bacterial vaccines. Therapeut-
ically relevant immune response is attainable with adjuvants such as cholera toxin and lipid A delivered
using cationic nanoparticles by topical and subcutaneous administration, respectively [45]. Additionally,
protein-based vaccines may be encapsulated in pH sensitive polymers, where low pH in the phagosomes
of antigen-presenting cells disrupt the vectors to release vaccines [37].

Drug delivery: Delivery of paclitaxel, a poorly soluble antitumoral, benefits from vector delivery by elim-
inating the hypersensitivity found in 25 to 30% of patients administered commercial Cremophor™ [23].
Relying on EPR, PEGcoated liposomes and synthetic particles such as polycaprolactone [46], polylactide
[18], and PLGA [47] allow lower doses over prolonged periods. Similarly, hepatoma cells can be targeted
through galactosylated ligands using 10 to 30 nm PEG–PLA (poly(lactic acid)) nanoparticles to deliver
clonazepam [22], while cisplatin loaded PEG–polyglutamic acid block micelles demonstrate advanced

liposomes, whose drug diffusivity greatly increases in the 40 to 45◦C range, demonstrate prolonged circu-

Antimicrobial therapy: Bacterial detection using vancomycin-modified magnetic FePt particles demon-
strates an ability to detect and entrap gram positive and gram negative strains, including highly lethal
vancomycin-resistant Enterococci (VRE) [42]. Self-assembling peptides forming cylindrical nanotubes
also display antimicrobial activity by penetrating bacterial cell membranes and increasing permeability,
with demonstrated in vivo effectiveness against methicillin-resistant S. aureus (MRSA) [48].

Antisense therapy: Aimed at inhibiting the production of specific proteins, antisense oligonucleotides
entrapped in PLGA nanospheres disrupt growth regulation of vascular smooth muscle cells and prevent

tumor regression [21]. In an example of innovative drug delivery, temperature sensitive PEG-coated

lation and increased accumulation of a model drug in tumor tissue [17]. (See LaVan for a drug delivery
review [36].)
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restenosis following angioplasty [8]. Potential applications for this nascent field are innumerable and will
become increasingly prominent as proteomics unfolds the nature of protein interactions and identifies
the function of individual proteins.

Gene therapy: Contrary to antisense therapy, the ability to induce production of specific proteins identi-
fied by proteomics has similar potential for future clinical therapeutics. In vitro application is widespread,
and researchers continue to develop new liposome [10,49], synthetic [33,34,50–52] and natural polymer
[25,27], and peptide [28] vectors in pursuit of more efficient and compatible formulations. While human
in vivo application of nonviral gene therapy remains limited, the wealth of research focused on developing
suitable vectors cannot sufficiently emphasize the potential for successful application-specific transfection
vehicles.

26.1.3 Summary

Given the range of therapeutic delivery systems presently available and the extent of continuing research,
the above discussion is intended as a general background. Most evident in the majority of findings to
date is the inability of individual vectors to simultaneously satisfy biocompatibility and delivery efficiency
requirements. Further, results are nontransferable across applications, emphasising the necessity of devel-
oping systems for specific therapeutic agents, specific cells, and even specific cellular compartments [5].
Novel screening methods for transfection efficiency of new vectors will certainly accelerate advancement
in this process [50]. Though delivery systems have yet to attain their promise, they are certainly well poised
to revolutionize nanomedicine, therapeutic delivery, and most importantly, the range and acuteness of
illnesses that are considered treatable.

26.2 Tissue Engineering

One of the main goals of biomedical engineering is the repair or replacement of defective or damaged
organs and tissues [53]. To date, numerous methods have been used to fabricate constructs to repair
tissues in vitro and in vivo, ranging from bone to blood vessels [54–56]. Recently, increasing awareness of
the influence of molecular composition and nanoscale architecture on cellular responses to materials has
focused nanobiotechnology research on controlling these fabrication parameters in the development of
better materials for tissue engineering applications.

Present tissue engineering methods consist primarily of porous three-dimensional scaffolds of various
materials designed to imitate and replace the extracellular matrix (ECM) that supports all cell growth
in the body [57]. Ideal tissue engineering would result from full implant integration, followed by its
gradual degradation and replacement by natural cell-produced ECM as new tissue is generated. For
this to occur, scaffolds should promote cellular migration, adhesion, proliferation, and differentiation,
while supporting natural cell processes [58]. Development of more suitable scaffolds requires materials
that exhibit not only appropriate mechanical characteristics, but also that which elicit favorable cellular
responses [59]. Fuelled by a greater understanding of surface topography and composition on cell–scaffold
interaction, research continues to improve nanoscale control of scaffold architecture in the design of more
compatible engineered materials [60].

The term “biocompatible,” often used to describe ceramic, metal, and polymers utilized in biological
applications, is rather imprecise given the broadness of its accepted definition: “the ability of a material
to perform with an appropriate host response in a specific application.” Such an indefinite description
fails to suggest what type of host response should be desired or considered acceptable [61]. Despite the
range of physical and chemical properties exhibited by biomaterials, the body reacts in a similar fashion
after implantation; a layer of proteins is randomly adsorbed onto the surface immediately, followed by
macrophage attack, and finally encapsulation of the device through the classic foreign body reaction

healing processes and preventing the device from functioning as intended.
(Figure 26.2) [62,63]. This encapsulation segregates the device from the body, impeding normal wound
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FIGURE 26.2 Implantation of a biomaterial ultimately leads to fibrous encapsulation of the device in the foreign
body reaction, preventing natural tissue formation and device integration.

The need to develop biomaterials capable of eliciting specific responses was recognized as early as 1993
[58]. The resulting emerging class of engineered biomaterials aims to design bioactive materials that
control the host response to promote full tissue–scaffold integration and natural wound healing while
simultaneously preventing the foreign body reaction [62]. The main techniques presently investigated for
tissue engineering endeavor to address one or more of the following objectives [58]:

1. Control of the chemical environment through surface biomolecule immobilization or self-
assembled systems

2. Control of the nanostructure through surface modification or de novo fabrication
3. Control of the biological environment of the surface through cell patterning

Each of these seeks to reproduce an environment that successfully mimics in vivo conditions for successful
tissue integration. It should be noted that very few examples of in vivo tissue replacement or repair have
been reported. For this reason, promising in vitro results are discussed in the sections that follow, together
with examples of preliminary tissue engineering applications.

26.2.1 Surface Molecular Engineering for Controlled Protein Interaction

It is hypothesized that nonordered protein adsorption on materials begins the cascade leading to the
foreign body reaction, since all normal biological events operate on a system based on specific recognition
of proteins and polysaccharides [62,63]. To control nonspecific adsorption, several surface modification
approaches have been explored: “stealth”materials are designed to decrease nonspecific protein adsorption
while others promote adsorption of specific proteins in an effort to direct biological processes [63,64].

26.2.1.1 Stealth Materials

There are three main methods used in the development of protein-resistant stealth materials, also referred
to as nonfouling or noninteractive surfaces [65]:

1. Hydrophilic surfaces can be achieved through thin-film deposition of hydrogels, phospholipids, or
other suitable materials, such as PEG and PEO.

2. Chemical surface modification leads to surface expression of specific functional groups known to
inhibit protein adsorption. For example, surfaces rich in carboxylic acid groups support cell growth,
whereas methyl, hydroxyl, and carboxymethyl ester groups generally do not. Interestingly, surfaces
modified by random mixtures of organic functional groups can exhibit significant bioactivity and
specificity [63].

3. Surface immobilization of biomolecules, including proteins, seeks to recreate the natural in vivo
environment.

The first two approaches address the problem of nonspecific adsorption but fail to address the coexisting
need to promote the favorable cell–surface interactions required to encourage natural healing and tissue
repair processes. Alternatively, the last method represents a tactic that addresses both issues by creating
materials that manage biological interactions while resisting nonspecific protein adsorption.
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26.2.1.2 Biomimetic Materials

Immobilization of proteins to control tissue–surface interaction represents a more biomimetic approach
to material development, in contrast to stealth materials that prevent interaction. Natural biomolecules
have the dual capability of triggering specific cellular responses while their presence can prevent
nonspecific adsorption. The techniques used to append biologically active moieties on surfaces can be
grouped into three main categories: physical micro/nanofabrication, imprinting, and direct chemical
immobilization.

Conventional microfabrication techniques used to pattern biomolecules on surfaces include photo-
lithography, photochemistry, and microcontact printing [66]. Capable of immobilizing biomolecules on
a variety of surfaces, the resolution of these techniques is generally limited to the micro scale. Though
nanometrescale configurations are achievable through modifications of these techniques, including the
application of lasers and finely focused ion beams (FFIB) to photolithography, they remain unable to meet
the desired resolution [66,67].

Recently developed nanofabrication techniques include dip-pen nanolithography (DPN), which uses
functionalized atomic force microscopy (AFM) tips to deposit biomolecules on surfaces with pattern
features as small as 10 nm [68]. Used for the creation of protein nanoarrays and virus arrays, this technique
can create patterns with multiple components [68,69]. Enzymes have also been selectively deposited
for biochemical modification of self-assembled monolayers [70]. While nanofabrication techniques are
effective for patterning two-dimensional surfaces, these methods are quite limited in terms of processing
time and are not suitable for three-dimensional scaffolds.

Imprinting is an approach used to confer biological recognition to surfaces through the creation of
templates in synthetic polymers. This process yields surfaces with imprint accuracy at the nanometrescale,
resulting in binding cavities that possess the correct conformation and functionality to allow selective
binding to the appropriate molecules [71]. Despite the promising results, this technique is also limited to
two dimensions, and multicomponent systems would be difficult to achieve.

Chemical immobilization, a more facile method of introducing biomolecules on materials, exploits
functional groups present at the surface as binding sites. Successful covalent and noncovalent immobiliza-
tion of biomolecules on synthetic polymers has been reported extensively, resulting in modified bioactivity
and specificity [63]. Polymers requiring functionalization are modified by blending, copolymerization,
and chemical and physical treatments, among others [64]. While not amenable to specific patterning,
multicomponent systems and three-dimensional surface modification is feasible. For example, the natural
interaction between osteopontin and Type I collagen can be exploited to functionalize a surface with
oriented protein binding, leading to increased endothelial cell adhesion and proliferation [72].

In many cases, it is preferential to chemically immobilize peptide segments rather than whole proteins,
as they retain the activity of full proteins while being less likely to invoke immune responses and are
more resistant to degradation. RGD (arginine–glycine–aspartic acid), perhaps the most studied peptide
sequence for tissue engineering, is well documented as a stimulant for cell adhesion on synthetic surfaces

in vivo studies have investigated the fate of peptide covered surfaces in the body, including an RGD-
functionalized hydrogel that demonstrates improved neural tissue adhesion, tissue regeneration, and host
tissue infiltration when implanted into brain lesions, as compared to the nonmodified hydrogel [73].
A similar material also improves neurite repair and angiogenesis in spinal cord repair [74]. Bone tissue
ingrowth and direct tissue-implant contact is also promoted on scaffolds with immobilized RGD-bearing
peptides, whereas uncoated scaffolds become segregated by a fibrous tissue layer resulting from the foreign
body reaction [75].

Control of protein–surface interaction is essential to the development of materials designed for bio-
logical application. Reduction of nonspecific protein adsorption with stealth materials is a promising
first step to avoiding the foreign body reaction. Surface immobilization of biological molecules is a more
sophisticated approach, leading to materials exhibiting favorable cell interactions and having the potential
to influence biological processes. Continued advancements in this area will require the development of

and its ability to interact with multiple cell adhesion receptors (for a review see Reference 64). Several
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additional nanoscale techniques to allow greater control over surface characteristics. Such advancements
must be supported by microbiological research to elucidate the nature of interactions between proteins
and surfaces, as well as the protein spatial arrangements and orientations necessary for the desired
application-specific response.

26.2.2 Nanostructured Surfaces

In addition to the importance of recognition events, advances in microbiology provide a greater under-
standing of the effect of surface micro- and nanostructure on cell behavior. In vivo, all cells live within
the structural support of a complex nanoscale topology of pores, ridges, and fibres provided by the ECM
[53]. Interaction between the substrate and cells are thought to activate the cytoskeleton in a way that
mediates attachment, migration, growth, and differentiation, in addition to affecting cytokine and growth
factor production [60,76]. As noted by Miller et al. [77], it is surprising that the design of optimal tissue
engineering structures has not focused more on nanostructure, given that ECM has been known for
some time to be crucial to cell and tissue growth. However, advanced techniques allowing nanostructured
construction have renewed research interest, with the majority of work to date related to blood vessel and
bone tissue regeneration.

Several methods are used to create nanoscale architecture in polymers, including phase separa-
tion [53,57,59,78], electrospinning [79], rubbing [80], chemical etching [77,81], colloidal lithography
[82], AFM-assisted nanolithography [83], and template patterning [76,84]. Phase separation is par-
ticularly useful since it is amenable to the production of three-dimensional scaffolds. In addition to
polymers, hydroxyapatite (HAP) and collagen are generally the materials of choice for nanostructured
bone regeneration scaffolds. Two novel ways of coating nanoscale HAP onto three-dimensional scaffolds
include chemical vapor deposition and growth directly from aqueous solutions [85,86]. Regardless of the
method or material used to produce nanostructures, cell adhesion and proliferation increase compared
to smooth or microstructured surfaces, with cell morphology more closely resembling the native state
[59,76,77,82,87,88]. Further, protein adsorption, a necessary precursor to cell adhesion, is improved on
nanostructured surfaces [88]. Additionally, submicron sized grooves in surfaces can affect cell alignment
for directed growth [87,89].

In addition to angiogenesis and osteogenesis, nanostructured materials demonstrate application for
the growth of neurons and smooth muscle cells. Successful in vitro neurite growth is achievable with
a biodegradable porous nanostructured PLA scaffold, where nanoscale topography promotes neuron
adhesion and differentiation, including neurite outgrowth [53]. Similarly, bladder smooth muscle cell
growth is improved on chemically-treated PLGA and polyurethane (PU) bearing nanostructures [81].

In a considerably different application, nanofabricated polyimide surfaces can be useful for the prepar-
ation of cell spheroids, roughly spherical masses composed of cells and associated ECM that demonstrate
tissue-like morphological and physiological functions. Cell culture on nanostructured fluorinated poly-
imides results in fibroblast cell spheroids with a density comparable to tissue in vivo, fostering interest in
their development for tissue engineering applications [90].

Research in this field demonstrates the importance of nanoscale architecture on cell adhesion, growth,
differentiation, and phenotype expression. Furthermore, it promotes the development of techniques for
producing nanostructured surfaces, which are certain to be an important component in the future of
successful tissue engineering scaffolds.

26.2.3 Self-Assembled Systems

The techniques previously discussed represent approaches based on modifications to materials
already employed in biomedical applications. Conversely, natural tissues consist of hierarchical
organizations of molecules, giving rise to a multitude of nanostructures, microstructures, and
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macrostructures [91]. This has led researchers to explore the so-called “bottom-up” approach of
self-assembling systems, using biological systems as a design base to create biomaterials with improved
properties.

Biomimetic approaches to self-assembly are used to apply surface functionality onto materials to direct
specific cell responses, while also displaying nanostructure resembling natural tissue ECM. Advantages
of this approach include: ease with which functional groups can be incorporated; well-defined structures
and intrinsic stability; and a lack of defects in the surfaces, which reduces nonspecific interactions [63,92].
The two main methods of self-assembly include the formation of self-assembled monolayers (SAMs) on
surfaces and the formation of nano-, micro- and macroscopic structures from natural self-assembly. To
date, the majority of research into SAMs uses molecularly flat surfaces as templates. Multicomponent
SAMs with controllable nanoscale features are attainable with a variety of patterning techniques. (for a

form and the nature of the molecules to be assembled [94], successful biomedical SAM application would
require application to three-dimensional structures and to materials used for medical applications; such
reports are limited [92].

In contrast to two-dimensional self-assembly, self-assembly of three-dimensional structures holds much
promise and is of greater interest for tissue engineering. The challenge in this field remains the design
of molecules that spontaneously self-organize into stable structures with desirable characteristics [95].
Peptides are particularly well suited as they are capable of self-assembly, are sufficiently robust, can confer
biological activity to a surface, and degrade into nontoxic constituents. A particular advantage is that
peptides may be designed to incorporate specific chains and functional groups to confer cell adhesive
properties or cell differentiation signaling abilities to a surface. Several examples of synthetic and natural
peptides demonstrate self-assembling abilities and form favorable structures, with amphiphilic peptides
proving exceptionally useful in this domain [95].

In vitro, self-assembled peptide scaffolds facilitate cell attachment, migration, proliferation, and differ-
entiation for a number of cell lines; cells are also found to produce components of natural ECM [95].
Primary rat neuronal cells project lengthy axons following the contours of a peptide nanofiber scaffold and
form active and functional synapses. Chondrocytes encapsulated in the same scaffold produce components
of natural ECM, including collagen and glycosaminoglycans. As well, liver progenitor cells differentiate
and demonstrate natural enzyme activity. In vivo, these scaffolds promote repair of brain lesions [96]. In
a separate application, an engineered amphiphilic self-assembling peptide forms collagen-like cylindrical
structures that guide HAP crystal formation in orientations and sizes similar to natural bone [97]. Finally,
an interesting combination of self-assembly and cell patterning techniques developed by Auger et al.
employs a cohesive sheet of self-assembled human vascular cells as a template for fibroblast adhesion on
the exterior surface. The interior surface then acts as a scaffold for endothelial cell growth, resulting in the
formation of tissue-engineered blood vessels exhibiting appropriate structural characteristics and in vitro
hemocompatibility [98,99].

26.2.4 Summary

It has long been recognized that the materials and constructs used to replace damaged tissues are vastly
inferior to their natural counterparts. There is little doubt that an ability to induce healing processes
to produce natural tissue would bestow an enormous wealth of medical treatment options. Expanded
understanding of the processes involved in healing and tissue growth processes, provided by progress in
nanobiotechnology and microbiology, has furthered insight into the interactions occurring between cells
and substrates, leading to improved designs that demonstrate promising results for future in vivo tissue
applications. Though nanomedicine has yet to benefit from the true promise held in tissue engineering, it is
clear that further developments in this area, including fabrication processes amenable to three-dimensional
constructs with modifiable bioactivity, possess the potential to provide achievable, application-specific,
tissue engineering methods for medical treatments.

review see Reference 93). Though largely dependent on the functional groups of the surface on which they



© 2006 by Taylor & Francis Group, LLC

Nanomaterials Perspectives and Possibilities in Nanomedicine 26-11

26.3 Diagnostic Imaging and Monitoring

The principles and methods employed in the nanoscale development of materials for therapeutic delivery
systems and tissue engineering serve equally well in the design of imaging and monitoring diagnostics.
Nanoparticles, primarily of inorganic materials such as silica, gold, and silver, serve as imaging aids for a
range of in vitro and in vivo investigations, while tissue engineering methods of controlled biomolecule
immobilization aid in the creation of biosensors to detect a range of proteins, DNA, and pathogenic
compounds. Many of the techniques that now fall within the realm of nanomedicine were originally
developed for other applications, such as the polymerase chain reaction (PCR) used to amplify DNA
samples prior to diagnostic genetic screening [100]. The broad range of nanoscale manipulations used
in diagnostic nanomedicine are highly cross-application tools, rendering difficult the categorization of
such methods as biomolecule detection using nanoparticles for intracellular sensing [101]. The following
division of imaging and diagnostic monitoring tools are intended to simplify these multidisciplinary
applications, though the scope of current studies certainly exceeds these boundaries.

26.3.1 Biophotonics

Imaging techniques have benefited from progress in nanotechnology, with the main advances incorpor-
ating nanoparticles and quantum dots. Although not yet applicable for diagnostic purposes, new optical
techniques are also being designed to improve nanoscale imaging.

26.3.1.1 Nanoparticles in Imaging

Advances in imaging have occurred in conjunction with the development of nanoparticles, which are
used to enhance existing imaging techniques by serving as contrast agents or as markers in various optical
techniques. The myriad of diagnostic imaging techniques currently used includes radiography (x-ray),
magnetic resonance imaging (MRI), computed tomography (CT), positron emission tomography (PET),
and ultrasound. Each of these methods represents an invaluable medical tool permitting diagnosis and
monitoring of numerous conditions, however, each suffers from limitations due to one or more tissues
that are difficult to image. Nanoparticles have been designed to overcome these limitations and to expand
functionality of the techniques.

Radionuclide-encapsulating liposomes are used to prolong the lifetime of positron emitters in the
body for improved diagnostic PET imaging. Liposomal radionuclides are designed to enhance blood
pool imaging and specific tissue observation, with leaky tumor vasculature and subsequent accumulation
making them particularly useful for diagnostic tumor imaging [102]. Radioisotope-carrying polymeric
nanoparticles are similarly used to target bone and bone marrow [35]. As with drug delivery systems,
these particles must be designed to avoid RES clearance and with appropriate molecular markers to allow
accumulation in the target tissue.

Analogous strategies for improved radiography include the use of liposome-encapsulated contrast
enhancers. In soluble form, these contrast enhancers are rapidly cleared from the body and pose some
toxicity risks. In contrast, the nontoxic liposomal iohexol formulation increases residence time to 3 h,
with applications in cardiac imaging and early tumor detection [103]. Similarly, improvements in MRI
imaging result from the use of a gadolinium carrying polyamidoamine dendrimer as a contrast agent. This
nanosized paramagnetic molecule allows noninvasive localization of sentinel lymph nodes and mestastases
in breast cancer patients, which is crucial for treatment design [104].

While nanoparticles provide improved imaging using existing techniques, image resolution remains
limited by the system design. Therefore, nanoparticles are being designed to be used with systems capable
of nanoscale resolution. New optical imaging techniques have emerged as supporting technology enables
more precise imaging and labeling at the nano scale. Fluorescence-based imaging systems are by far the
most popular and most studied systems for cell analysis. These systems, based on bioconjugation of an
optical dye to biological molecules, offer the same resolution as optical microscopy systems, but allow
for precise localization and sensitive quantification of individual biomolecules. However, fluorescent dyes
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suffer from limitations, including potential toxicity, reduced sensitivity compared to radioactivity, and
interference from other molecules.

To improve upon the sensitivity of fluorescent imaging modalities, several methods of signal enhance-
ment are employed in optical systems. Signal enhancement through fluorescence resonance energy transfer
(FRET, also called fluorescence in situ hybridization, or FISH), which results when two fluorescent
molecules are brought into close proximity leading to a change in fluorescence intensity, permits the
intracellular detection of specific sequences in nucleic acids, including mRNA and DNA [105]. Signal
enhancement is also achieved with plasmon–plasmon resonance interactions, which are similar to FRET.
Gold and silver plasmon-resonant particles (PRPs), as well as superparticles consisting of colloidal gold
nanoparticle shells around silica cores, strongly scatter optical light, making them easily visible using
conventional microscopy or surface-enhanced Raman scattering (SERS) [44,106]. Two PRPs in close
proximity produce changes in their plasmon optical resonance, allowing their distinct and bright signals
to be quantified; a single PRP is as bright as ∼5× 106 fluorescein molecules or 105 quantum dots [107].
These are used for highly sensitive detection of antibodies in whole blood, as well as investigations of
intracellular transport pathways [44,106].

26.3.1.2 Nanosensor Probes

Nanoparticles are also used to enhance and exploit fluorescent signals in the form of optical nanosensors.
These sensors, which generally consist of an encapsulated fluorescent detection system, are designed to
take advantage of fluorescent systems while improving their sensing abilities and reducing toxicity [108].
Dendrimers, in particular, allow the colocalization of several chromophores, increasing the signal and
sensitivity to levels provided by less-favorable radioactive tags [109]. Nanosensors are more complex than
simple fluorescent tags, usually consisting of a fluorophore that is activated or quenched by a particular
analyte.

Nanosensors incorporating several different molecules including fluorophores, enzymes, fluoriono-
phores, and associated ionophores, are being designed for the detection of specific analytes, including
intracellular pH, glucose, and potassium [108,110]. These show fast response time, reversible analyte
detection, and high selectivity [111]. For example, quantitative glucose-sensing nanosensors, also called
PEBBLEs, contain glucose oxidase and an oxygen sensitive fluorescent indicator to detect intracellular

molecules, leading to “particle labs” that perform complex tests intracellularly through synergistic reac-
tions. They can be targeted to specific organelles, though they do suffer some cell entry limitations.
Physical cell delivery methods are also viable, including injection and gene gun delivery, though liposomal
and ultrasound-based delivery leads to better cell survival [106,108]. Advances in delivery vehicle design
will also benefit nanosensors, enabling improved cellular entry.

The development and use of nanoparticles for diagnostic imaging is a relatively new endeavor that is
likely to increase, owing to the promising results obtained to date. It can be expected that the development
and use of nanosensors and image enhancers for common diagnostic techniques will predominate in the
coming years.

26.3.1.3 Quantum Dots in Imaging

Although these nanosized devices could technically be included with nanoparticles, their unique properties
place quantum dots (Qdots) in their own category. Qdots are semiconductor nanocrystals (diameter
2 to 10 nm) that exhibit broad excitation spectra and narrow emission spectra in the visible range
[44]. Originally designed for information technology purposes, their application to biophotonic imaging
through conjugation with biomolecules was quickly realized. They demonstrate significant advantages
over classic fluorescent dyes, including size-tuneable emission wavelength, photobleaching resistance,
increased stability, reduced toxicity, and persistent residency in cells [113–115]; as well, simultaneous

glucose levels (Figure 26.3) [112]. The versatility of nanosensors allows encapsulation of a variety of
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FIGURE 26.3 Nanosensors, or “particle labs,” allow complex tests to be performed intracellularly through synergistic
reactions. Intracellular glucose enters the nanosensor (1) and is enzymatically altered in a process that consumes oxygen
(2), causing a reduction in fluorescence from the oxygen-sensitive fluorophore (3).

detection of multiple agents is possible due to their broad excitation and tuneable narrow emission
spectra.

Qdots are used in a number of biological applications, including visualization of DNA hybridization
[116], immunoassays [117], receptor-mediated endocytosis [118], and in vivo cellular imaging [113].
In vitro and in vivo intracellular labeling with Qdots does not interfere with cell viability, growth, or
differentiation over extended periods of time [119], and no signs of systemic toxicity result from intraven-
ous administration [120]. Their persistence in cells makes them amenable for following extended tissue
development, including embryo development [116].

The versatility of Qdots is best demonstrated through the design of multicolour optical coding systems.
Hundreds of thousands of unique Qdots can be created through the encapsulation of combinations of zinc
sulphide-capped cadmium selenide nanocrystals of slightly different sizes in polymeric beads expressing

parallel analysis of biological molecules, such as gene expression studies and medical diagnostics. The use
of Qdots in analysis is expected to replace planar DNA chips due to reduced costs, faster binding kinetics,
and greater flexibility in target selection [121].

Even greater promise for Qdots lies with in vivo application. As with all nanoparticles, these must be
designed with surface coatings to reduce RES clearance and to promote cell-specific targeting; they must
also demonstrate sufficient lifetimes to allow visualization. Amphiphilic poly(acrylic acid) surface coat-
ings allow noninvasive whole body fluorescence imaging of targeted tissues up to 4 months postinjection
[122]. Qdots are used for live imaging of tumors [123], capillaries, skin, and adipose tissue [120]. Further
in vivo application will require Qdots with near infrared (NIR) emission spectra, since transmission of
these wavelengths is possible through tissue [44,113,122]. They may also find application in tracking
of viral particles, drug molecules, and migratory tumor cells in vivo [113]. Qdots may also play a role
in the development of spectroscopic and spectral imaging techniques for molecular analysis of patho-
logic tissue, leading to the identification of “disease fingerprints” and subsequent diagnostic techniques
[124]. As interest and research in Qdots increases, it is likely that the consequential development of new
noninvasive imaging techniques will ensue.

various biomolecules at the surface (Figure 26.4) [121]. This ability makes them ideal for high-throughput
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FIGURE 26.4 The versatility of quantum dots allows preparation of numerous distinctive tags using encapsulated
combinations of uniquely colored dots.

26.3.2 Diagnostic Biosensors

Though the majority of biorecognition techniques incorporate nanoscale manipulations, the majority
of these methods would more classically fall within the domains of analytical chemistry than applied
nanomedicine. However, the increasing sensitivity of these techniques greatly improves their utility as
diagnostic aids and broadens the scope of applied and investigative nanomedicine.

26.3.2.1 Molecular Biointerfaces for Gene and Protein Biorecognition

Biomolecule detectors incorporate a biorecognition device capable of selectively recognizing the analyte of
interest in connection with a signal transducer and a suitable output device. Transduction methods include
a variety of optical (surface plasmon resonance [SPR], fluorescence), electrochemical (voltammetry,
impedance, field effect), mechanical (cantilever, surface probe microscopy), and mass-based systems
(quartz crystal microgravimetry [QCM], mass spectrometry). Selection of the appropriate transduction
system is partially determined by the nature of information sought (quantitative or qualitative), the analyte
(concentration, molecular weight), the sample size, and assay timeline.

The study of genomics promises to unravel the link between specific gene sequences and phenotype.
Consequently, the majority of present diagnostic research focuses on the recognition of specific oligo-
nucleotide (ON) sequences, DNA mutations, and single nucleotide polymorphisms (SNP) in order to
identify predisposition to genetic disorders or the presence of disease. Recognition using any of the above
transduction methods requires the immobilization of biomolecules to a surface to form a biointerface in a
manner similar to the design of tissue engineering scaffolds. However, biosensors not intended for in vivo
implantation avoid biocompatibility requirements and can employ inorganic and metallic substrates.

Common DNA recognition protocols rely on thiolated ONs adhered to gold surfaces as recogni-
tion ligands. Following PCR amplification of DNA to increase assay sensitivity, samples are exposed
to the biointerface with the immobilized ON. While label-free assays are possible [125], the majority
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of hybridization and mutation assays use labels to obtain additional sensitivity through transduction
dependant signal amplification. For example, silver and gold nanoparticles (PRPs) act as reporters for
hybridization monitoring of cystic fibrosis genes by Raman scattering detection of plasmon resonance
[126], and in the quantitative detection of SNPs in breast cancer genes using optical microscopy [127].
Monitoring of plasmon effects has the added advantage of multiple labeling capacity, where particles may
generate different colors to label different sequences.

Nanoparticles are also used for fluorescent transduction methods, with single base mutation detection
using 2.5 nm gold particles as scaffolds for fluorescently labeled ONs [128], or 2 to 100 nm fluorophore-
loaded silica nanoparticles conjugated to unlabeled ONs [129]. For nonoptical transduction, charged
liposomes amplify DNA recognition in electrochemical methods [130]. Recent studies also demonstrate
amplified recognition of DNA hybridization using gold nanoparticles with QCM, which act as secondary
ligands to increase the mass of recognized sequences [131], and provide sub-layers to which the ligand ON
is immobilized [132]. Continuing research has lowered the detection sensitivity of DNA hybridization
events by three to four orders of magnitude in as many years, with current sensitivity in the subfemtomolar
concentration range for fluorescence and QCM-based techniques [129,132]. For the more difficult task of
identifying single base mutations, assays are approximately one order of magnitude less sensitive in terms
of molar concentration [131].

The use of biosensors is not limited to genomic applications and DNA analysis. Proteomics, which seeks
to identify and define the roles played by cellular proteins, has led to improved protein recognition sensors
[133]. Traditional highly sensitive enzyme-linked immunosorbent assays (ELISA) are being replaced with
microarray format protein assays similar to DNA analyses with the goal of increasing knowledge of associ-
ated disease biomarkers, protein functions, and drug target identification. Depending on the transduction
method, detection relies on protein composition (mass spectroscopy), or on the immobilization of a
monoclonal antibody to a biointerface for optical (SPR, fluorescence) [134,135] and mass (QCM)-based
strategies [136,137]. Such methods require the oriented immobilization of a functional protein to allow
correct binding with the target analyte.

To achieve proper antibody immobilization while preventing nonspecific protein adsorption, which
is a particular necessity to maintain assay sensitivity and specificity for serum or unpurified samples,
biointerfaces are designed using principles similar to those used in tissue engineering. The importance of
such nanoscale design factors are clearly demonstrated by the tenfold increase in sensitivity obtained in
one study upon a doubling of the distance at which the antibody was immobilized from the surface [138].
The sensitivity of immobilized ligands to their environment is an additional obstacle with protein arrays as
individual antibodies require unique pH and ionic conditions to maintain functional conformation [139].
Despite the advances in this field, the sensitivity of specific protein biorecognition has yet to experience
the enormous gain in sensitivity found with DNA assays, which benefit from the advantage of sample
amplification.

The array formats popular for both protein and DNA detection are well adapted to genetic screening for
a multitude of illnesses. By using automation to process large numbers of samples, databases generated
from mass samplings are used to correlate genetic presence or susceptibility to illnesses such as breast
cancer [140,141] and bacterial infection [142,143]. The genetic test for cystic fibrosis, which requires
25 genetic traits to be tested, highlights the utility of arrays for both exploratory and diagnostic studies
[144]. Presently, the requirements of such broad analysis limit testing to optical methods. However, the
prohibitive cost of specialized optical analysers, in conjunction with improvements in electrochemical
and QCM sensors, may soon popularize alternative diagnostic techniques. Ideally, these technologies will
soon permit nanomedicine diagnostics to attain current sensitivity limits in a point-of-care device that
requires no sample preparation, amplification, or labeling.

26.3.2.2 Pathogen Recognition

In addition to providing identification of disease susceptibility, advances in DNA hybridization techniques
have greatly enhanced pathogen detection. These improvements permit the diagnosis timeline for sepsis,
a rapidly advancing systemic infection for which timely treatment is critical, to narrow from the 24 to 48 h
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required for culturing methods to 5 to 6 h using PCR amplification methods [145]. Specific pathogenic
nucleotide sequences correlate with a variety of pathogens, allowing detection using biorecognition tech-
niques: the 16S rRNA gene is detectable in a range of gram negative and positive bacteria [146], the mecA
gene is specific for the detection of methicillin resistant staphylococci [147], and the 18S rRNA sequence
is indicative of the fungus Candida albicans [148].

Viral genetic materials are also quantitatively detectable using PCR-amplified fluorescent techniques,
the sensitivity of which is particularly important for measuring HIV loads in patients undergoing retro-
viral therapies that reduce viral loads to below the detection limit of commercial diagnostic methods [149].
Though the majority of pathogen detection relies on PCR amplification followed by electrophoretic or
fluorescent identification, hybridization of viral DNA has recently been reported using alternate transduc-
tion methods. Thiolated ONs immobilized on gold nanoparticles provide a platform for optical Rayleigh
scattering to detect hepatitis B and C viral DNA [150], while ester linkages to immobilize hepatitis B frag-
ments allow for similar detection by voltammetry [151]. Silicon miniaturization technology also presents
future possibilities for point-of-care viral detection using arrayed electrodes for amperometric techniques
[152]. However, the true potential of bacterial and viral recognition techniques will not be achieved until
assays are capable of detecting natural load levels, negating the necessity of PCR amplification, to provide
more rapid and cost effective diagnosis.

26.3.3 Summary

Imaging and biorecognition systems used in diagnostic techniques rely predominantly on biophotonics,
though alternate transduction methods are becoming more prevalent in biorecognition. Both domains
mutually benefit from rapid technological advances, fueled by an enormous research focus in the applic-
ation of nanoparticles for enhanced imaging and DNA recognition techniques. Nanoparticles have been
developed to improve contrast and allow imaging of target tissues using conventional medical diagnostic
equipment, such as PET, MRI, and x-ray. Fluorescence-based nanoparticle systems are also generat-
ing much interest, particularly as nanosensors demonstrate the capability for detecting and quantifying
intracellular processes. Greater interest still stems from advances in quantum dots, which have already
demonstrated superiority over conventional fluorescent tags, and demonstrate a capacity for in vivo live
imaging. Such interest is paralleled in biorecognition techniques, where similar particle-based tagging
and amplification strategies have vaulted hybridization sensitivity to subfemtomolar levels. These tech-
niques expand medical diagnoses to include abilities to genetically screen for disease susceptibility using
microarrays that simultaneously analyse thousands of genes, as well as to detect disease and pathogen pres-
ence through DNA fingerprints. Continued development of nanobiotechnology techniques will increase
the ease with which such diagnostic routines are performed, ensuring that analytical nanomedicine will
prevail in the future of medical diagnostics.

26.4 On the Horizons of Nanomedicine

While the methods discussed represent applied modalities that promise to be implemented within years,
the scope of nanobiotechnology encompasses research which, though currently on the very frontiers of
modern science, present innumerable possibilities for the future of nanomedicine. The prophesied ability
of nanoscale machines, or nanobots, to provide molecular level construction and repair to exterminate
disease and erase genetic defects represents the pinnacle of nanomedicine aspirations. Although the
inherent difficulties in the design and manufacture of such devices raise questions as to their feasibility
[153], research continues to explore nature’s nanomachines and issues crucial to the development of
nanobots. In cells, proteins are nanomachines that act as transporters, actuators, and motors, and are
responsible for meticulous monitoring and repair processes [154,155].

Single molecule analysis can reveal the mechanistic details of protein function, with AFM and FRET
imaging being the favored tools in such investigations. FRET imaging allows observation of biomolecular
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structure and intracellular motion [156,157] while AFM is used to explore molecular forces and energetics,
and can be used to manipulate folding and structure [154]. A recently developed imaging technique, scan-
ning near-field optical microscopy (SNOM), offers visual imaging with nanometre resolution, promising
further developments in this field. Combining AFM and SNOM advances single molecule analysis by
allowing simultaneous nanoscale topographic and fluorescence imaging, making nano-FRET analysis
possible [158].

Through analysis of individual molecules, researchers aim to elucidate the principles of biomolecular
machinery to understand the mechanisms governing gene activation, DNA repair, and motor proteins such
as kinesin and myosin. These biological motors have the capability of precise molecular positioning in the
construction of energetically unfavorable structures. Advances in this field could lead to the exploitation
of nanomotors for molecular assembly; researchers have already begun to envisage the use of kinesin
motors as molecular transporters in nanoscale syntheses [155]. Whether or not these discoveries ultimately
contribute to the future development of nanorobots, the wealth of knowledge generated by single molecule
analyses will undoubtedly expand the boundaries of treatment and diagnosis in nanomedicine.

26.5 Conclusions

The term “nanomedicine” presently incorporates a vast multitude of techniques that are roughly divisible
into categories of therapeutic delivery systems, tissue engineering, and diagnostic imaging and biorecogni-
tion. As discoveries in various fields, such as nanofabrication, proteomics, and biophotonics continue, and
given the enormous funding presently directed towards nanotechnology by government and private sec-
tor investors, this field will undoubtedly proliferate. Ultimately, nanomedicine treatments and diagnostics
must bypass or control the host immune response to fulfill their function over a desired timeline. Though
many of the treatments currently under development have yet to reach their envisioned performance at a
research level, the potential clinical application of such interventions provide sufficient promise to ensure
that nanomedicine does represent the future of medical care.
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Nanomedicine is the medical application of nanotechnology in prevention, diagnostics and treatment of
diseases. In this handbook, the term “Biomedical Nanoengineering” is used to address the engineering
issues in the biomedical applications of nanomaterials and nanodevices. In October 2003, the NIH
announced the NanoMedicine Initiative (NMI) [1]. The NMI envisions, for example, the biomedical
nanodevices or nanosystems to search out and destroy the very first cancer cells of a tumor developing in
the body, the biological nanomachines to remove and replace the cell’s broken part, and the molecule-sized
pumps to deliver life-saving medicines precisely where they are needed in the human body.

Nanomedicine was mentioned in many early publications. For example, in two books [2,3], the
nanomachines were proposed to monitor and repair the damaged cells and the intracellular structures, the
nanorobots equipped with wireless transmitters to circulate in the blood and lymph systems and send out
warnings when chemical imbalances occur or worsen, and at the extreme, these nanosystems to replicate
themselves or correct genetic deficiencies by altering or replacing DNA molecules.

These scenarios may have sounded unbelievable years ago and may sound so even now, but the
rapid, tremendous progress in nanotechnology is promising the formation of the nanomedicine through
development of the biomedical nanoengineering. For example, nanostructures such as functional nano-
particles, dendrimers, fullerenes, carbon nanotubes, and semiconductor nanocrystals including quantum
dots have been exploited for drug delivery, diagnostics, and treatment of diseases at molecular level; the
assembled nanostructured fibrous scaffolds reminiscent of extracellular matrix have been used for mimic
properties of bone; and protein nanotubes based on self-assembly of unique cyclic peptides for novel
antibiotics. While most work is still in the laboratory research, some has found applications. For example,
nanoparticles have been used in commercial products including drug delivery systems and point of care
diagnostics.

27-1
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Tremendous medical benefits for healthcare from nanotechnology have been repeatedly described in
many publications and media reports. Continued nanotechnology research in biomedicine is bringing up
as much challenge as opportunities if it is never the less. Nanomedicine is a multidisciplinary field that
needs the integrated teamwork and mutual understanding from professionals and public in the areas of
medicine, biology, chemistry, physics, materials science, engineering, healthcare, law, and government.

Biomedical nanoengineering is a very broad yet deep multidisciplinary field, and cannot be fully covered
in this chapter. This chapter is only to offer a basic understanding of this emerging field for the professionals
and public with different backgrounds. It will mainly discuss biologically functional nanomaterials such
as dendrimers, single crystal nanoparticles and nanowires, and fullerenes and carbon nanotubes, and their
biomedical applications mainly in the prevention, diagnostics, and treatment of diseases.

27.1 Nanomaterials and Nanodevices

The NIH defines nanotechnology as “the creation of functional materials, devices and systems through
control of matters at the scale of 1 to 100 nanometers, and exploitation of novel properties and phenomena
at the same scale.” Nanomaterials can be simply defined to have three features: 1 to 100 nm in one
dimension, functional in applications, and producible in manufacturing. They have to be biologically
engineered for biomedical applications.

Living systems are built upon from molecular materials or nanostructures such as nucleic acids (DNA
and RNA) and protein. They are 2 and 5 to 50 nm wide, respectively. They can be produced from the
self-assembly or self-organization processes in the living system itself or by chemical synthesis. DNA or
RNA and associated enzymes and proteins or lipids can be self-assembled into 75 to 100 nm wide viruses.
They can be further assembled into bacteria. Bacteria are 1 to 10 µm in size, with thin, rubbery cell
membrane surrounding the fluid (cytoplasm) and all genetic information needed to make copies of its
own DNA. Viruses and bacteria cause many diseases. A white blood cell is about 10 µm big whereas all
materials internalized by cells are smaller than 100 nm.

For example, a single wall carbon nanotube is as wide as a double strand DNA; dendrimers and nano-
particles can be made similar to the sizes of proteins or viruses; and fullerene may present the smallest
molecular nanostructures. These nanostructures have significantly different properties from bulk or
microstructures and they are especially suitable for biomedical applications. For example,

• Nanoscale single crystal or ordered structures are stronger; lighter, less corrosive, yet cause less
damage to cells or tissues
• High specific surface allows to load the recognition molecules and drugs, enter the cells, and seek

out specific nucleic acids and proteins or other molecular marks
• Quantum confinement at nanoscale makes them more electrically conductive, superparamagnetic,

and tunable optical emission for control of drug delivery and sensing at intra- and extracellular
level through external light, magnetic or electric field
• Electricity or heat generated by external light, magnetic field, or electric field can destroy sick cells

locally while leaving neighboring healthy cells intact, etc

The nanomaterials shown in Figure 27.1 are commercially available now. The biological functionaliza-
tion to load drugs or recognition molecules chemically or physically is the critical step in their biomedical
applications. A brief introduction to these nanomaterials and their properties and biomedical application

27.1.1 Fullerenes and Carbon Nanotubes

Fullerenes (C60 and C70) were discovered in 1985 by Smalley, Curl, and Kroto, which won the 1997
Nobel Prize in Chemistry [4]. Fullerenes are roughly spherical in shape and approximately 1 nm big.

The size domain of nanomaterials is similar to that of the biological structures, as shown in Figure 27.1.

is presented in Figure 27.2.
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Water Sugar DNA Protein Virus Bacterium Cell Hair

Atom

1 Å 1 nm 10 nm 100 nm 1 mm 10 mm 100 mm

2000           1985         1972       Year
0.18 mm      1.5 mm     10 mm       Transistor size
42 million    275,000    3,500      Transistor number
1,500 MHz  33 MHz    0.2 MHz   Speed
Pentium4    80386       8008        Computer

Silicon transistors,
integrated circuit and computer

by Dr.Jie Han, 1992

Fullerene, nanotube, dendrimer,
nanoparticle, nanowire

FIGURE 27.1

Fullerenes, C60, 0.7 nm, functional drug carrier with linked
antibodies or other targeting agents on the surface carbon
atoms, and implanted medical devices

Dendrimers (5–50 nm), branched structure allows to link
labels, probes, and drugs individually for drug carrier,
implanted sensors, and medical devices

Nanoparticles (<100 nm, inorganic or organic) for implanted
materials, nanoshells, and nanoemulsions for drug delivery;
quantum dots (<8 nm) and magnetic nanoparticles for labeling
in diagnostics and implanted sensors and medical devices

Carbon nanotubes (1 nm for single wall and 10–100 nm for multi
wall), one dimensional Fullerene nanoelectrode arrays for in
vitro, in vivo, and implanted sensors and medical devices;
capable for diagnostic handheld systems for multiplexing without
need of labeling and PCR

Single crystal nanowires (5–100 nm), one-dimensional
nanoparticels (magnetic, electrical, and optical), capable of doing
what nanoparticles and carbon nanotubes can do

FIGURE 27.2

A carbon atom sits at each vertex of a buckyball, bonding with three of its neighbors. The strained
sp2 configuration allows to be chemically or biologically modified with small or large molecules for the
biomedical applications. Fullerenes are transparent over a wide spectral range extending from the mid-
infrared throughout the visible. They possess a high thermal and oxidative stability compared to many
other organic materials, and they are extremely resilient and relatively impervious to damage. They do
not react with corrosive compounds and are capable of absorbing and releasing electrons without being
harmed or without changing. Fullerenes are mainly used for drug delivery and implanted sensing and

(See color insert following page 20-14.) Nano and microscale materials, devices, and systems.

(See color insert.) Biologically functional nanomaterials and biomedical applications.
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treatment devices. They allow active pharmacopheres to be grafted to its surface in three-dimensional
orientations for precise control in matching biological targets, in entrapping atoms within the fullerene
cage, and for attaching fullerene derivatives to targeting agents.

Carbon nanotubes (CNT) are one-dimensional fullerenes with a cylinder shape, discovered by Sumio
Iijima in 1992 [4]. These cylinders can be closed or open in the ends, having single or multiple walls, can be
metallic or semiconducting, tens of nanometers to tens of micrometers long. They are about 1 nm wide
for single wall structures and 5 to 100 nm wide for multiwall structures. While retaining the properties of
the fullerenes, the one-dimensional extension and the quantum confinement in the circumference make
nanotubes intrinsically high electrical and thermal conductive, mechanically strong, but very gentle to
biological structures. Therefore, carbon nanotubes can be made stand-alone functional devices such as
probe tips for biological images and chemical force detection, and vertically aligned nanoelectrode arrays
for diagnostics and implanted medical sensing and treatment devices. The chemical functionalization
is relatively easier in the open end than in the sidewall or closed ends.

27.1.2 Dendrimer

Dendrimer, discovered by Don Tomalia in 1992 [5], is precisely constructed molecules built on the
nanoscale in a multistep process through up to ten generations (5 to 50 nm). Each step doubles the
complexity at the branching end. Drugs and recognition molecules can be attached to their ends or placed
inside cavities within them. Dendrimers are versatile, with discrete numbers and high local densities of
surface functionalities in one molecule, very attractive for biomedical applications, especially in cancer
therapy. The dendritic multifunctional platform is ideal to combine various functions like imaging,
targeting, and drug transfer into cell.

27.1.2.1 Nanoparticles and Nanowires

Nanoparticles might be the earliest nanomaterials [6,7]. Their research and applications started at least
two decade ago. They can be made of almost all known materials whereas the biomedical applications
have been mainly highlighted for organic and several types of inorganic nanoparticles.

• Polymer nanoparticles have been widely used for drug delivery and implantable materials. They
can be made into nanoshells for drug encapsulation, and hydrophilic and hydrophobic for the
expected biocompatibility. Their diameter ranges from 10 to 100 nm. The first nanoparticles were
reported in 1976 with protein molecules entrapped inside 80 nm hydrophilic polymers.
• Magnetic nanoparticles can be made from most of the bulk magnetic materials such as cobalt,

iron, and nickle, and their alloys, ferrite, nitride, or oxide, etc. The superparamagnetic properties
of smaller nanoparticles (<10 nm) can provide control for drug delivery, implanted sensing, and
heating treatment to destroy sick cells through external electromagnetic field.
• Quantum dot nanoparticles can be made of the semiconductors and metals when the particle size is

less than 8 nm. They are capable of confining a single electron, or a few, and in which the electrons
occupy discrete energy states just as they would in an atom (quantum dots have been called artificial
atoms). These particles show optical gain and stimulated emission at room temperature. They are
suitable for biological markers, drug delivery, and implanted sensing and heating devices through
external lighting.

27.1.2.1.1 Single crystal nanowires
Single crystal nanowires (SNW) are one-dimensional single crystal nanoparticles like fullerenes vs. carbon
nanotubes. While retaining the properties of nanoparticles, SNW have been made into functional devices
such as transistors, nanoelectrode arrays, and probes for biological sensing. Depending on the materials
type and diameter, SWN and devices can be made electrically, optically, or magnetically functional.

Nanomaterials and nanodevices can be fabricated basically using two approaches. Bottom-up approach
builds up devices or systems from atoms or molecules through chemical synthesis, self-assembly, or self-
organization processes. This has been a natural way in life science to build up viruses, bacteria, cells, and
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living systems from molecular materials such as DNA and proteins. Top-down approach works from bulky
materials through machining, etching, and lithography processes. There has been a drive in semiconductor
industry to make faster and more powerful computers by scaling down silicon transistor devices from

discuss the bottom-up nanomaterials and nanodevices.
The scaling in top-down approaches is reaching the limit or so-called 100 nm barriers beyond which

the previous working principle and optical lithography may no longer work or may work at an extremely
high cost. On the other hand, the 100 nm is also a scale boundary in biotechnology and medicine
between cellular or larger scale and molecular scale (DNA and protein level). Thus we can understand
why nanotechnology defines the scale below 100 nm.

The impact of the semiconductor technology is felt far beyond laptop and desktop computers, account
for personal electronics, telecommunications, medical devices, automotive, almost every aspect of our
daily life, all reaping healthy benefits from the increasing power of semiconductor chips. It has enabled the
Micro-Electrical-Mechanical-Systems (MEMS), microfluidics, DNA microarrays or gene chips, protein
chips, and all kinds of micromedical devices. These technologies will be further brought down to nanoscale
by using the bottom-up biologically functional nanomaterials.

Nanomaterials offer many unique, novel features in biomedical applications, which other scale materials
and technologies may not reach. For example,

Intracellular delivery capability: The size of virus, bacterium, and cell is about approximately 100 nm, 1
and 10 µm or larger, respectively (which, interestingly, corresponds to the feature size of transistors in
2003, 1985, and 1972) as shown in Figure 27.1. The biologically functional nanostructures with the size of
less than 100 nm can enter cells and the organelles inside them to interact with DNA and proteins or stick
on the surface of specific cells or organelles. This enables earliest prevention and treatment of diseases.
For example, detection of cancer at early stages is a critical step in improving cancer treatment. Currently,
detection and diagnosis of cancer usually depend on changes in cells and tissues that are detected by a
doctor’s physical touch or imaging expertise. In many cases, it was too late to treat when it was diagnosed
at microscale cellular or larger image scale level. The best way is to detect the earliest molecular changes,
long before a physical exam or imaging technology is effective or even tumor is formed.

PCR- and label-free detection capability: Nanomaterials can readily be chemically attached with specific
probes such as cDNA and antibody, which can seek out specific target DNA, RNA, or proteins for dia-
gnostics and treatment. For example, a specific tag can be attached onto the nanotube ends to look for
the specific mutations that are responsible for the diseases of interest. Nanoparticles or dendrimers can
be attached with cDNA for gene expression analysis.Conventionally, gene expression analysis or mutation
detection has to the carried out after or during the tedious sample amplification and optical labeling.
However, the utilization of nanodevices as biosensor can get rid of these tedious laboratory steps for the
sample preparations. For example, the carbon nanotube electrodes attached with DNA probes have been
developed for label- and PCR-free detection for DNA samples.

Drug- and surgery-free intracellular treatment capability: The detection or diagnosis is carried out with
optical, magnetic, and electrical response of the nanodevices to the interaction or binding. In addition, the
treatment can also be carried out using the magnetic, optical, or electrical properties of nanostructures.
For example, heat generated by the light absorbing, electrical thermal emission, and magnetic thermal
generation can kill tumors cells while leaving neighboring cells intact.

In the following section, we will briefly introduce the biomedical applications associated with these
unique features.

27.2 Biomedical Applications

Biomedical applications of nanotechnology or nanomedicine have been reviewed by the nanotechnology

10 µm in 1972 to about 0.1 µm or 90 nm in 2004, as shown in Figure 27.1. In this chapter, we mainly

alliance in Canada [8] and classified into the following category, as summarized in Table 27.1. In this
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TABLE 27.1 Nanomedicine Taxonomy

Biopharmaceutics
Drug delivery

Drug encapsulation
Functional drug carriers

Drug discovery

Implantable materials
Tissue repair and replacement

Implant coatings
Tissue regeneration scaffolds

Structural implant materials
Bone repair
Bioresorbable materials
Smart materials

Implantable devices
Assessment and treatment devices

Implantable sensors
Implantable medical devices

Sensory aids
Retina implants
Cochlear implants

Surgical aids
Operating tools

Smart instruments
Surgical robots

Diagnostic tools
Genetic testing

Ultrasensitive labeling and detection technologies
High throughput arrays and multiple analyses

Imaging
Nanoparticle labels
Imaging devices

chapter, we will only briefly introduce some of the applications listed in Table 27.1, which we believe
will illustrate the unique features of nanomaterials and nanodevices in biomedical applications that
conventional technologies may not reach. In addition, we will discuss these applications based on the
prevention, diagnostics, and treatment of diseases. The nanomedicine and biomedical nanoengineering
are only emerging, much information has been only appearing in the conferences, and not much from

27.2.1 Prevention

The best health care or medicine is the preventive medicine. Common diseases to many people include
diverticuiitis, kidney failure, dialysis, gallstones, diabetes, osteoporosis, hypertension, coronary artery
disease, stroke, aging, and numerous cancers. Virtually all our major diseases are associated with the
consumption of (1) smoke and pollutants through the respiratory system, (2) alcohol, colas, and caffeine,
and (3) an abundance of fats, animal proteins, and sweets, and the neglect of exercise. In addition to air
cleaning, exercise, and vegetarian program, nutritional approaches for personal care including skincare will
be the best for multiple diseases prevention. Although it has not been greatly addressed in publications, the
author believes that nanomaterials are promising the most effective preventive medicines. This is because
of the intracellular delivery features of the nanomaterials.

Infection control is very important in the prevention of diseases. Conventional disinfectants for infec-
tion control have not been safe enough in applications. Nanoengineered delivery system technology is now

referred journals. Therefore, the references in this chapter are mainly from the Internet and Reference 8.
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offering a solution. For example, scientists at the University of Michigan and EnviroSystems, Inc. located
in northern California have independently demonstrated safe and effective use of nanoemulsions as anti-
microbial solutions. Nanoemulsions, which are suspensions of nanoparticles in water, have the emergent
property of killing bacteria and inactivating enveloped viruses. EnviroSystems developed a nanoemul-
sion as a targeted delivery device for the biocide PCMX. This PCMX-loaded nanoemulsion has a broad
spectrum of activity against bacteria including TB, both enveloped and nonenveloped viruses, and fungi.
Because the nanoemulsion is targeted, it has no toxicity to higher animal cells. Other respective bene-
fits of the new nanoemulsion disinfectants are contributions to institutional productivity. For example,
because nanoemulsion disinfectants are not considered hazardous materials, they do not require any
special compliance with the Occupational Safety and Health Administration (OSHA), the EPA, or local
water systems. Many of the widely used disinfectants have been implicated in occupational dermatitis
and respiratory illness. A reduction in the hazardous waste stream also contributes to a healthier local
environment.

Another example of application in the marketplace is skincare products using nanoparticles [11].
Nanoparticles encapsulating different agents of cosmetic and pharmaceutical interest have been developed
for novel skincare applications. The nanoparticles were found to show unique additional physical proper-
ties and offer new application possibilities that conventional technology cannot reach. The nanoparticles
were also found to be very stable and have a high affinity to the stratum corneum. In addition, nanoparticle
delivery systems have been developed to target the vesicles to hair and for that purpose they have dotted
the nanoparticle shell with cationic molecules thus producing a positively charged surface.

Nanoparticles in skincare products include various types of delivery systems and can be subdivided
on the basis of the encapsulating membrane structure into liposomes, nanoemulsions, nanosomes, and
nanotopes. They can carry many actives to penetrate into skin quickly and into intracellular structures
while conventional skincare products usually do not penetrate the skin and release the active by diffusion
or by capsule destruction. Nanoparticles also bring up many other new applications. For example, skin
whitening or lightening is a more recent application in which actives carried by nanoparticles penetrate
beyond the skin barrier, and more active reaches the necessary site of action in the skin, resulting in
improved performance.

In addition to novel drug delivery systems, biomedical nanoengineering also offers new approaches for
the earlier detection of diseases or pathogens. This is also very important for the purpose of screening or
diagnostics testing in the preventive medicine as well as treatment, as introduced below.

27.2.2 Diagnostics

Nanoparticles especially gold nanoparticles have been used for diagnostics applications. For example,
Quantum Dot Corp. uses quantum dots to detect biological material [11]. Because their color can
be tailored by changing the size of the dot, the potential for multiple colors increases the number of
biological molecules that can be tracked simultaneously. In addition, quantum dots do not fade when
exposed to ultraviolet light and the stability of their fluorescence allows longer periods of observation.
These technologies are expected to be more sensitive than fluorescent dyes and could more effectively
detect low abundance and low-level expressioning genes. They may also make use of smaller and less
expensive equipment to light and detect the samples. Without the need for gene amplification, they can
also provide results in less time.

In addition to optical detection approaches, new effort has been made in electrical detection. Chad
Mirkin and Nanosphere Company [12] use gold nanoparticle probes coated with a string of nucleotides
that complement one end of a target sequence in the sample. Another set of nucleotides, complementing
the other end, is attached to a surface between two electrodes. If the target sequence is present, it anchors the
nanoprobes to the surface like little balloons, and when treated with a silver solution, they create a bridge
between the electrodes and produce a current. Nanotechnology group at NASA Ames Research Center
has developed carbon nanotube electrodes with attached DNA probes for DNA diagnostics applications
[13]. They claim their technology can detect 1000 DNA molecules and therefore does not need the sample
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amplification methods such as PCR. In addition, they use nanoelectrodes for guanine oxidation in the
DNA sample and therefore do not need any sample labeling.

Nanomaterials also offer new biomedical imaging that provides high quality not possible with current
technologies, along with new methods of treatment. Researchers at the University of Michigan [14] are
developing magnetic nanoparticles attached to a cancer antibody and a dye that is highly visible on an
MRI. When these nanoparticles latch onto cancer cells, the cancer cells will be detected on the MRI and
then destroyed by laser or low dosage killing agents that attack only the diseased cells. Another group
at Washington University [15] is using nanoparticles to attract to proteins emitted from newly forming
capillaries that deliver blood to solid tumors. The nanoparticles circulate through the bloodstream and
attach to blood vessels containing their complementary protein. Once attached, chemotherapy is released
into the capillary membrane. The nanoparticles traveling in the bloodstream would be able to locate
additional cancer sites that may have spread to other parts of the body.

Miniature wireless nanodevices are being developed for providing high quality images not possible
with traditional devices. Given Imaging has developed a pill containing a miniature video system. When
the pill is swallowed, it moves through the digestive system and takes pictures every few seconds. The
entire digestive system can be assessed for tumors, bleeding, and diseases in areas not accessible with
colonoscopies and endoscopies. A company, MediRad is trying to develop a miniature x-ray device that
can be inserted into the body. They are attempting to make carbon nanotubes into a needle shaped
cathode. The cathode would generate electron emissions to create extremely small x-ray doses directly at
a target area without damaging surrounding normal tissue.

Implantable or wearable nanosensors are being developed for providing continuous and extremely
accurate medical information, incorporated with complementary microprocessors to diagnose disease,
transmit information, and administer treatment automatically if required. For examples, researchers at
Texas A&M and Penn State use polyethylene glycol beads coated with fluorescent molecules to monitor
diabetes blood sugar levels. The beads are injected under the skin and stay in the interstitial fluid. When
glucose in the interstitial fluid drops to dangerous levels, glucose displaces the fluorescent molecules and
creates a glow. This glow is seen on a tattoo placed on the arm.

Researchers at the University of Michigan [16] are using dendrimers attached with fluorescent tags to
sense premalignant and cancerous changes inside living cells. The dendrimers are administered trans-
dermally and pass through membranes into white blood cells to detect early signs of biochemical changes
from radiation or infection. Radiation changes the flow of calcium ions within the white blood cells
and eventually triggers apoptosis, or programmed cell death (PCD) due to the radiation or infection.
The fluorescent tags attached to the dendrimers will glow in the presence of the death cells when passed
through a retinal scanning device using a laser capable of detecting the fluorescence.

27.2.3 Treatment

Biomedical nanoengineering is showing great potentials in drug delivery nanosystems and biomedical
nanodevices for safe and effective treatment.

For example, Advectus Life Sciences is developing a nanoparticle-based drug delivery system for the
treatment of brain tumors. The antitumor drug doxorubicin is adhered to a Poly ButylCyano Acrylate
(PBCA) nanoparticle and coated with polysorbate 80. The drug is injected intravenously and circulates
through the blood stream. The polysorbate 80 attracts plasma apolipoproteins and is used by the blood
stream to carry lipids. This is to create a camouflage effect similar to LDL cholesterol, allowing the drug
to pass the blood–brain barrier. Neurotech company is developing a nanoencapsulated cell therapy to
treat eye diseases. It uses a semipermeable membrane to encapsulate cells, which also permits therapeutic
agents produced by the cells to diffuse through the membrane. The membrane isolates the cells from the
local environment and minimizes immune rejection. The encapsulated cells are administered by a device
implanted in the eye to permit the continuous release of therapeutic molecules from living cells. This
avoids direct injections into the eye, which may not be practical for regular administrations.
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C Sixty [17] is developing fullerene-based drug delivery platforms, which link fullerenes with antibodies
and other targeting agents. Their drug delivery systems include fullerene-decorated chemotherapeutic
constructs, fullerene-radiopharmaceuticals, and fullerene-based liposome systems for the delivery of
single drug loads or multiple drug cocktails. Employing rational drug design, C Sixty has produced several
drug candidates using its fullerene platform technology in the areas of HIV/AIDS, neuro-degenerative
disorders, and cancer. Nanospectra Company is developing an interesting drug delivery nanosystem in
which a gold exterior layer covers interior layers of silica and drugs. This nanoshell structure can be made
to absorb light energy and then convert it to heat. As a result, when nanoshells are placed next to a target
area such as tumor cell, they can release tumor-specific antibodies when infrared light is administered.

Perhaps the most exciting biomedical nanoengineering research is implantable nanodevices that can
integrate sensing, monitoring, and treatment functionalities together. For example, researchers at Aalborg
University in Denmark are applying nanostructures to the electrode surfaces to improve biocompatibility
and acceptance in the neural/muscle tissue. When placed within a cell membrane, the nanostructures
form a bioelectric interface with the neuron or muscle cell that enables the intracellular potential of
the cell to be observed and manipulated. They are further using nanostructures to activate denervated
muscles caused by injuries to the lower motor neurons located in the spinal cord. This can result from
traumatic spinal cord injury, strokes in the spinal cord, repeated vertebral subluxation, brachial plexus
injuries, and peripheral myopathies such as polio, which destroys the nerve cells controlling muscle (i.e.,
denervated muscle). Similar nanodevices can be also used to restore lost vision and hearing functions. The
devices collect and transform data into precise electrical signals that are delivered directly to the human
nervous system. Degenerative diseases of the retina, such as retinitis pigmentosa or age related macular
degeneration, decrease night vision and can progress to diminishing peripheral vision and blindness.
These retinal diseases may lead to blindness due to a progressive loss of photoreceptors (rods and cones),
the light sensitive cells of the eye.

Retinal implants are being developed to restore vision by electrically stimulating functional neurons
in the retina. One approach being developed by various groups including a project at Argonne National
Laboratory is an artificial retina implanted in the back of the retina. The artificial retina uses a miniature
video camera attached to a blind person’s eyeglasses to capture visual signals. The signals are processed
by a microcomputer worn on the belt and transmitted to an array of electrodes placed in the eye. The
array stimulates optical nerves, which then carry a signal to the brain. Optobionics Company makes use
of a subretinal implant designed to replace photoreceptors in the retina. The visual system is activated
when the membrane potential of overlying neurons is altered by current generated by the implant in
response to light stimulation. The implant makes use of a microelectrode array powered by as many as
3500 microscopic solar cells.

A new generation of smaller and more powerful cochlear implants is intended to be more precise and
offer greater sound quality. An implanted transducer is pressure-fitted onto the incus bone in the inner
ear. The transducer causes the bones to vibrate and move the fluid in the inner ear, which stimulates the
auditory nerve. An array at the tip of the device makes use of up to 128 electrodes, which is five times
higher than current devices. The higher number of electrodes provides more precision about where and
how nerve fibers are stimulated. This can simulate a fuller range of sounds. The implant is connected to a
small microprocessor and a microphone, which are built into a wearable device that clips behind the ear.
This captures and translates sounds into electric pulses which are sent down a connecting wire through a
tiny hole made in the middle ear. Implant electrodes are continuously decreasing in size and in time could
enter the nanoscale. The nanotechnology group at NASA Ames Research Center is developing the carbon
nanotube electrode arrays for this purpose [13].

27.3 Conclusion

Biomedical nanoengineering is an offshoot of biomedical engineering at nanoscale. It will be further
defined, as the engineering issues at nanoscale in a biological system are being addressed during the
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application, research, and practice of nanotechnology to biomedicine. This chapter is intended for
researchers to pay attention to many engineering issues in nanomedicine research.

For example, many engineering issues have not been addressed. They include fluid mechanics, dif-
fusions, interactions, and self-assembling of nanomaterials and nanodevices in inter- and intracellular
structures. Others to be studied include the characterization for the exact quantities and variations,
location, timescales, interactions, affinities, force generation, flexibility, and internal motion of the nano-
materials and nanodevices. These engineering studies will help identify and define the design principles
and operational parameters of nanodevices.

Biocomaptibility is another important issue to be addressed. The electrically, magnetically functional
carbon nanotubes, inorganic nanoparticles and nanowires present the most existing nanomaterials, but
may suffer from the poor biocompatibility. If so, can these materials be modified while retaining the
expected properties or new nanomaterials be developed to be used in vivo?

It surely takes great effort and time to answer these and many other questions for nanomedicine practice.
NIH Roadmap’s Nanomedicine initiative anticipates Nanomedicine will yield medical benefits as early as
10 years from now.
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28.1 Physiogenomics and Nanotechnology

28.1.1 Introduction

A revolution in our understanding of human health and disease has been launched by the sequencing of
a prototypical human genome. To a large degree, this achievement represents the pinnacle of reductionist
scientific thought, as having all genes dissected one could in principle allow reconstitution of the organism.
In contrast, the classical discipline of physiology has been dealing with systems from its very outset.
Although clinically extraordinarily relevant, physiology remained an engineering embodiment of scientific

28-1
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thought distant from the molecular basis of function. Physiogenomics bridges the gap between the systems
approach and the reductionist approach by using human variability in physiological process, either in
health or disease, to drive their understanding at the genome level. Physiogenomics is particularly relevant
to the phenotypes of complex diseases and the clustering of phenotypes into domains according to
measurement technique, ranging from functional imaging and clinical scales to protein serology and gene
expression.

Nanotechnology probes can serve as ultrasensitive reporters of dynamic cellular phenomena and protein
interactions, allowing precise physiological phenotypes to be coupled to genomics, the new discipline
of physiogenomics. Nanotechnologies allow delivery of nutrients, supplements, and growth factors in
localized and compartmentalized cellular environments. Nanotechnology allows veering into cellular
function with materials and constructs of the same scale as biological organelles and even macromolecules.
With the level of specificity and individualization achievable with nanotechnology, the emerging paradigm
is “genomically guided nanotechnology.” The coupling of physiogenomics and nanotechnology provides
key underpinnings to personalized health preservation as well as disease management and treatment
[Ruano, 2004].

Although single gene effects are the basis of “genetic diseases,” partial penetrance is the rule in common
clinical care. The pathways of physiology in personalized medicine are multigenetic, as they rely on
networks of genes and not on single receptors and enzymes. With the advent of gene nanotechnology-based
arrays, parallel processing of gene variability is practically possible at the level of physiological systems.

The concept of “average response” and “deviation from the mean” are ingrained in biomedical science.
Learning from variability in response, and translating that into predictive diagnostics for personalized
medicine is the challenge confronting physiogenomics and nanotechnology. Positioning each individual
along a continuum of response to environmental inputs is the goal of array technology. There is a major
need to couple the engineering advances in highly parallel genomic screens with statistical tools to derive
valid information from pattern recognizing algorithms. The practical consequence is that by learning
from variability, and not depending on means and standard deviations, we can expect reduced sample
sizes in clinical studies, and most importantly the ability to discover the markers and implement them in
practice for prototyping and clinical validation. In this chapter, we introduce physiogenomics theory and
application through nanotechnology capabilities for the understanding of disease etiology and treatment
and for the advancement of personalized medicine.

28.1.2 Fundamentals of Physiogenomics

Physiogenomics utilizes an integrated approach composed of genotypes and phenotypes and a pop-
ulation approach deriving signals from functional variability among individuals. In physiogenomics,
genotype markers of gene variation or “alleles” (single nucleotide polymorphisms [SNPs], haplo-
types,insertions/deletions) are analyzed to discover statistical associations to physiological characteristics
(phenotypes). The phenotypes are measured in populations of individuals either at baseline or after they
have been similarly exposed or challenged to environmental triggers. These environmental interactions
span the gamut from exercise and diet to drugs and toxins, and from extremes of temperature, pressure,
and altitude to radiation. In the case of complex diseases we are likely to find both baseline characteristics
and response phenotypes to as yet undetermined environmental triggers. Variability in a genomic marker
among individuals that tracks with the variability in physiological characteristics establishes associations

Physiogenomics integrates the engineering systems approach with molecular probes stemming from
genomic markers available from nanotechnologies that have altered the face of life sciences research.
Physiogenomics is a biomedical application of sensitivity analysis, an engineering discipline concerned
with how variation in the input of a system leads to changes in output quantities [Saltelli et al.,
2000]. Physiogenomics marks the entry of genomics into systems biology, and requires novel analyt-
ical platforms to integrate the data and derive the most robust associations. Once physiological systems
are under scrutiny, the industrial tools of high-throughput genomics do not suffice, as fundamental

and mechanistic links with specific genes (Figure 28.1).
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FIGURE 28.1
of phenotype variability. An associated gene marker is one whose frequency in the cohort tracks with the variability
in physiological responses. A neutral marker is one whose frequency is unchanged along the spectrum of response in
the cohort.

processes such as signal amplification, functional reserve, and feedback loops of homeostasis must be
incorporated. Physiogenomics comprises marker discovery and model building. We will describe each of
these interrelated components in a generalized fashion.

28.1.3 Physiotype Models

We term the diagnostic models derived from physiogenomic diagnostics as “physiotypes.” Physiotypes
have several unique features. Physiotypes are predictive models incorporating genotypes from various
genes and any covariates (e.g., baseline levels). Physiotypes are thus multigenetic in nature, and also
include clinical information routinely gathered in medical care. Physiotypes harness the combined power
of genotypes (“nature”) and phenotypes (“nurture”) to predict drug responses and the responses to
other environmental challenges. Physiotypes are multimodular, and each individual module is derived
from whether a significant association is found by univariate testing of the respective end point. The
overall operational features of physiotypes are specificity and sensitivity each of 80% or more. While each
component has individual characteristics, physiotypes reflect combined features of the various modules.
Physiotypes provide answers to clinical management questions with high reliability and impact and can
be used to address issues such as the risk of side effects from a medication.

Various specific genetic features of physiotypes are attractive for studying environmental interactions
in prevention and treatment of disease. The genotype component does not change and is not confounded
with environment. Some genotypes associated with a phenotype can become a surrogate marker for the
actual measurement of the phenotype. This capability may be particularly useful when measurement
of the phenotype is difficult, expensive, or confounded by environmental conditions. Most importantly,
genotyping technologies are rapidly decreasing in cost and are becoming increasingly automated. To this
end, multiple genotypes from different genes coding for proteins in interacting pathways allow sampling
the genetic variability in entire physiological networks quite economically.

Physiogenomics requires the highly multiplexed parallel processing capabilities available from nan-
otechnology. At Genomas we have employed automated, high-throughput genotype analysis with
state-of-the-art fiber optic systems [Gunderson et al., 2004]. The genotyping analysis has an initial capa-
city of 300,000 SNPs per day and a multiplexing capability of 1,500 SNPs from each genomic DNA
sample. Our approach is to analyze each gene for variation at the SNP and haplotype level [Stephens et al.,
2001]. SNPs are available in the public domain from the National Center for Biotechnology Information

some locus of the gene, and validated as highly heterozygous in various populations by the International
Haplotype Map Consortium [2003]. Genomas also has access to Illumina’s “SNP Knowledge Resource,” a
large, rapidly expanding SNP database of currently more than 1,000,000 high-confidence, mapped, and
annotated SNP markers.

(http://www.ncbi.nlm.nih.gov/SNP), and most have been confirmed for physical location in the chromo-

(See color insert following page 20-14.) Physiogenomic analysis of gene marker frequency as a function

http://www.ncbi.nlm.nih.gov
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28.2 Physiogenomic Marker Discovery

28.2.1 Association Screening

The purpose in association screening is to identify any of a large set of genetic markers (SNPs, haplo-
types) and physiological characteristics that have an influence on the disease status of the patient, or the
progression to disease. A single association test will proceed initially according to accepted multivari-
ate methods in epidemiology [Holford, 2002]. The objective of the statistical analysis is to find a set of
physiogenomic factors that together provide a way of predicting the outcome of interest. The association
of an individual factor with the outcome may not have sufficient discrimination ability to provide the
necessary sensitivity and specificity, but by combining the effect of several such factors this objective may
be achieved.

The purpose of the analysis at first is to identify significant covariates among demographic data and the
other phenotypes and delineate correlated phenotypes by principal component analysis. Covariates are
determined by generating a covariance matrix for all markers and selecting each significantly correlated
markers for use as a covariate in the association test of each marker. Serological markers and baseline
outcomes are tested using linear regression.

Next in the analysis is performing unadjusted association tests between genotypes and linear regression
for serum levels and baselines. Tests will be performed on each marker, and markers that clear a significance
threshold of p < .05 are selected for permutation testing.

28.2.2 Physiogenomic Control and Negative Results

Each gene not associated with a particular outcome effectively serves as a negative control, and demon-
strates neutral segregation of nonrelated markers. The negative controls altogether constitute a “genomic
control” for the positive associations where segregation of alleles tracks segregation of outcomes by
requiring the representation of the least common allele for each gene to be at least 5% of the popula-
tion, one can ascertain associations clearly driven by statistical outliers. Negative results are particularly
useful in physiogenomics since one can still gain mechanistic understanding of complex systems from
those, especially for sorting out the influences of the various candidate genes among the various
phenotypes.

28.3 Physiogenomic Modeling

28.3.1 Model Building

Once the associated markers have been determined, a model is built for the dependence of response on
the markers. In phase I, linear regression models will be used of the following form:

R = R0 +
∑

i

αiMi +
∑

j

βj Dj + ε

where R is the respective phenotype variable, Mi are the marker variables, Dj are demographic covariates,
and ε is the residual unexplained variation. The model parameters that are to be estimated from the data
are R0, αi , and βj .

The association between each physiogenomic factor and the outcome is calculated using a regression
model, controlling for the other factors that have been found to be relevant. The magnitude of these asso-
ciations is measured with the odds ratio and statistical significance of these associations will be determined
by constructing 95% confidence intervals. Multivariate analyses include all factors that have been found
to be important based on univariate analyses.
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28.3.2 Overall Rationale

The objective of these analyses is to search for genetic markers that modify the effect produced by a
particular type of intervention, which epidemiologists refer to as an effect modifier. These markers are
parameterized in our models as gene-intervention interactions. For example, if Mi is a 0 or 1 indicator
of the presence of at least one recessive allele of gene i, and Xj represents the level of intervention, then
the entire contribution to the outcome is given by the contribution of not only the gene and intervention
main effects, but their interaction, as well, that is, Miαi +Xjβj +MiXj(αβ)ij . Under this model, when the
allele is absent (Mi = 0), the effect of a unit change in the intervention is described by the slope, βj , but
when the allele is present (Mi = 1), the effect of a unit change in the intervention is βj + (αβ)ij . Thus, the
gene-intervention interaction parameter, (αβ)ij , represents the difference in the effect of the intervention
seen when the allele is present.

In the usual modeling framework, the response is assumed to be a continuous variable in which the error
distribution is normal with mean 0 and a constant variance. However, it is not uncommon for the outcomes
to have an alternative distribution that may be skewed, such as the gamma, or it may even be categorical.
In these circumstances, we will make use of a generalized linear model, which includes a component of
the model that is linear, referred to as the linear predictor, thus enabling us to still consider the concept of
a gene-intervention interaction, as described earlier. The advantage of this broader framework is that it
allows for considerable flexibility in formulating the model through the specification of the link function
that describes the relationship between the mean and the linear predictor, and it also provides considerable
flexibility in the specification of the error distribution, as well [McCullagh and Nelder, 1989]. The S-Plus
statistical software provides functions that calculate the maximum likelihood estimates of the model
parameters.

To this point, we have described an analysis in which the effect of the intervention is assumed to be linear,
but in practice the effect may not take place until a threshold is past, or it may even change directions.
Thus, an important component of our exploration of the intervention effect on a particular response
will involve the form for the relationship. In this case we will make use of generalized additive models
(GAMs) [Hastie and Tibshirani, 1986]. In GAMs the contribution of the marker and intervention is given
by Miαi + β(Xj)+Miβα(Xj). In this case, the effect when the allele is absent (Mi = 0) is β(Xj) which is
an unspecified function of the level of the intervention. In subject in which the allele is present (Mi = 1),
the effect is given by the function β(Xj)+Miβα(Xj). In practice, we can estimate these functions through
the use of cubic regression splines [Durlemann and Simon, 1989].

Predictive models may be sought by starting out with a hypothesis (which may be the null model
of no marker dependence) and then adding each one out of a specified set of markers to the model in
turn. The marker which most improves the p-value of the model is kept, and the process is repeated
with the remaining set of markers until the model can no longer be improved by adding a marker. The
p-value of a model is defined as the probability of observing a data set as consistent with the model as the
actual data when in fact the null-model holds. The resulting model is then checked for any markers with
coefficients that are not significantly (at p < .05) different from zero. Such markers are removed from the
model.

28.3.3 Model Parameterization

The models built in the previous steps can be parameterized based on physiogenomic data. The max-
imum likelihood method is used, which is a well-established method for obtaining optimal estimates of
parameters. S-plus provides very good support for algorithms that provide these estimates for the initial
linear regression models, as well as other generalized linear models that we may use when the error in
distribution is not normal.

In addition to optimizing the parameters, model refinement is performed by analyzing a set of simplified
models and eliminating each variable in turn followed by reoptimizing the likelihood function. The ratio
between the two maximum likelihoods of the original vs. the simplified model then provides a significance
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measure for the contribution of each variable to the model. In a probabilistic network model, the approach
is exactly the same, except that instead of removing variables, dependency links are removed.

28.3.4 Model Validation

A cross-validation approach is used to evaluate the performance of models by separating the data used
for parameterization (training set) from the data used for testing (test set). A model to be evaluated is
reparameterized using all data except for one patient. The likelihood of the outcome for this patient is
calculated using the outcome distribution from the model. The procedure is repeated for each patient,
and the product of all likelihoods is computed. The resulting likelihood is compared with the likelihood
of the data under the null model (no markers, predicted distribution equal to general distribution). If
the likelihood ratio is less than the critical value for p = .05, the model will be evaluated as providing a
significant improvement of the null model. If this threshold is not reached, the model is not sufficiently
supported by the data, which could mean either that there is not enough data, or that the model does not
reflect actual dependencies between the variables.

28.3.5 Multiple Comparison Corrections

Since the number of possible comparisons is very large in physiogenomics we routinely include in our
analysis a random permutation test for the null hypothesis of no effect for two to five combinations of
genes. The permutation test is accomplished by randomly assigning the outcome to each individual in
the study, which is implied by the null distribution of no genetic effect, and estimating the test statistic
that corresponds to the null hypothesis of the gene combination effect. Repeating this process provides
an empirical estimate of the distribution for the test statistic, and hence a p-value that takes into account
the process that gave rise to the multiple comparisons.

For permutation testing, 1000 permuted data sets are generated, and each candidate marker will be
retested on each of those 1000 sets. A p-value is assigned according to the ranking of the original test
result within the 1000 control results. A marker is selected for model building when the original test ranks
within the top 50 of the 1000 (p < .05).

The purpose of multiple comparison corrections is to generate a nonparametric and marker complexity
adjusted p-value by permutation testing. This procedure is important because the p-value is used for
identifying a few significant markers out of the large number of candidates. Model-based p-values are
unsuitable for such selection, because the multiple testing of every potential serological marker and every
genetic marker will be likely to yield some results that appear to be statistically significant even though they
occurred by chance alone. If not corrected, such differences will lead to spurious markers being picked as
the most significant. The correction is made by permutation testing, that is, the same tests are performed
on a large number of data sets that differ from the original by having the response variable permuted at
random with respect to the marker, thereby providing a nonparametric estimate of the null distribution
of the test statistics. The ranking of the unpermuted test result in the distribution of permuted test results
provides a nonparametric and statistically rigorous estimate of the false positive rate for this marker. We
also consider hierarchical regression analysis to generate estimates incorporating prior information about
the biological activity of the gene variants. In this type of analysis, multiple genotypes and other risk factors
can be considered simultaneously as a set, and estimates are adjusted based on prior information and the
observed covariance, theoretically improving the accuracy and precision of effect estimates [Steenland
et al., 2000].

28.3.6 Summary of Association Results

The basis of the physiogenomics informatics platform is a parallel search for associations between multiple

set gathered from a hypothetical application of physiogenomics to a complex environmental exposure
such as exercise or diet. In the top panel, each column represents a single phenotype measurement.

phenotypes and genetic markers for several candidate genes. The summary in Table 28.1 depicts the data
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TABLE 28.1 Example of Physiogenomics Data Analysis and Screening for Gene
Marker/Phenotype Associations

Biochemical Physiological

A B C D E F G H I J Genotypes

SNP Hits
4 0 3 23 2 5 1 27 30 0 G1
4 3 1 5 3 16 17 25 23 3 G2
0 3 4 6 0 27 0 7 3 11 G3
0 0 3 0 3 2 4 1 5 16 G4

21 32 21 0 1 2 11 2 3 6 G5
9 5 0 0 23 5 3 9 12 11 G6

Genomic controls
4 6 5 2 1 1 0 3 1 2 G7
1 2 0 1 5 8 9 1 0 0 G8
2 2 3 4 6 0 4 0 2 2 G9

Among the ten phenotypes in this example, various biochemical markers (denoted A–G) and physiological
parameters (denoted H–J) are shown. Each row represents alleles for a given gene, and quantitatively render
associations of specific alleles to the variability in the phenotype.

The various numbers in Table 28.1 refer to the negative logarithms of p-value times 10. These
p-values are adjusted for multiple comparisons using the nonparametric permutation test described
earlier. For example, 30 refers to a p-value of less than 10−3, or p < .001. The interface currently under
development will also include the capability of interacting with cell in the table to generate a further
detailed analysis. As already noted, the p-value displayed in a cell is generated under the assumption
of a linear trend for the effect of an intervention. The interface will be constructed to also generate
a nonparametric estimate of the dose response relationship for the different alleles using cubic splines
[Durrleman and Simon, 1989], as well as other summary statistics such as the distribution of different
alleles.

The interface allows visual recognition of highly significant association domains to both biochem-
ical and physiological responses. Note the phenotype associations of Gene 1 to both biochemical and
physiological values. The biochemical and physiological outputs are associated by their relationship to
the same gene. Noteworthy also are high ranking associations of Gene 2 to biochemical markers F–G and
physiological phenotypes H and I. A summary table could list in order of significance the “hits” of positive
association between genes and phenotypes.

There are also clearly negative fields. The same gene is associated to some phenotypes but not to others.
Similarly, a given phenotype may have associations to some genes, but not others. Each negative result
lends power to the positive associations. Some genes (G7 to G9) denoted as “genomic controls” have no
association to any phenotype. Had a phenotype arisen from unsuspected population founder effects, most
genes would have had specific founderallele frequencies reflected in the overall analysis. Such population
stratification would give rise to a disproportionate number of genes associated to the phenotype.

The physiogenomics analysis includes the number of individuals with and without the associated allele.
The individuals’ counts among various phenotypes may be different depending on genotype sampling
during a study. Physiogenomics can derive information from both well represented distributions among
the “in” and “out” groups and also those potentially driven by outliers. Thus, an association given an “in”
group of 33% is interesting in most analytical platforms, whereas another with an “in” group of only 6% is
potentially tractable only with physiogenomics with well-represented genomic controls. If the phenotype
represents an undesirable outcome, the power of physiogenomics to detect trends among a small group
of outliers is particularly valuable. In the case of side effects, the outliers may actually represent the
susceptible population associated with a lower frequency predictive marker.
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28.4 Future Research and Prospects

28.4.1 Future Research

In the near future, more sophisticated models can be built using probabilistic networks. A probabilistic
network is a factorization of the joint probability function over all the considered variables (markers,
interventions, and outcomes) based on knowledge about the dependencies and independencies between
the variables. Such knowledge is naturally provided by the hits coming out of the association screen, where
each association can be interpreted as a dependency, and the absence of an association as an independency
between variables. The model can then be parameterized by fitting to the data, similarly to the linear and
logistic regression models, which are in fact special cases of probabilistic network models.

We also envision the informatics analysis to incorporate systems modules that could attribute various
weights to each gene according to their relevance to the physiological mechanisms and predictive power
statistically. The interface will include a framework for the expert physiologist to query the data set for
mechanistic hypothesis, including feedback inhibition and signal amplification.

We know a priori that any list of candidate genes will miss some known key genes, and will certainly
lack those genes not discovered so far or not identified yet as relevant. Physiogenomics posits the gene
representation question in the following logic: representative genes are selected based on various functional
criteria, and the associated genes are assembled into a predictive model. Through clinical research the
predictive power of the model is ascertained. The hypothesis is that the genes in the panel together will
explain a useful fraction of the variability in response among individuals. If the answer is affirmative, then
the hypothesis is accepted, and the model is used. If the answer is inconclusive, the roster of genes will
be modified until the multigene model’s predictive level is clinically useful. Failure to establish predictive
models with genes selected by either gene expression or pathway analysis can be circumvented with a
supplementary analysis with other gene candidates.

An alternative physiogenomics strategy is genome-wide association study. The ultimate goal of The
International Haplotype Map Consortium [2003] is to render such an approach feasible, and the high
multiplexing capacity of the various nanotechnology array platforms would be perfectly suited for such
analysis. Such a strategy has been successful in family study of genetic traits but remains unproven for
population studies.

28.4.2 Prospects and Conclusions

The wealth of interesting associations, some certainly unexpected, points to the power of physiogenom-
ics. The above-described analytical tools permit the extension of physiogenomics to several thousand
additional genes with the modern array nanotechnologies. Phenotypes could be added as well, for
example, inflammatory and neuroendocrine markers are an area of intense interest in clinical medicine.
The ability to measure changes in these markers for disease prevention strategies provides us a unique
opportunity to examine genes determining a path to personalized health. The research can now utilize
saved blood plasma and DNA for each patient to measure the appropriate genotypes and biochemical
markers in blood thus opening the possibility of retrospective analysis from archived clinical samples.

We conclude describing a prophetic embodiment of physiogenomics relevant to disease prevention.

metabolic syndrome of obesity [Ford et al., 2002]. In the table, the choices are to recommend a given kind
of exercise, drug, or diet regimen. If one of the options is high scoring, it can be used on its own. Thus
in the example, diet is high scoring in the first patient, a drug in the second, and exercise in the third. If
the options are midrange, they can be used in combination, if for example, exercise and diet each have
a positive effect but are unlikely to be sufficient independently. If none of the options is high or at least
midscoring, the physiotype analysis suggests that the patient requires another option not yet in the menu.

As more environmental responses are characterized through physiogenomics, the chance that all
patients will be served at increased precision of intervention and with optimal outcome will be greater.
That we may even contemplate this scenario is a testament to the combined power of physiogenomics

Figure 28.2 provides an example of personalized healthcare by customizing treatment intervention for the
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Patients Physiotype scores
Intervention
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FIGURE 28.2

and nanotechnology. The highly parallel genome probing possible with nanotechnology and the systems
engineering approach underlying physiogenomics in a real sense allow us to reconstitute the organism
and its environmental response from the individual components. The specificity and individualization
afforded by nanotechnology and physiogenomics are ushering medicine into the era of personalized
health.
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Innovations at the intersection of engineering, biotechnology, medicine, physical sciences, and
information technology are spurring new directions in research, education, commercialization, and tech-
nology transfer. The future of nanotechnology is likely to continue in this interdisciplinary manner.
Perhaps the greatest impact of nanotechnology will take place in the context of biology, biotechnology,
and medicine. For the sake of simplicity, in this chapter, we refer to this arena of nanotechnology as
bionanotechnology.

The U.S. National Nanotechnology Initiative (NNI) defines nanotechnology as involving research and
development at the atomic, molecular, or macromolecular levels in the sub-100 nm range to create
and use structures, devices, and systems that have novel functional properties because of this size.1

By manipulating atoms, scientists can create stronger, lighter more efficient materials (“nanomaterials”)
with tailored properties. In addition to the numerous advantages provided by this scale of miniaturization
(over their conventional “bulk” counterparts), quantum physics effects at this scale provide additional

1A nanometer is one billionth of a meter, or 1/75,000th the size of a human hair. An atom is
about one third of a nanometer in width. National Nanotechnology Initiative, What is Nanotechnology? at

29-1

http://www.nano.gov/html/facts/whatIsNano.html

http://www.nano.gov
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novel properties.2 However, some experts have cautioned against such an overly rigid or restrictive
definition of nanotechnology based on a size range, emphasizing instead the continuum of scale from the
nano- to the microscale.3 In fact, a definition based on physical limits tends to be an unorthodox way of
defining a technology field, especially because other technologies tend to be defined by a key technology
or breakthrough.4 Genetic engineering technology, for example, is based upon recombinant DNA. It is
well known that the Internet is a collection of “bulletin boards” networked in a World Wide Web. The
broadness in scope and definition of nanotechnology presents difficulties for understanding the scientific,
legal, environmental, regulatory, and ethical implications because nanotechnology may represent a cluster
of technologies, each of which may have different characteristics and applications.

Although the definition of nanotechnology is at best arbitrary, industry is clearly beginning to envi-
sion its potential. For example, novel nanomaterials are used in materials applications, pharmaceutical
applications, electronics, and elsewhere. According to the National Science Foundation (NSF), by 2015
the annual global market for nano-related goods and services will top 1 trillion U.S. dollars, making it
one of the fastest growing industries in history. Although the process of converting basic research in
nanoscience into commercially viable products will be long and difficult, governments across the globe
are impressed by nanotechnology’s potential and are staking their claims by doling out billions of dollars,
euros, and yen for research. Political alliances and battle lines are starting to form. The passage of the
21st Century Nanotechnology Research and Development Act (Pub. L. No. 108-153), which authorized
$3.7 billion in federal funding from 2005 through 2008 for the support of nanotechnology R&D, has
further fueled the fervor over nanotechnology.5 In the United States, nanotechnology is poised to become
the largest government science initiative since the space race. A recent report from Lux Research [1] states:
“sales of products incorporating emerging nanotechnology will rise from<0.1% of global manufacturing
output today to 15% in 2014, totaling $2.6 trillion. This value will approach the size of the information
technology and telecom industries combined and will be 10 times larger than biotechnology revenues.
However, sales of basic nanomaterials like carbon nanotubes and quantum dots will total only $13 billion
in 2014: nanotechnology’s economic impact will arise from how these fundamental building blocks are
used, not from sales of the materials themselves.” This report projects that by 2014, 16% of goods in
healthcare and life sciences (by revenue) will incorporate emerging nanotechnology. The report refutes
the popular notion that nanotechnology is an industry or a sector, considering it to represent a set of tools
and processes for manipulating matter that can be applied to virtually any manufactured goods. Similarly,

2Merging research from many disciplines, some near-term nanotechnology applications involve scratchproof glass,
antifouling coatings, novel drug-delivery systems, while a future application could be a sugar cube-sized computer
capable of storing the entire information content of the Library of Congress.

3

4There is confusion and disagreement among experts on the definition of nanotechnology. This is because nano-
technology is an umbrella term used to define the products and processes at the nano/microscale that have resulted
from the convergence of the physical, chemical, and life sciences. The NNI defines it as “anything involving structures
less than 100 nm in size.” However, this rigid definition excludes numerous devices and materials of micron dimen-
sions, a scale that is included within the definition of nanotechnology by many nanoscientists. Therefore, some have
suggested the phrase “small technologies” to encompass both nanotechnology and microtechnology. A more appro-
priate definition may be “the design, characterization, production and application of structures, devices, and systems
by controlled manipulation of size and shape at the nanometer scale (atomic, molecular and macromolecular scale)
that produces structures, devices and systems with at least one novel/superior characteristic or property [2].” Also,
note that this sub-100 nm size limitation is rarely critical to a drug company from a formulation, pharmacokinetic or
efficacy perspective since the desire property (improved bioavailability reduced toxicity, enhanced solubility, etc.) may
be achieved outside of this sub-100 nm size range.

5This legislation emphasizes the creation of R&D Centers in academia and government. At present, there are
over 50 institutes and centers dedicated to nanotechnology R&D. For example, the NSF has established the National
Nanotechnology Infrastructure Network — composed of 13 university sites that will form an integrated, nationwide
system of user facilities to support research and education in nanoscale science, engineering, and technology. Similarly,
there are currently 15 government agencies with R&D budgets dedicated to nanotechnology.

NIH, NHLBI Programs of Excellence in Nanotechnology, at http://grants.nih.gov/grants/guide/rfa-files/RFA-HL-
04-020.html

http://grants.nih.gov
http://grants.nih.gov
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many experts caution against envisioning a “nanotechnology market” per se, recommending instead that
industry and policy makers focus on how nanotechnology is being exploited across industry value chains,
from basic materials to intermediate products to final goods.

29.1 Defining Bionanotechnology R&D

Nanotechnology promises to transform most industries and will have a particularly profound impact
on healthcare and medicine. A significant sector within nanotechnology is bionanotechnology. Bio-
nanotechnology (sometimes referred to as nanobiotechnology or nanomedicine) is in a broad sense the
application of nanoscale technologies to the practice of medicine, namely, for diagnosis, prevention,
and treatment of disease and to gain an increased understanding of complex disease mechanisms. The
creation of nanodevices such as “nanobots” capable of performing real-time therapeutic functions in vivo
is one eventual goal within this emerging interdisciplinary field of research. On the path to that goal,
significant technological advances across multiple scientific disciplines will continue to be proposed,
validated, patented, and commercialized. Advances in delivering therapies, miniaturization of analytical
tools, improved computational and memory capabilities, and developments in remote communications
will be integrated.

The scale of man-made components involved in nanotechnology is similar to that of biological struc-
tures. For example, quantum dot nanoparticles are similar in size to peptides (<10 nm) while drug-delivery
nanoparticles are the same size as some viruses (<100 nm). Because of this similarity in scale and certain
characteristics, nanotechnology is a natural progression of many areas of biomedical research. Bionano-
technology has many applications in drug development, drug delivery, detection, sensing, imaging, and
devices and, again, depending on the definition used, many applications already exist. Bionanotechnology
is poised to deliver [2]:

• Inexpensive and higher throughput DNA sequencers that can reduce the time for drug discovery
and diagnostics
• Nanofluidic systems that transport fluids more efficiently because fluids move through micro- and

nanoscale pipes with laminar flow, thereby avoiding turbulence and mixing
• More efficient and site-specific/targeted drug-delivery systems, such as close-looped sensing and

drug-administration devices where sensors (to monitor biomolecules) and drug reservoirs (for
precise delivery) are located on the same chip
• Nanomaterials that can solve unique biological issues not currently possible, such as detection of

electrical changes from biological molecules via inorganic molecules, followed by a reaction of the
two in a manner that detects or treats a disease
• Microsurgical devices or nanobots that are capable of navigating throughout the body, repairing

injuries, destroying tumors or viruses, and even performing gene therapy

It is expected that significant research will be undertaken at least in the following areas in the coming
years generating both evolutionary and revolutionary products: synthesis and use of novel nanomater-
ials and nanostructures (e.g., less antigenic); biomimetic nanostructures (synthetic products developed
from an understanding of biological systems); biological nanostructures; electronic biological interfaces;
devices and nanosensors for early detection of diseases and pathogens (e.g., PCR-coupled nano/micro
fluidic devices); instruments for studying individual molecules; nanotechnology for tissue engineering
(nanostructures scaffolds) and regenerative medicine. In the diagnostic area, much of the research has
been focused on biochips, which are devices that contain many biological sensors. Nanotechnology has
been proposed to increase the density of sensors on the biochips and to provide alternative detection
mechanisms. In the area of therapeutics, some potential near term applications may involve dendrimers,
nanoliposomes, and nanoparticles as vehicles for efficient gene or drug-delivery.

Bionanotechnology also aims to learn from nature — to understand the structure and function of biolo-
gical devices and to utilize nature’s solutions to advance science and engineering. Evolution has produced
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an overwhelming number and variety of biological devices, compounds, and processes that function at the
nanometer or molecular level and that provide performance that is unsurpassed by manmade technolo-
gies. When nanotechnology is combined with molecular biology, the possible applications are widespread
and may sound like the stuff of science fiction. In this regard, bionanotechnology can be characterized
as a primitive technology that takes advantage of the properties of highly evolved natural products like
nucleic acids and proteins by attempting to harness them to achieve new and useful functionalities on the
nanoscale. The construction principles used in this field often originate in biology and the goals are often
biomimetic or aimed at the solution of long-standing research problems. At the heart of the approaches in
this field is the concept of self-assembly. Self-assembly of ordered elements is a defining property of living
things. Bionanotechnology attempts to exploit both self-assembly and the ordered proximity of nanoscale
structures found in biology.

29.2 Significance of Patents to Bionanotechnology
Commercialization

As we can see, the time for bionanotechnology has come and a classic technological revolution is unfolding.
According to the Nanotech Report 2003, venture funds are preferentially going to bionanotechnology, with
52% of the $900 million in venture capital funding for nanotechnology in the past four years going to
bionanotechnology start-ups.6 The market for bionanotechnology has existed only for a few years but it
is expected to rapidly reach over US $3 billion by 2008, reflecting an annual growth at a rate of 28%.7

Commercial bionanotechnology, however, is at a nascent stage. Large-scale production challenges, high
production cost, the public’s general reluctance to embrace innovative technology without real safety data
or products, scarcity of venture money, big pharma’s reluctance to embrace bionanotechnology and a well-
established micron-scale industry are just a few of the bottlenecks facing early-stage bionanotechnology
commercialization. However, some major factors that will drive commercialization in bionanotechnology
in the near future will be greater federal funding, an expiration of block buster drug patents an aging
population’s desire for novel drugs and therapies and an ever-increasing understanding of the molecular
basis of disease.8 Bionanotechnology will almost certainly develop as biotechnology has, through intensive
research that produces novel products and processes. Similar to their importance to the development of
the biotechnology and information technology industries, patents will also play a critical role in the success
of the global bionanotechnology revolution. In fact, patents are already shaping the nascent and rapidly
evolving field of nanoscience generally and bionanotechnology in particular [4]. As companies develop
products and processes and begin to seek commercial applications for their inventions, securing valid and
defensible patent protection will be vital to their long-term survival. In the future, bionanotechnology
will mimic what the biotechnology start-ups of the early 1980s faced — namely, corporate partnerships,
licensing, and venture opportunities. Patents are central to all these activities. As we enter the “golden
era” of bionanotechnology in the next decade, with the field maturing and the promised breakthroughs
accruing, patents will generate licensing revenue, provide leverage in deals and mergers, and reduce the
likelihood of infringement. Because development of bionanotechnology-related products is one of the
most research-intensive industries in existence, without the market exclusivity offered by a U.S. patent,
development of these products and their introduction into the marketplace will be significantly hampered.
Since this technology is multidisciplinary in nature, patenting here poses unique opportunities as well
as challenges. As a result, the inventor needs to follow certain key patent strategies to succeed in this

6

7Nanobiotechnology, opportunities and technical analysis. Front Line Strategic Consulting, Inc., San Mateo,
California (2003).

8According to Merrill Lynch, 23 of the top global pharmaceutical patents will expire by 2008, accounting for an
annual revenue loss of over $46 billion [3].

bourgeoning field (See Section 29.4).

Lux Capital Releases Key Findings from The Nanotech Report 2003, at http://nanotech- now.com/Lux-Capital-
release-06232003.htm

http://www.nanotech-now.com
http://www.nanotech-now.com
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There is ample evidence that companies, start-ups, and research universities of all sizes are ascribing
greater value and importance to patents. In general, they are willing to risk a larger part of their budgets
to acquire, exercise, and defend patents. While patents are being sought more actively and enforced more
vigorously, the entire patent system is under greater scrutiny and strain. The PTO has often struggled in the
light of new technologies such as biotechnology and software patents. This disturbing trend continues with
bionanotechnology patenting, as this 200-year-old federal agency continues to grapple with evaluating
bionanotechnology-related patent applications [5].

For more than a decade, all the major patent offices of the world have faced an onslaught of nanopatent
applications. This is likely to get worse as more applications are filed and the backlog of unexamined
patent applications (pendency) skyrocket. Due to the potential market value of bionanotechnology-related
products, researchers, executives, and patent lawyers are all on a quest to obtain broad protection for new
nanoscale polymers and materials that have applications in bionanotechnology Researchers around the
world are steadily filing patents in hopes of creating “toll booths” for future product development. Hence,
a sort of “patent land grab” is in full swing by patent prospectors as startups and corporations compete to
lock up broad bionanotechnology-related patents in these critical early days [4]. This land grab mentality
has not only produced overlapping patents but the race to hurriedly patent anything “nano” has produced
a pile of “unduly broad” patents, a proliferation that will ultimately produce a dense web of overlapping
“patent thickets” requiring patent litigation to sort out, especially if sectors of bionanotechnology become
financially lucrative. Given such a landscape, expensive litigation is inevitable. In most of the patent battles,
the larger entity with the deeper pockets will rule the day, even if the brightest innovators were on the other
side. It is very likely that the future bionanotechnology start-ups will be attractive takeover targets for larger
companies since takeover is generally a more cost-effective alternative to litigation. Since there has been
an explosion of overlapping and broad patent filing on nanomaterials, it is very likely that companies that
want to use these building blocks in products will be forced to license patents from many different sources
in order to practice their inventions. Therefore, business planners and patent practitioners should steer
company researchers away from such potential patent entanglements. They may also need to analyze the
patent landscape to gauge the “white space” opportunities (no overlapping patents) prior to R&D efforts,
patent filing or commercialization activities. Most experts agree that the stage is set for a wave of cross-
licensing agreements and bundles of intellectual property for specific bionanotechnology applications
licensed by groups of large corporations.

The table below lists some of the possible technologies and techniques pertaining to bionanotechnology
that can be protected via a U.S. patent:9

Biopharmaceutics
Drug delivery

Drug encapsulation
Functional drug carriers

Drug discovery

Implantable materials
Tissue repair and replacment

Implant coatings
Tissue regeneration scaffolds

Structural implant materials
Bone repair
Bioresorbable materials
Smart materials

Continued

9Courtesy of Mr. Neil Gordon and Dr. Uri Sagman, Canadian NanoBusiness Alliance, Montréal, Canada.
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Continues

Implantable devices
Assessment and treatment devices

Implantable sensors
Implantable medical devices

Sensory aids
Retina implants
Cochlear implants

Surgical aids
Operating tools

Smart instruments
Surgical robots

Diagnostic tools
Genetic testing

Ultrasensitive labeling and
detection technologies

High throughput arrays and
multiple analyses

Imaging
Nanoparticle labels
Imaging devices

Understanding basic life processes

29.3 The U.S. Patent System and the Criteria for Patenting

A patent is not a “hunting license”; it is merely a “no trespassing signpost” that clearly marks the bound-
aries of an invention.10 Modern intellectual property consists of patents, trademarks, copyrights, and
trade secrets.11 Globally, industries that produce and manage “knowledge” and “creativity” have replaced
capital, colonies, and raw materials as the new wealth of nations. Property, which has always been the
essence of capitalism, is changing from tangible to intangible. Intangible assets as a portion of corporate
market capital are steadily rising. Patent protection is the incentive for industry to invest in research
and development programs that produce innovation. Clearly, without such protection, many companies
would avoid costly R&D and society would be deprived of the many benefits thereof. Patents are the
most complex, tightly regulated, and expensive forms of intellectual property. However, they offer protec-
tion for the broad design concept behind an invention in addition to the tangible form of the invention
itself.

A U.S. patent is a legal document granted by the federal government whereby the recipient
(or “patentee”) is conferred the temporary right to exclude others from making, using, selling, offer-
ing for sale, or importing the patented invention into the United States for up to 20 years from the filing
date. Similarly, if the invention is a process, then the products made by that process cannot be imported

10Brenner v. Manson, 383 U.S. 519, 536 (1966).
11In the case of nanotechnology, mask works may be added to this list. If chip layout information is novel in design,

it can be protected to prevent unauthorized copying. The PTO issues three types of patents: (a) utility patents for
“any new and useful process, machine, manufacture, or composition of matter, or any new and useful improvement
thereof; (b) plant patents for “any distinct and new variety of plant”; and (c) design patents for “any new, original and
ornamental design for an article of manufacture.” Note that this chapter focuses solely on U.S. utility patents.



© 2006 by Taylor & Francis Group, LLC

Bionanotechnology Patenting 29-7

into the United States. A U.S. patent provides protection only in the United States, its territories, and its
possessions for the term of the patent.

The rationale behind patent law is simple. An inventor is encouraged to apply for a patent by a promise
from the U.S. government of a limited legal monopoly for the invention. This promise of limited monopoly
rights justifies development costs and assures a reasonable return on profit. In exchange, the inventor
publicly discloses the new technology that might have otherwise remained secret (the “immediate benefit”
to the public) and allows the public to freely use, make, sell, or import the invention once the patent
expires (the “delayed benefit”). Hence, the new technology that is brought to light encourages further
innovation. In this way, society obtains a quid pro quo from inventors in exchange for the temporary grant
of exclusive rights. Such an advantageous exchange spurs American industry and stimulates commerce
(the “long-term benefit”). Although obtaining a patent does not ensure commercial success, economists
view patenting as an indicator of scientific activity. They argue that this in turn is the basis for providing
a nation with a competitive advantage, fueling its economy.12 The Founding Fathers incorporated the
concept of patents into the Constitution under Article 1, Section 8, Clause 8, whereby Congress has the
authority “[t]o promote the progress of science and the useful arts, by securing for limited times to authors
and inventors the exclusive right to their respective writings and discoveries.” President Washington signed
the first U.S. Patent Act on April 10, 1790. Title 35 of the United States Code codified the Patent Act of
1952, the Act currently in use. Since the granting of the first U.S. patent in 1790, more than 6.6 million
patents have been issued by the PTO a bureau of the U.S. Department of Commerce.13 In 1790, the PTO
issued only three patents. For the past few years, the agency has received over 350,000 patent applications
annually. The number of patent applications filed has been increasing, on average, by over 10% per year
since 1996. The PTO issued almost 200,000 patents in fiscal year 2004.

Traditionally, patents and inventions of commercial interest have been viewed as the domain of industry
while basic science and research have been viewed as the concern of academia. This separation has now
blurred. In fact, there has been an upsurge of patents granted to U.S. universities. This has contributed to
an increase in the number of university-related start-ups as well as an increase in income generated via
patent licensing. An interesting trend is emerging with respect to Asian nanotechnology companies: they
are funding U.S. research and striking deals for patents from U.S. universities.

As defined by the Constitution, U.S. patents are granted to chemical compositions, machines, indus-
trial or chemical processes, manufactured articles, ornamental designs of an article of manufacture,
and asexually reproduced nontuber plant varieties. Patentable inventions need not be pioneering break-
throughs. Improvements of existing inventions or unique combinations/arrangements of old formulations
or components may also be patented.14 In fact, the majority of inventions are improvements on existing

12See, e.g., Roger W. Ferguson, Jr., Patent Policy in a Broader Context, Remarks at 2003 Financial Markets

13Nearly 90% of the world’s patents are issued through the three main Patent Offices: the United States, Europe,

fiscal year (October 1–September 30), the U.S. Patent Office grants more patents (excluding design, plant or reissue
patents) than the European Patent Office or the Japanese Patent Office. In 2004, close to 44% of the total U.S. patents
issued were to foreign residents. Note that because many patent applications remain under review at the PTO for more
than one fiscal year, these annual patent figures do not represent a valid comparison. The United States has been the
major foreign patenting system employed by foreign inventors. The primary reason for this is that the U.S. economy
is particularly attractive to foreign innovators due to its large size and advanced nature. One highly controversial but
important statistic worth mentioning is the PTO grant rate, that is, the patent application acceptance or allowance
rate. The PTO grant rate may range from 70% to 97% (taking into account continuing patent applications), see, for
example, Ebert, L.B. Things are not always what they seem to be. Intellectual Property Today 12(10): 20–22. Since the
acceptance rates for the European, German, and Japanese Patent Offices are lower than the PTO, some patent experts
argue that this indicates a less rigorous examination at the PTO, resulting in patents of poor quality.

14Works of art and writings, however, may be copyrighted. Various symbols may be trademarked.

Conference of the Federal Reserve Bank of Atlanta (April 5, 2003), at http://www.federalreserve.gov/boarddocs/
speeches/2003/20030407/default.html

and Japan. According to PTO data (http://www.uspto.gov/web/offices/com/annual/2003/060406_table6.html), each

http://www.federalreserve.gov
http://www.federalreserve.gov
http://www.uspto.gov
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technologies. However, not every innovation is patentable. For example, abstract ideas, laws of nature,
works of art, mathematical algorithms, and unique symbols and writings cannot be patented.

To be patentable, an invention (or more accurately, the patent specification) must meet all of the
following criteria:

• It must be novel (i.e., sufficiently new and unlike anything that has been previously patented,
marketed, practiced, publicized, or published).
• It must be nonobvious to a person with knowledge in the field related to the invention, meaning

that the person would not automatically arrive at the present invention from a review of existing
ones (i.e., trivial variations that are readily apparent to a person with knowledge in the field related
to the invention cannot be patented).
• It must have utility (i.e., the invention has some use and it actually works or accomplishes a useful

task).15

• It must be adequately described to the public in order to demonstrate “possession” of the invention
at the time of filing.
• It must enable a person with knowledge in the field related to the invention to make or carry out

the invention without “undue experimentation” (i.e., to make the claimed product or carry out the
claimed process).
• It must enable a person with knowledge in the field related to the invention to use the invention.
• It must be described in clear, unambiguous, and definite terms.
• It must set forth the best mode of making and using the invention contemplated by the inventor at

the time of filing of the patent application.

29.4 Key Considerations and Strategies for Inventors

Millions of dollars may be lost if a company fails to take the necessary steps to protect its patent assets.
Securing valid defensible patent protection is vital to the long-term viability of virtually any pharmaceutical
or biotechnology company, whether nanotechnology is the platform technology involved or not. Often,
loss of these critical assets is a result of the researcher’s excitement with his work and ignorance about
intellectual property. Hence, it is essential that managers and patent practitioners implement certain
proactive measures to “box out” the competition. In other words, taking the correct preventive steps is
critical to realizing the full commercial potential of a bionanotechnology invention.

Because bionanotechnology interfaces with fields such as biology, physics, chemistry, engineering,
medicine, and computer science, filing a patent application (or conducting a patent search) in bion-
anotechnology may require expertise in these diverse disciplines. The quality and value of the issued
bionanotechnology patent will largely determine its potential for commercialization, licensing opportun-
ities, investor interest, and enforceability. Hence, employing qualified patent counsel (a patent agent, patent
attorney, or a multidisciplinary team of lawyers) who understand the legal and technical complexities of
bionanotechnology is a critical step in obtaining quality patents. In short, issued bionanotechnology-
related patents should be carefully evaluated and effective patent-drafting strategies devised accordingly.
Additionally, many complex marketing factors may also need to be carefully evaluated (“Inventor’s Reality
Checklist”):

• Does the invention offer a unique solution to a real problem?
• Does it offer a measurable improvement over previous attempts to solve the problem?
• Is it a stand-alone product or part of an existing product?

15Perpetual motion machines, time machines, and a random configuration of gears lack utility, and therefore,
are unpatentable. Note that inventions that may be perceived as being immoral or illegal also fall under this clause.
A hypothetical example is a drug aerosol formulation comprising toxic nanoparticles (e.g., anti-bound quantum
dots) and lacking any known beneficial use. Although patent statutes are technology neutral, emerging areas such as
biotechnology and nanotechnology may face PTO scrutiny in particular with respect to utility.
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• Can it be easily manufactured or integrated into an existing product or system?
• How big is the potential market?
• Is the market growing or shrinking?
• Is the market global? Can the invention be expanded into new markets as they evolve?
• Will the invention become passé before a prototype is designed?
• Who are the prospective investors, partners, or licensing agents in the field?
• What price will consumers put on its value?
• What are the estimates for commercialization and marking?
• What are the incentives for the consumer to buy the product?
• Is federal regulatory approval required?
• How long will it take to bring the product to market?

Some key considerations for the bionanotechnology inventor and his/her company to adequately protect
the invention prior to filing for a patent are discussed below [6]:

1. Avoid early publication or any public disclosure: The inventor must refrain from publishing a descrip-
tion of, publicly presenting, submitting grant proposals for, or offering the invention for sale prior16

to filing a patent application. All of these activities create prior art against the inventor. Note that
one of the criteria for patentability in the United States is that the invention must be “novel”17 and
not in the public domain in the form of “prior art.”18 According to current U.S. patent law, the
applicant has one year to file for an application from the date that invention is known of, used by
others, or offered for sale (meaning that any public disclosure triggers a one-year deadline to file a
patent application in the United States). On the other hand, because this one-year grace period is
not offered by foreign patent offices, any publication or public disclosure will prevent the inventor
from obtaining a foreign patent altogether, or prevent the inventor from realizing the full range
of potential applications of the bionanotechnology for which a patent is being sought overseas. In
summary, a patent application should be drafted and filed as soon as possible after the completion
date of the invention to realize its full commercial potential.

2. Consider obtaining a foreign patent: Filing a bionanotechnology patent in a foreign country should
be carefully considered and should largely depend upon commercial considerations. If there is
an interest in expanding into foreign markets, then obtaining patents abroad should be seriously
considered. In fact, even if the inventor does not plan to establish a market for the particular
bionanotechnology in a foreign country, obtaining a patent there could be critical in securing
licensing deals (and discouraging unlicensed copying or use by foreign competitors). The danger
of steering clear of foreign patent filing is that a competitor could commercialize the invention in
a foreign country and capture a valuable market share there. For example, an inventor who patents
new nanoparticles for drug delivery only in the United States is essentially giving away the entire
technology to other countries because the patent may also disclose the best method of producing
these novel nanoparticles.

Most U.S. inventors seeking foreign bionanotechnology patents first file a U.S. patent application
(known as the “national stage” application) and follow it with a patent application under the Patent
Cooperation Treaty (PCT).19 Inventors have a year after filing the national stage patent application

16Often a company releases information on a new product, or discusses details during negotiations prior to filing a
patent application. This may also trigger a one-year “on-sale bar.”

17Defined previously in Section 29.3.
18The phrase “prior art” generally refers to the state of knowledge existing or publicly available prior to the date of

the invention. Prior art is often in the form of a printed document (any publication, prior patent, etc.) that contains
a disclosure or description that is relevant to an invention for which a patent is being sought or enforced. Typically,
prior art is submitted by the inventor during prosecution of his/her patent application.

19The PCT is a multilateral treaty, established in 1978, among more than 125 nations that allows reciprocal patent
rights among its signatory nations. In other words, it simplifies the patenting process when an inventor seeks to patent
the same invention in more than one country. It should be emphasized that there is no “world patent.”
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to file in the foreign country under the PCT. Under PCT rules, inventors can specify particular
foreign countries where they intend to seek patent protection for their bionanotechnology invention
and may take 30 months (or more) from their original national stage application filing date in
their home country to complete all foreign application requirements. This delay may provide
the inventors with time to determine whether their bionanotechnology invention is commercially
viable and merits patenting in several countries, thereby sparing them substantial effort and expense
should they decide not to file overseas.

3. Beware of pre-grant publication of U.S. patent applications: Today, as part of the application process,
all U.S. patent applications are published eighteen months after filing (up to that point they are
confidential), unless the applicant opts out and foregoes foreign patent filing.20 This implies that
a bionanotechnology application will generally appear in the public domain and be available to
competitors, whether it is patented or not.

4. Maintain proper laboratory notebooks: Often, laboratory notebooks contain valuable and critical
information not apparent to a company or R&D facility. It is critical that laboratory notebooks
be maintained properly. This is especially important, when working in research teams. Here,
proper laboratory notes documenting the creative effort, maintaining confidentiality and securing
communication among the teams, and filing for a patent promptly are essential so that some
members of one group do not inadvertently disclose the invention of another group prematurely.
Laboratory notebooks are also useful to patent practitioners to establish the date of an invention,
especially in light of a competitor challenge in court.

5. Conduct a prior art search and/or a “freedom-to-operate” search: It is wise to conduct a proper prior
art search before filing a patent application in order to assess the competition. This may also assist
the inventor to design around potential prior art. Moreover, because the patent owner does not auto-
matically have the right to practice his invention, it may be wise to conduct a “freedom-to-operate
search” of the issued patent prior to investing and commercializing the patented bionanotechno-
logy. Note that filing a patent application (or conducting a prior art or freedom-to-operate search)
on novel bionanotechnology such as a nanoparticle or delivery system may require expertise in
diverse disciplines like biotechnology, physics, medicine, chemistry, engineering, and computer
science. The quality and value of the issued patent will largely determine its potential for com-
mercialization, licensing opportunities, investor interest, and enforceability. Hence, employing
qualified patent counsel who understands the legal and technical complexities of the technology is
a critical step to obtaining quality patents.

6. Educate employees and researchers: Educate scientists to spot potential inventions during research,
since this may not always be apparent to them. Implement policies involving incentives where
scientists are rewarded for reporting or submitting an invention disclosure. This may be especially
critical in a university setting where scientists are generally promoted in terms of the research
grants they receive. Often, scientists overlook their inventions that can be patented. In fact, “patent
awareness” during the research process may enable a researcher to pursue a research path that leads
to a patentable invention.

7. Require strong employment agreements: Require all company employees to sign agreements that
clearly specify that all company inventions, intellectual property, and proprietary information
is company property and cannot be disclosed or exploited by any employee. This could become
critical if a former employee joins a competitor company or research laboratory. Similar agreements
should be required of consultants and visiting scholars where all rights are assigned to the company
or university. Furthermore, confidential materials should be properly labeled and safeguarded;
otherwise, value associated with specific information or invention may be lost or reduced.

20Traditionally, applications filed at the PTO were kept secret until they matured into a patent. However, because
of the American Inventors Protection Act (AIPA) of 1999, an application filed on or after November 29, 1999 loses its
secret status when it is published.
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8. Use standard language while drafting patent applications: The fact remains that bionanotechno-
logy is an inherently difficult topic for discussion, in part due to the confusion surrounding its
definition.21 Although it is well recognized in patent law that a patent applicant can be his/her own
lexicographer, it is recommended that an applicant should employ language in bionanotechno-
logy patent applications whose meaning is well recognized in the pharmaceutical, biomedical, or
biotechnology fields. Furthermore, the language should be precise and the use of terms consistent
throughout the claims and specification (avoid synonyms and be repetitive in the use of phrases
when appropriate). This will prevent confusion and possible prosecution delay at the PTO.

Note that it is possible that the patent will be the subject of litigation such as an infringement suit
initiated by the patentee against a competitor or a suit for declaratory relief initiated by an accused
competitor (infringer). The success of the litigation may hinge on how the patent was drafted.22

A poorly drafted patent will give an advantage to the competitor, causing significant aggravation
and resulting in substantial litigation fees for the inventor. In conclusion, while drafting patent
applications, the drafter should anticipate that the patent might have to be defended in court.

9. Note the ease in obtaining “Broad” patents in bionanotechnology: Broad patents continue to be issued
by the PTO in bionanotechnology. The overburdened PTO faces new challenges and problems as it
attempts to handle the enormous backlog in bionanotechnology applications filed and the torrent
of improperly reviewed patents granted.23 In this “patent proliferation climate” it is inevitable that
in the near future there will be an increase in litigation in bionanotechnology as well. While new
laws in the past 20 years have made it easier to secure broad patents, these laws have also tilted the
table in favor of patent holders, no matter how broad or tenuous their claims.24 At present, all these
factors favor obtaining broad patents in bionanotechnology.

29.5 The Bionanotechnology Start-Up and Patents

Patents are of great importance to start-ups and smaller bionanotechnology companies because they
may protect them from infringement by larger corporations. In fact, patents may also protect the clients
of a patent owner because they may prevent a competitor from infringing or replicating the client’s
products made under license from the patentee. Moreover, patents offer credibility to any nanotechnology
inventor with its backers, shareholders, and venture capitalists — groups that may not fully understand
the science behind the technology. As start-ups evolve and grow in size, protecting trade secrets25 in this
information age may be difficult. Few venture capitalists are likely to support a start-up that relies on trade
secrets instead of patents. For a start-up, patents are a means of validating the company’s foundational
technology in order to attract investment. Most experts agree that a start-up should focus on obtaining
a broad intellectual property portfolio that includes both patents and trade secrets that cover clusters of
an emerging sector in bionanotechnology. Alternatively, the start-up may seek dominant (or pioneering)
patent protection as a means of gaining an advantage.26 The start-up (or any skilled inventor) should

21

22Often large competitors employ frivolous suits to pressure a company whose patent stands in their way, or which
they wish to acquire. Frequently, the cost in executive time and corporate money for the smaller company or startup
becomes so onerous that it caves into a licensing agreement. One viable strategy to avoid being taken over is to license
the patent to the large competitor, in whose interest it then becomes to protect its position by protecting and defending
the patent.

23

24Some have charged that this has converted the patent system from a stimulator of innovation to a creator of
litigation and uncertainty [7].

25A trade secret consists of any formula, pattern, device, method, idea, or any information that provides a company
with a competitive advantage if kept secret from the public or competitors.

26Dominating patents are those that are generally the first ones to issue and detail a novel technology.

Refer to Section 29.2.

See supra note 4.
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consider filing patents on their concepts to protect them from predatory inventors,27 and later file on
the details of these early concepts when they are worked out. A nanotechnology start-up should also
consider patenting peripheral technology in addition to the base technology. This strategy may sustain
it during times of economic downturn or provide it with additional revenue through licensing or sale to
other companies that are better positioned to take advantage of the technology. Either of these intellectual
property strategies provides a market advantage to the start-up. Even after the dissolution of a poorly
performing nanotechnology start-up, patents on its vital technologies can be sold to another company,
thereby providing some return for investors.

29.6 Searching Bionanotechnology-Related Patents

Because bionanotechnology by definition covers a broad class of materials and systems, searching for
bionanotechnology-related patents and publications is complicated relative to other technology areas.
At present, global patent classification systems are neither sufficiently defined nor descriptive enough to
accommodate many of the unique properties that bionanotechnology inventions exhibit. Until recently,
there was no formal classification scheme for U.S. bionanotechnology patents.28 However, the PTO’s flawed
definition of nanotechnology (which is copied from the NNI) has resulted in a skewed classification system.

Additionally, the PTO lacks effective automation tools for bionanotechnology “prior art” searching.
The fundamental nature of bionanotechnology is part of the challenge for effectively mapping the patent
landscape. Many patent applications may result from a single bionanotechnology invention; hence, a single
patent may generate many products or markets. Published patents that are truly bionanotechnological in
nature may not use any specific nano-related terminology. Often patents are written “not to be found” in
order to keep potential competitors at a “knowledge” disadvantage. Conversely, there are business savvy
inventors and assignees who might use key words incorporating a nano prefix for the sake of marketing
their invention or concept. Therefore, part of the challenge in finding truly bionanotechnology related
patents is the judicious use of key terms and class codes while searching the patent databases. This
searching, along with the additional filter of subject area expertise (which can be used to review patents
for the problem being solved and the technology applied) is the most reliable way to find nanotechnology
patents at the present time. A subject area expert can ultimately provide the judgment in determining
whether a patent pertains to bionanotechnology.

Although the full potential of bionanotechnology has yet to be realized, patents granted in this field
and applications containing the terms “nano” or “quantum” have shown an upward trend in the past
five years. In fact, the number of bionanotechnology-related patents has been on the rise for more than
a decade, with IBM leading all nanopatent recipients.29 Because the patent landscape is getting crowded,
commercialization of a bionanotechnology product should not be attempted without reviewing the patent
literature. Although there has been a dramatic rise in bionanotechnology patent activity, most of the prior
art exists in the form of journal publications and book articles. Web sites and pre-grant patent publications
provide an additional resource. Various data sources and software tools can make a patent search more
efficient and effective.30

27Predatory inventors are individuals who patent every possible application around a novel, early technology. This
approach could become common in certain sectors of bionanotechnology.

28

29Judging from the explosion of U.S. nanopatents, it is clear that the PTO views a scale-down in physical dimensions
patentable. In fact, current case law supports the proposition that a change in size can result in patentable subject
matter because unique technical problems arise when physical dimensions are reduced.

30Some of the key data sources available for patent search and analysis include: Thomson Derwent (World Patents

Office, Japanese Patent Office, etc.); IFI CLAIMS (U.S. Patents/Citations, Current Patent Legal Status); assignee
websites; INPADOC (family and legal status); Dialog (e.g., Dialindex); JAPIO (patent abstracts of Japan); engineering,
technology, and scientific databases (INSPEC, EiCompendex, SCISEARCH, CAS); and markets and business databases
(Factiva or PROMT). Some key software tools useful for patent analysis include Internet-based or enabled systems

Index, Patents Citation Index); Thomson Delphion; various issuing authorities’ websites (PTO, European Patent

Refer to Section 29.7 (2).
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29.7 Challenges Facing the U.S. Patent and Trademark Office

As stated previously, patent offices around the world are struggling to evaluate and prosecute bionanotech-
nology patent applications. As the U.S. patent system expands to accommodate bionanotechnology-related
inventions, the PTO has yet to implement a plan to handle the soaring number of patent applications
being filed. The rise of nanotechnology is presenting new challenges and problems to this overburdened
agency as it attempts to handle the enormous growth in applications filed and patents granted in a wide
range of disciplines encompassing “nanoscience” or “nanotechnology.”

Some shortcomings at the agency regarding examining bionanotechnology applications requiring
urgent attention are discussed below:

1. Lack of a technology center: The various divisions, or technology centers (TCs) of the PTO are
focused on reviewing patents in a specific technology sector or field. For example, TC 1600 reviews
patents pertaining to biotechnology and organic chemistry while TC 1700 examines patent applic-
ations pertaining to chemical and materials engineering. At present, the agency lacks a dedicated
TC to handle applications on nanotechnology. Because nanotechnology is interdisciplinary in
nature, patent applications that are searched, examined, and prosecuted in one center could and
should be examined more effectively by a coordinated review of more than one center. Experts
have criticized this, especially because there is traditionally little collaboration or communication
among the various TCs. However, the PTO has no plans to form a new technology center, primarily
due to the interdisciplinary nature of nanotechnology. The authors consider the formation of a
separate technology center premature, and instead suggest creating a working group/committee
within each TC that identifies nanotechnology patent applications as they are filed, formulates
examination guidelines, undertakes training of selected examiners, and periodically meets with its
counterparts from other technology centers. A progress report should be periodically presented to
PTO customers at nanotechnology partnership meetings.

2. Lack of a thorough classification system: There is no thorough classification scheme for U.S. nan-
otechnology patents. Additionally, the PTO lacks effective automation tools for nanotechnology
“prior art” searching. This could render examination unfocused and inefficient, resulting in the
issuance of unduly broad patents. Some patent practitioners argue that a separation of the search
from the examination of a patent application, as proposed by the 21st Century Strategic Plan of
the PTO, could further undermine the examination of small tech applications. Recently the PTO
proposed to outsource PCT searches. In November 2004, the PTO formally created a new digest
(Class 977/DIG 1)31 for nanotechnology-related patents.32

However, this rudimentary classification is not sufficient to address the interdisciplinary range
of technologies encompassed by bionanotechnology. It seems to be more of a public relations move
on the part of the PTO to satisfy its critics.

3. High attrition rates: The PTO continues to be under-staffed in numerous examining areas and it
is plagued by high attrition rates.33 Some experts believe that these attrition rates are likely to be

(Delphion, Derwent, MicroPatent, Government sites, Google, Dogpile, Vivisimo, Teleport Pro); text mining tools
(ClearForest, VantagePoint); and Microsoft Office (Pivot tables, charting, and organizing data).

31The PTO’s definition requires that at least one dimension of an invention be in the sub-100 nm range. However,
scale alone is not enough: to qualify as nanotechnology the nanoscale element of the product or process must be
essential to whatever properties make it novel. In other words, an inventor gets a nanotechnology patent only if its

32In an e-mail dated November 2004 to Dr. Bawa, the PTO defined a digest as follows:“A digest is a collection of cross-
reference patent disclosures based on a concept that relates to the concepts of a class but not to any particular subclass of
that class. Digests are listed in numeric sequence at the end of each class schedule. As necessary, Patent Examiners create
digests to simplify searches within their assigned arts. A digest cannot be designated as the OR [original] classification
of a patent. In most instances, digests are not defined and are not available in the [PTO] Public Search Room.”

33The agency’s inability to retain a talented pool of patent examiners is highlighted by the cumulative loss of
examiners from its biotechnology group (TC 1600) since fiscal year 2001. Couple this to the average growth rate

utility is made unique by its nanoscale size, see also Section 29.6.
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further exacerbated by poorly designed quality initiatives and a flawed electronic file and search
software.

4. Funding problems: PTO’s funding problems are compounded by Congress’s long-standing practice
of “diverting” user fees collected from patent applicants to the general budget.34 Naturally, many of
the PTO’s problems would be solved by ending this practice of diverting user fees to other agencies.
In fact, the pending legislation encompassing the 21st Century Strategic Plan of the PTO promises
to end this diversion.

5. High patent pendency: The backlog in patent applications continues to build. This slows the ability
of businesses to bring innovative new products to market. Since there is a backlog of almost
700,000 patent applications (as of this writing), presently the average time to process an application
(i.e., patent pendency) is over 2 years.35 However, given the current trend, the agency expects this
backlog of unexamined patent applications to skyrocket to more than 1 million by 2008 (it was
70,000 in the mid-1980s). This implies an average pendency of 3 to 5 years (or longer) for patent
approvals.36 Since small tech patent applications are spread throughout the agency, it may be
virtually impossible even to gauge the precise backlog in this case.

6. Limited industry–PTO interaction: Only a handful of experts from industry or academia have lec-
tured on nanotechnology at the PTO. In fact, the first-ever Nanotechnology Customer Partnership
Meeting was held at the PTO on September 11, 2003. The meeting was designed and developed
to be a forum to share ideas, experiences, and insights between individual users and the PTO.
However, the agency does not intend to use the meeting to arrive at any consensus.

7. Little examiner training or guidelines: to date, no training modules or examination guidelines have
been developed to educate patent examiners in the complexities and subtleties of nanotechnology.
No written guidelines for the practitioner have been published in the Official Gazette of the PTO.
According to a report, the PTO began training its examiners in nanotechnology concepts and
terminology in November 2004. However, that has not been enough to head off confusion in a
realm where the same invention might be called a carbon nanotube, an elongated cylinder made of
carbon, or a carbonaceous cylinder in three separate patent applications. Because such problems
with terminology have resulted in examination errors, a number of overlapping patents have
already been issued. In fact, most experts agree that protracted legal battles resulting from such
“patent thickets” could freeze nanotechnology development in its tracks, posing the biggest threat
to commercialization.

The results of the shortcomings cited earlier could result in:

• An improper rejection of a nanotechnology patent application due to an examiner’s erroneous
conclusion that the subject matter is not novel
• Issuance of an “overly broad” nanotechnology patent that infringes on previously issued patents

and gives far too much control over a particular swath of nanotechnology, allowing the patentees
to unfairly exclude competition37

(i.e., new application filings per period) of greater than 10% for the past five years, and the pendency figures become
more serious [8].

34Since 1990, the agency has been totally funded by user fees (not taxpayer money) collected from inventors,
businesses, universities and corporations. The President’s recent proposal to allow the PTO to keep all of its patent
fees it collects each year is being praised. The proposal will allow the PTO to hire hundreds of new examiners to attack
the enormous patent application backlog. It is yet to be seen if Congress will uphold this directive, or if the damaging
drain on the agency’s resources will continue.

35

36The Director of the PTO described his agency as being in a state of “crisis” while discussing this issue [9]. In fact,
the PTO plans to hire 1000 examiner’s each year through 2011, in an effort to address the patent pendency problem.

37Issuance of overly broad patents may stifle future development of nanotechnology by allowing inventors and
corporations control of basic technologies; this violates the primary directive of the patent system to stimulate
innovation and commerce.

Latest patent pendency statistics are available on the PTO website (www.uspto.gov).

http://www.uspto.gov
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• Issuance of a nanotechnology patent in spite of existing prior art that was overlooked during patent
examination

Any of the above results is unacceptable. Issuance of patents of poor quality38 (or too many “invalid”
patents on early-stage research) is likely to cause enormous damage to global commercialization efforts
by causing one or more of the following:

• Suppressing market growth and innovation
• Causing a loss of revenues, resources, and time
• Discouraging industry from conducting R&D and inducing unnecessary licensing
• Resulting in a flood of appeals and infringement lawsuits39

• Distorting away from high-quality inventions (introducing noise into investment, valuation, and
contracting decisions) and undermining the purpose of the patent system (to promote progress)
• Eroding public trust vis-à-vis nanotechnology

As industry and trade groups continue to highlight these concerns to the PTO, the agency appears to
have finally taken notice. However, critics charge that the PTO has failed to take any concrete steps to
address the numerous concerns of the nanotechnology community. They point to the fact that the PTO
has not taken any proactive steps to train its patent examiners in nanotechnology or undertaken any
serious classification projects setting out the sub- and cross disciplines in the field, generally first steps in
organizing new technologies.40

For now, it appears that the PTO will continue to struggle with nanopatent applications. How many
invalid or overly broad patents have been issued so far by the agency? At this point, it is anyone’s guess.
However, if its track record on gene-therapy, genomics, and “business method” patents is any indication,
the current agency practice presents the frightening prospect of mismanagement of the patent application
and prosecution process for nanobusiness. It is hoped that the agency will not take the same lax approach
that has resulted in the present serious backlog of patent applications. If the shortcomings described
above are not addressed promptly and effectively, U.S. patents of poor quality could stifle research and
impede nanotechnology from realizing its true potential, undermining the future of this promising tech-
nology. Furthermore, it is likely to create legal wrangles sufficient to stifle innovation, causing a serious
negative impact on business ventures, venture capital, and entrepreneurs — all vital contributors to the
development, exploitation, and promotion of the nanotechnology revolution.

As a result, companies bringing new products to the market will certainly face considerable uncertainty
regarding the validity of broad and potentially overlapping patents held by others [11,12]. The ongoing
land grab will definitely worsen the problem for companies striving to develop commercially viable

38

poor quality. See Federal Trade Commission, To Promote Innovation: The Proper Balance of Competition and Patent
Law and Policy, October 2003. In fact, more than ever before, many experts are suggesting removing the presumption
of validity associated with issued patents. Some of the factors contributing to poor examination at the PTO are the
increasing number of patent applications filed each year and the agency’s inability to attract and retain a talented
pool of patent examiners. Moreover, even today with all the quality initiatives underway at the agency, examiners are
still largely rewarded on the quantity of their work, not quality. Although flawless patent examination is impossible,
cooperation between the Patent Office Professional Association (the labor union representing the examiners), the U.S.
Department of Commerce and Congress is urgently needed to address this critical issue.

39Costly litigation, generally a last resort for most companies, is an untested area with respect to most sectors of
nanotechnology. Few patent infringement cases actually result in trial. Figures from past years have been below 5%.
Unlike biotechnology, mechanical and chemical patent practice, patent practitioners in nanotechnology do not yet
have a fully established body of patent law specific to nanotechnology. Some experts have proposed providing a means
to invalidate a patent short of litigation (similar to the current European “patent opposition”). Such a process would be
beyond the present limited reexamination procedure. In fact, this simple “postgrant review” of patents would provide
an inexpensive option compared to litigation as it would allow for withdrawal of a patent when it fails to fulfill the
criteria for patentability, thereby encouraging licensing and commercialization activity [10].

40In fact, the PTO has dismantled its classification center and sent its classification experts to the TCs.

Many, including the Federal Trade Commission (http://ftc.gov), believe that the PTO is often issuing patents of

http://ftc.gov
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products. Therefore, it is critical that reforms be undertaken at the PTO in order to ensure a better
balance between innovation and competition, particularly in the bionanotechnology space. Otherwise,
cursory patent examination at the PTO and resultant issuance of invalid patents will certainly generate a
crowded, entangled patent landscape with few open space opportunities for commercialization [11,12].
If such a dismal patent climate persists, investors are unlikely to invest in risky commercialization efforts.
For them, competing in this high-stakes patent game may prove to be costly. In fact, this patent thicket
problem may prove to be the major bottleneck to viable commercialization, negatively affecting the whole
bionanotechnology enterprise.
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T
ISSUE-ENGINEERING STUDIES are quickly becoming pervasive in not only biomedical engin-
eering, but also cellular, and molecular biology. As evidenced in both the scientific and popular
press, there exists considerable excitement surrounding the strategy of regenerative medicine.

Popular news magazines, including Time, Barron’s, and The Economist, have recently reported on the
clinical possibilities as well as financial promise of tissue-engineered devices. Furthermore, a quick invest-
igation of the National Library of Medicine database of scientific literature shows that tissue engineering
is a young field, with just over 4100 articles referencing the term and all references occurring since 1984.
Nevertheless, it is a field that has experienced an explosive growth, with a remarkable 88% of these articles
published since the year 2000. Qualitatively similar results are found in other databases, including the ISI
Web of Science.

In an effort to put the numerous advances in the field into a broad context, this section of the Bio-
medical Engineering Handbook is devoted to the dissemination of current thoughts on the development
of engineered tissues. To this end, the section has been divided into three parts: Fundamentals of Tissue
Engineering, Enabling Technologies, and Tissue-Engineering Applications. The Fundamentals of Tissue
Engineering subsection examines the properties of stem cells, primary cells, growth factors, and extra-
cellular matrix as well as their impact on the development of tissue-engineered devices. The Enabling
Technologies subsection focuses upon those strategies typically incorporated into tissue-engineered
devices or utilized in their development, including scaffolds, nanocomposites, bioreactors, drug delivery
systems, and gene therapy techniques. Finally, the Tissue-Engineering Applications subsection presents
synthetic tissues and organs that are currently under development for regenerative medicine applications.

The contributing authors are a diverse group with backgrounds in academia, clinical medicine, and
industry. Furthermore, the section includes contributions from Europe, Asia, and North America, helping
to broaden the views on the development and application of tissue-engineered devices.

The format of this section is derived from the Advances in Tissue Engineering short course, which has
been held at Rice University since 1993. This short course has educated researchers, students, clinicians,
and engineers on both the fundamentals of tissue engineering and recent advances in many of the most
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prominent tissue-engineering laboratories around the world. For many of the contributors, the chapter
included in this section presents findings that have been recently discussed at the Advances in Tissue-
Engineering short course.

The target audience for this section includes not only researchers, but also advanced students and
industrial investigators. This section should be a useful reference for courses devoted to tissue engineer-
ing fundamentals and those laboratories developing tissue-engineered devices for regenerative medicine
therapy.
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30.1 Introduction

In adults, stem cells are fundamental cell units within every tissue that function as a renewal source of
highly specialized, terminally differentiated cells. The cell renewal serves to compensate for the normal
cell turnover (cell death) or serves to provide reparative cells for the repair of minor defects. The stem
cells can be thought of as the rejuvenation potential of the organism (high during the young or growth
phase). Unfortunately, this renewal capacity decreases with age; even amphibians that are able to perfectly
regenerate an entire limb lose this capacity with age [1]. Thus, one of the long-term goals of Tissue
Engineering is to learn how to control and regulate this natural regeneration potential, so that tissue
performance can be enhanced or massive defects can be repaired via an intrinsic regenerative pathway.

As a scientific discipline, Tissue Engineering is very young, and thus, is quite distant from its long-term
goal. To approach this goal, a series of sequential technological advancements must be made. Our earliest
achievements, material-assisted repair of various tissues, have been accomplished in a variety of preclinical
models and, in the case of skin, with clinical success in humans [2–5]. In all these cases, scaffolds, cells and
growth factors/cytokines, or a combination of these have been surgically implanted. Like the first crude
cardiac pacemakers, their initial successful implantation served as a catalyst for their improvement and
perfection, a process that is ongoing.

30-1
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FIGURE 30.1 The mesengenic process involves the replication of MSCs and their entrances along multistep lineage
pathways to produce differentiated cells that fabricate specific tissues such as bone, cartilage, and so on. We know most
about the lineages on the left and least about those on the right of the diagram.

It follows that if we are to learn how to manage the various intrinsic organ stem cells to reconstruct
or repair specific tissues, we must first obtain a deep understanding of these unique stem cells; we must
understand what makes these cells divide, differentiate, grow old, and expire. We must learn how to
position these stem cells in defects, how to coordinate the integration of blood vessels and nerves, and
how to integrate the host tissue with the neo-tissue. Lastly, as Tissue Engineers, we must recognize that
each individual has a genetically controlled variation, even between close family members, that will affect
the fine-tuning of every repair logic.

It would be impossible to review the fundamental characteristics of every stem cell/organ system in the
body in this chapter. Thus, I will focus on only one stem cell system, the mesenchymal stem cells (MSCs),
that has already proven to be a versatile source of reparative cells for Tissue Engineering applications.

30.2 Mesenchymal Stem Cells

I suggested long ago that bone marrow contained a stem cell capable of differentiating into a number of
mesenchymal tissues; I call this cell a mesenchymal stem cell (MSC) and the lineage sequences Mesen-
genesis, as pictured in Figure 30.1 [6–11]. This suggestion was based on my familiarity with embryonic
mesenchymal progenitors [12–14] and partially on the early studies of Freidenstein [15] and, in particu-
lar, of Owen. Indeed, it was Owen [16] who drew me into the adult MSC realm by her scholarly treatise.
In the late 1980s, Stephen Haynesworth and I [10,17,18] embarked in the task of isolating these rare
MSCs from human bone marrow; the key to our success was a selected batch of fetal bovine serum that
worked quite well with embryonic chick limb bud mesenchymal progenitor cells [19]. Subsequently, my
collaborators have shown that marrow-derived MSCs are capable of differentiating into cartilage [20,21],
bone [22,23], muscle [24,25], bone marrow stroma (hematopoietic support tissue) [26–28], fat [29],
tendon [30,31], and other connective tissues. Other laboratories have provided evidence that MSCs can
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differentiate into neural cells [32,33], cardiac myocytes [34,35], vascular support cells (pericytes, smooth
muscle cells) [36,37], and perhaps other tissues [38,39]. The multipotential of culture expanded MSCs
provides the stimulus to consider them as candidates for various Tissue Engineering strategies. Such
strategies, by necessity, require both scaffolds and various growth factors/cytokines to manage the pro-
liferation and differentiation of MSCs to form specific tissues in vivo. In some cases, the tissue defect,
itself, and its microenvironment provide instructional support; in other cases, pretreatment of the cells or
placing the cells within unique scaffolds provides the instructional cues [40]. The details of these experi-
ments provide the experimental basis for improving these early Tissue Engineering logics in preparation
for their clinical use.

30.3 Fundamental Principles

When in doubt of how to manage the multiple parameters of tissue repair/regeneration, Mother Nature
should be asked to reveal her secrets as a guide. Philosophically, we believe that many of the funda-
mental principles of Tissue Engineering involve the recapitulation of specific aspects of embryonic tissue
formation [41,42]. For example, the embryonic mesenchyme that will form the cartilage anlagen of long
bones has a high ratio of undifferentiated progenitor cells to extracellular matrix (ECM). This embryonic
mesenchymal ECM is composed of type I collagen, hyaluronan, fibronectin, and water. In experiments
with chick limb bud mesenchymal progenitor cells in culture, we showed that the molecular weight of
hyaluronan is instructive to these progenitor cells, in that high molecular weight chondro-inductive or
chondro-permissive [43,44]. Others have shown that high molecular weight hyaluronan is antiangiogenic.
Indeed, the exclusion of blood vessels is also chondrogenic. Thus, a scaffold of hyaluronan coated with type
I collagen or fibronectin to bind the MSCs would be expected to be chondrogenic; indeed, we have shown
it to be just that [45]. The scaffold must be quite porous to allow the newly differentiated chondrocytes to
fabricate their unique and voluminous ECM that controls the cushioning properties of the cartilaginous
tissue. By mimicking the cell density and ECM of embryonic progenitor mesenchyme, cartilaginous tissue
forms in large, full thickness defects in adult rabbit knees [41].

In the absence of hyaluronan, the key physical characteristic of prechondrocytes is their close proximity
to their neighbors and maintenance of the cells in a rounded shape [20,21]. One way to achieve this
condition is to place adult MSCs in a type I collagen lattice. The cells will bind to the lattice fibrils and
rapidly contract the lattice to bring the cells into a high density configuration [46]. In culture, in the
presence of TGF-β [20,21] or in vivo by the contracted network excluding blood vessels, the MSCs will
form cartilage tissue. Thus, mimicking the embryonic microenvironment both chemically and physically
can result in the specific differentiation of MSCs.

In contrast, the rules for bone formation are quite different from those governing cartilage formation
[13,47,48]. In this case, we again studied embryonic chick limb development and observed that vascu-
lature is the driver for bone formation. In the context of Tissue Engineering scaffolds, bone formation
requires rapid invasion of blood vessels into the pores of the scaffold. For example, porous calcium
phosphate ceramics coated with fibronectin to bind MSCs provide an inductive microenvironment for
bone formation in subcutaneous or orthotopic sites [52]; it may be that the calcium phosphate, itself,
is informational, but more likely it binds osteogenic growth factors that stimulate the MSCs. The MSCs
bind to the walls of the pores in the ceramic where they divide and, as vasculature invades from the host
tissue at the implantation site, the cells differentiate into sheets of osteoblasts and fabricate the lamellae
of bone [49]. The vasculature does not go to the walls of dead-ends of the ceramic and in this location,
the MSCs divide and pile-up on one another and form compact areas of cartilage. Thus, in the two dif-
ferent microenvironments (vascular and avascular), the MSCs form two very different tissues (bone and
cartilage). This bone/cartilage forming capacity has been quantified and has become our gold standard
for judging the quality of MSC preparations [19,50].

Again, for emphasis, mimicking Mother Nature, especially her very efficient embryological events, is,
for us, a fundamental rule of engineering tissue repair or regeneration in adults.
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30.3.1 In Vitro Assays for the Osteogenic and Chondrogenic Lineages

We have established an in vitro assay for the differentiation of human and animal MSCs into bone and
cartilage phenotypes [20–23]. For osteogenesis, the inclusion of dexamethasone (dex), ascorbate, and
eventually β-glycerophosphate (a phosphate donor) causes the MSCs to enter the osteogenic lineage,
upregulate alkaline phosphatase activity (two- to ten-fold), secrete various bone proteins, and eventually,
organize calcium apatite deposition within type I collagen fibrils comparable to that observed in in vivo
osteoid.

Likewise, we have established the in vitro conditions for causing MSCs to differentiate into chondrocytes
[21,22]. Simply, MSCs are pelleted to the bottom of 15-ml conical plastic tubes, and the medium is changed
to a chemically defined medium containing TGF-β at a concentration of 2–10 ng/ml. The pelleted cells
come off the bottom of the tube and form a sphere of cells that differentiate into chondrocytes that
fabricate type II collagen- and aggrecan-rich ECM. Both of these in vitro assays and the porous ceramic
assay in vivo have been tested by diluting the human or rat marrow-derived MSCs with dermal fibroblasts.
In these experiments, the human dermal fibroblasts were shown to not differentiate into bone or cartilage
phenotypes. The results of these assays are that MSC preparations can have 25–50% non-MSCs without
experiencing a major loss of osteo- or chondrogenic tissue formation [51]. In the context of Tissue
Engineering logics, these observations could mean that the implanted MSCs could be “contaminated” by
host-derived fibroblasts, but would still retain their capacity to regenerate osteochondral tissue.

30.4 MSCs and Hematopoietic Support

The marrow stroma is a highly specialized connective tissue that provides different microenvironmental
niches for the different lineage pathways of hematopoiesis. Each of the different lineage pathways of
hematopoiesis requires a different combination of cytokines and growth factors. The marrow stromacytes
not only fabricate these unique physical niches of connective tissue, but they secrete specific bioactive
molecules for the initiation and control of these lineage pathways. The MSC differentiation sequence
into these different hematopoietic lineage support phenotypes has yet to be described. However, just as
complex multicellular Dexter cultures are able to support in vitro hematopoiesis, so can homogeneous
populations of MSCs incubated in Dexter medium provide support for hematopoiesis. Because of these
very specific hematopoietic-support functions, the term “marrow stromal cells” should be reserved for
these highly differentiated marrow connective tissue cells that facilitate hematopoietic differentiation.

It is important to stress that the differentiation of MSCs into marrow stroma or osteoblasts involves
a time-dependent sequence of differentiation steps (the lineage) with each step involving the up- and
down-regulation of many genes. For example, we have compared the cytokine secretion into the medium
in 24 h by human MSCs cultured in growth medium, in osteogenic medium (dex, ascorbate), and in
stroma-generating medium (Dexter conditions or in the presence of IL-1α). The cytokine quantity is very
different for these three culture conditions [28]. Also of considerable importance was the realization that
the constitutive levels of these cytokines are different for each donor batch of cells under standard growth
or differentiation conditions. These measured differences emphasize the influence of the genotype on
the observed differentiation/lineage pathways and multigenic expression profiles of each MSC donor or
recipient or both.

30.4.1 Muscle, Tendon, and Fat

Both in vitro and in vivo, microenvironments control the differentiation and expressional profile of the
MSCs and their differentiated descendants. Without going into all of the details, MSCs have been shown
to differentiate into skeletal muscle, into Achilles or patella tendon tissue, and into adipocytes as reviewed
earlier in this chapter. The cell culture conditions or in vivo tissue sites were different for each of the
phenotypes observed. Importantly, the introduction of MSCs into specific tissue locations was followed
by using markers or molecular probes [53,54]. For example, normal rodent marrow-derived MSCs form



© 2006 by Taylor & Francis Group, LLC

Fundamentals of Stem Cell Tissue Engineering 30-5

Proliferation

Commitment

Lineage
progression

Differentiation

Maturation

Osteogenesis

Transitory
osteoblast

Osteoblast

Osteocyte

BONE CARTILAGE MUSCLE MARROW
TENDON/

LIGAMENT
CONNECTIVE

TISSUE

Hypertrophic
chondrocyte

Myotube Stromal
cells

T/L
fibroblast

Adipocytes,
dermal, and
other cells

M
es

en
ch

ym
al

 ti
ss

ue
B

on
e 

m
ar

ro
w

/p
er

io
st

eu
m

THE MESENGENIC PROCESS

Mesenchymal stem  cell (MSC)

MSC prollferation

Chondrogenesis Myogenesis Marrow stroma
Tendogenesis/

ligamentagenesis

Transitory
fibroblast

Transitory
stromal cellMyoblast

Myoblast fusion
Chondrocyte

Transitory
chondrocyte

Unique
micro-niche

Other

FIGURE 30.2 The mesengenic process in which transdifferentiation is depicted by horizontal arrows. For example,
adipocytes can transdifferentiate into osteoblasts.

dystrophin-positive skeletal muscle in the limbs of mdx mice that are dystrophin-negative [25]. Likewise,
reparative neo-tissue formed in rabbit tendon defects when autologous MSCs were introduced in suitable
scaffolds [30,31].

The isolation of MSCs from fat provides an intriguing question of the origin of these progenitor cells
[34,55]: Are these MSCs an intrinsic occupant of fat, are they associated with the blood vessels, or are
they dedifferentiated adipocytes? Both marrow- and fat-derived MSCs differentiate into adipocytes and

phenotypic plasticity and whether differentiated cells dedifferentiate into a stem cell and then rediffer-
entiate into an alternate phenotype or whether the differentiated cells transdifferentiate directly into a
different mesenchymal phenotype (as pictured in Figure 30.2). The current data indicate that cells can
transdifferentiate along certain permissible routes without backing up to the stem cell status.

30.4.2 A New Fundamental Role for MSCs

Previously, all of the preclinical models used MSCs to provide the cells that fabricate the specialized,
differentiated tissues. I propose that MSCs could be used in a different clinical context: that MSCs could
provide a trophic influence to structure a reparative microenvironment. The precedent for cells secreting
cytokines/growth factors that have regulator effects is well established in regenerative biology. For example,
Singer long ago established the trophic effect of nerves on amphibian limb regeneration [56]. He showed
that a certain quantum of nerves in the limb stump is required for successful limb regeneration; the nerves
delivered neural trophic factors and the electrical or neural transmitter release was not associated with
this trophic effect as evidenced by switching the ratios of different nerves into the limb stump.

In this regard, the bone marrow stroma derived from MSCs provides very specific instructional niches
for various lineage pathways of hematopoiesis as discussed earlier. The question arises, “Can MSCs
structure reparative microenvironments without differentiating into specific differentiated cells or tissue?”
The answer appears to be “yes!” In the cases of cardiac infarct (ischemia) and stroke (brain ischemia),

the other phenotypes of the Mesengenic Lineage (Figure 30.1). These observations raise the question of
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bone marrow-derived MSCs when injected into the ischemic zones do not massively differentiate into
cardiac myocytes or neural cells. Rather, the MSCs appear to establish a trophic influence that is antifibrotic
(antiscar tissue) and angiogenic [57–60]. The lack of the formation of extensive fibrotic, scar tissue and
the rapid revascularization of the affected tissue zones result in clinically improved tissues.

These new findings suggest to me a new Tissue Engineering paradigm: the site-specific delivery of
trophic cells (cells that secrete specific cytokines/growth factors) that structure reparative microenviron-
ments. Already well established is the concept of genetically engineering the insertion of a specific gene,
for example, transfection with a BMP-containing insert, to be synthesized by an implanted cell to stimulate
bone regeneration at that implantation site [61,62]. In this context, why not implant to a specific location a
normal cell that has a powerful trophic activity that will cause the implantation site to support restorative
therapy? Likewise, the trophic effect may not stimulate repair, but rather, it may inhibit a debilitating
effect, such as fibrosis, so that the slower, more natural host-mediated regenerative events can take place.
In some cases, as mentioned earlier, MSCs can provide such a trophic effect.

30.4.3 The Use of MSCs Today and Tomorrow

The current use of MSCs is facilitated by their capacity to be expanded in culture. The introduction of
these cells back in vivo is facilitated by site-specific scaffolds. In some cases, the MSCs can be jump-started
down a lineage pathway by exposing them in culture to a specific bioactive agent (dex for bone [23,49],
TGF-β for cartilage [20,21], etc.). In the long-term, there will be a way to mobilize the body’s own MSCs,
direct them to a site, expand them at the site, and signal them into a lineage pathway including modulation
of the phenotypic expression of the cells to produce the appropriate tissues for that repair site (articular
cartilage at the knee and auricular cartilage in the ear). There are at least two unknowns in this process.
First, we do not know what mobilizes MSCs from marrow or other depots, although there are data that
suggest such mobilization takes place following injury [34,35,63]. Second, we do not know how such
mobilized MSCs dock into specific tissues. Consistent with this lack of knowledge is our inability to
obtain high engraftment percentages for systemically administered, culture-expanded (marked) MSCs
[64]. At best, only 2 to 3% of systemically administered MSCs home back to bone marrow with most of
the infused cells lodging in the lung (probably a size issue) and liver (probably a fibronectin issue).

30.5 Cell Targeting

To systematically learn more about control of engraftment of systemically or locally introduced reparative
cells, we have developed protocols which facilitate the targeting of cells to specific molecular docking sites.
The approach is to insert specific targeting molecules into the cell membranes. The first approach involved
palmitoylating protein G and painting this “primer” coat on cells, since the hydrophobic fatty acid tail of
palmitic acid will quantitatively insert into the cell’s plasma membrane lipid bilayer core. This positions
the protein to orient out of the cell’s surface. Protein G binds strongly to the Fc region of antibodies.
Thus, we can put different paints (antibodies) on the primer coat on the cell’s surface. Moreover, if we had
specific addressing or docking peptides, we could construct a fusion protein with such addresses in series

In a proof of this technology concept, Dennis et al. [65] have created a deep cartilage defect in the
condyle of rabbits. A library of antibodies exists against various epitopes in the ECM of deep articular
cartilage as opposed to the surface of the condylar cartilage. With these antibodies, cultured rabbit or
human chondrocytes were shown to home to the defect and subsequently fabricate cartilage ECM in an
organ culture test system. The painting moieties were shown to not affect the viability or replication of
the painted cells nor the differentiation capacity of painted MSCs. The long-term goal is the injection of
painted chondrogenic cells into the synovial space to direct their docking to cartilage defects and, then, to
facilitate the repair/regeneration of the cartilage.

with the Fc-region of antibodies in a molecularly reconstructed fusion protein as pictured in Figure 30.3.
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FIGURE 30.3 Cell targeting technology involves palmitic acid that is derivatized with Protein A or G (PRIMER).
The fatty acid hydrophobic tail quantitatively inserts into the lipid bilayer of the cell membrane. An antibody or fusion
protein with the Fc domain at one end is referred to as the Paint.

I could imagine using the painting technology to insert tissue-specific address or targeting molecules
to implanted scaffold docking sites as a basis for various systemically or locally supplied reparative cells,
for example, stem cells for a variety of tissues. The docking of these cells could improve tissue performance
or repair localized defects. Enhanced engraftment of stem cells, either by mobilizing intrinsic popula-
tions or by injecting extrinsically expanded cells, should provide useful Tissue Engineering strategies for
tomorrow. Clearly, a lot of work needs to be done before this long-term goal will be realized.
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31.1 Introduction

Tissue engineering is the exciting discipline of design and construction of spare parts for the human
body to restore function based on biology and biomedical engineering. The basis of tissue engineering
is the triad of signals for tissue induction, responding stem cells, and the scaffolding of extracellular
matrix. Among the many tissues in the human body bone has the highest power of regeneration and
therefore is a prototype model for tissue engineering based on morphogenesis. Morphogenesis is the
developmental cascade of pattern formation, body plan establishment, and culmination of the adult body
form. The cascade of bone morphogenesis in the embryo is recapitulated by demineralized bone matrix-
induced bone formation. The inductive signals for bone morphogenesis, the bone morphogenetic proteins
(BMPs) were isolated from demineralized bone matrix. BMPs and related cartilage-derived morphogenetic
proteins (CDMPs) initiate cartilage and bone formation. The promotion and maintenance of the initiated
skeleton is regulated by several growth factors. Tissue engineering is the symbiosis of signals (growth
factors and morphogens), stem cells, and scaffolds (extracellular matrix). The rules of architecture for
tissue engineering are a true imitation of principles of developmental biology and morphogenesis.

31.2 Tissue Engineering and Morphogenesis

An understanding of the molecular principles of development and morphogenesis, is a prerequisite for
tissue engineering. We define tissue engineering as the science of design and manufacture of new tissues

31-1



© 2006 by Taylor & Francis Group, LLC

31-2 Tissue Engineering and Artificial Organs

for functional restoration of the impaired organs and replacement of lost parts due to disease, trauma,
and tumors [1]. Tissue engineering is based on principles of developmental biology and morphogenesis,
biomedical engineering, and biomechanics.

Morphogenesis is initiated by morphogens. The promotion and maintenance of morphogenesis is
achieved by a variety of growth factors. Generally, morphogens are first identified in fly and frog embryos
by genetic approaches, differential displays, and subtractive hybridization expression cloning. An alternate
biochemical approach of “grind and find” from adult mammalian bone led to the isolation of BMPs, the
premier signals for bone morphogenesis. We now discuss the identification, isolation, and molecular
cloning of BMPs from a natural biomaterial, the demineralized bone matrix.

31.3 The Bone Morphogenetic Proteins

Bone grafts have been used to aid the healing of recalcitrant fractures. Demineralized bone matrix induced
new bone formation. Bone induction by demineralized bone matrix is a sequential cascade [2–4]. The
key steps in this cascade are chemotaxis of progenitor cells, proliferation of progenitor cells, and finally
differentiation first into cartilage and then bone. The demineralized bone matrix is devoid of any living
cells and is a biomaterial that elicits new bone formation. The insoluble collagenous bone matrix binds
plasma fibronectin [3] and promotes the proliferation of cells. Proliferation was maximal on day 3,
chondroblast differentiation was evident on day 5, and chondrocytes were abundant on day 7. The cartilage
hypotrophied on day 9 with concominant vascular invasion and osteogenesis. On days 10 to 12 maximal
alkaline phosphatase activity, a marker of bone formation, was observed. Hematopoietic differentiation
was observed in the ossicle on day 21. The sequential bone development cascade is reminiscent of bone
morphogenesis in limb.

A systematic study of the biochemical basis of bone induction was initiated. A bioassay for bone
induction was established in vivo in rats. The insoluble demineralized bone matrix was extracted
in 4 M guanidine hydrochloride, a dissociative extractant. About 3% of the proteins were solubil-
ized and the rest was the insoluble residue. The extract and the residue alone were unable to induce
bone formation. However, reconstitution of the extract to residue yielded new bone morphogenesis.
Thus there is collaboration between soluble signals and the insoluble matrix scaffold to yield new
bone formation [5,6]. This key experiment predates the term tissue engineering and demonstrates
the collaboration of soluble signals and insoluble scaffolding as a critical concept in practical tissue
engineering. Collagen appear to be an optimal scaffold [7]. The bone induction is dependent on the
hormonal status including vitamin D [8,9]. Irradiation of the recipient blocked the cellular cascade of
osteogenesis [10].

This bioassay was a critical development in the quest for the purification of the bioactive bone morpho-
gens, the bone morphogenetic proteins [11–15]. There are nearly 15 members of BMPs in the human

sists of seven canonical cysteines contributing to three interchain disulfides and one interchain disulfide
bond.

BMPs stimulate chondrogenesis in limb bud mesodermal cells [16]. BMP 2 stimulates osteoblast
maturation [17]. BMPs are chemotactic for human monocytes [18]. In addition to initiating chon-
drogenesis BMPs maintain proteoglycan biosynthesis in bovine articular cartilage explants [19,20].
Recombinant human growth/differentiation factors (GDF-5) stimulate chondrogenesis during limb
development [21].

BMPs interact with BMP receptors I and II on the cell surface/membrane [1,22]. BMP receptors are
serine/threonine kinases. The intracellular substrates for these kinases called Smads function as relays to
activate the transcriptional machinery [23]. The three functional classes are (1) receptor-regulated Smads,
namely, Smads 1, 5, and 8, (2) the common partner Smad — 4, and (3) the inhibitory Smads 6 and 7.
There are Smad-dependent and independent pathways for activation of BMP signaling including new
bone formation.

genome (Table 31.1). BMPs are dimeric molecules with a single disulfide bond. The mature monomer con-
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TABLE 31.1 The BMP Family in Mammalsa

BMP subfamily Generic name BMP designation

BMP 2/4 BMP-2A BMP-2
BMP-2B BMP-4

BMP-3 Osteogenin BMP-3
Growth/differentiation factor-10 (GDF-10) BMP-3B

OP-1/ BMP-7 BMP-5 BMP-5
Vegetal related-1 (Vgr-1) BMP-6
Osteogenic protein-1 (OP-1) BMP-7
Osteogenic protein-1 (OP-2) BMP-8
Osteogenic protein-1 (OP-3) BMP-8B
Growth/differentiation factor-2 (GDF-2) BMP-9
BMP-10 BMP-10
Growth/differentiation factor-11 (GDF-11) BMP-11

GDF-5,6,7 Growth/differentiation factor-7 (GDF-7) or
cartilage-derived morphogenetic protein-3 (CDMP-3)

BMP-12

Growth/differentiation factor-6 (GDF-6) or
cartilage-derived morphogenetic protein-2 (CDMP-2)

BMP-13

Growth/differentiation factor-5 (GDF-5) or
cartilage-derived morphogenetic protein-1 (CDMP-1)

BMP-14

BMP-15 BMP-15

a BMP-1 is not a BMP family member with seven canonical cysteines. It is a procollagen-C proteinase
related to Drosophila Tolloid.

31.4 Growth Factors

Growth factors are proteins with profound influence on proliferation and growth of cells. Growth factors
stimulate the differentiation of progenitor/stem cells. The growth factors include many subgroups and
such as Insulin like growth factors (IGFs), fibroblast growth factors (FGFs), and platelet-derived growth
factors (PDGFs).

Insulin like growth factors are polypeptides related to Insulin. There are two members, IGF-I and IGF-
II. Liver is the predominant site of IGF-I synthesis, and is stimulated by pituitary growth hormone. IGF
biological activity is modulated by IGF-binding proteins (IGFBP). There are six different IGFBPs. IGFs
promote extracellular matrix biosynthesis by osteoblasts.

Fibroblast growth factors (FGFs) are proteins with multiple members. FGFs are mitogens for endothelial
cells. Along with Vascular Endothelial Growth Factors (VEGFs), FGFs are critical for bone formation. It
is well known that vascular invasion is a prerequisite for endochodral bone formation.

Platelet-derived growth factors come in three isoforms, namely, AA, AB, and BB. They are primarily
produced by platelets in blood. Various isoforms stimulate bone formation.

31.5 BMPs Bind to Extracellular Matrix

The critical role of extracellular matrix in morphogenesis of many tissues during development is well
known. The extracellular matrix is a supramolecular assembly of collagens, proteoglycans, and gly-
coproteins. The collagens are tissue specific and the proteoglycans include chondroitin sulfate, dermatan
sulfate, heparan sulfate/heparin, and keratan sufate. Recombinant BMP 4 and BMP 7 bind to heparan
sulfate/heparin, collagen IV of the basement membrane [24]. The binding of a soluble morphogen to insol-
uble extracellular matrix renders the morphogen to act locally and protects it from proteolytic degradation
and therefore extends its biological half-life. Thus, extracellular matrix scaffolding is an efficient delivery
system for tissue engineering. Growth factors such as FGFs bind to heparan sulfate. An emerging concept
for tissue engineering is the tethering of signals to scaffolds to restrict their diffusion.
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31.6 Clinical Applications

Recombinant BMP 2 has been approved by the Food and Drug administration for spine fusion and open
fractures of tibia due to orthopaedic trauma. There have been several clinical applications of BMPs in
orthopaedic surgery [25–29]. The developing experience of BMPs will be of immense utility to the nascent
field of tissue engineering, the science of design-based manufacture of spare parts for human skeleton
based on signals, stem cells, and scaffolding [1,30] in medicine and dentistry. A prototype paradigm
has validated the proof of principle for tissue engineering based on tissue transformation by BMPs and
scaffolding [31].

31.7 Challenges and Opportunities

Despite the exciting advances in clinical applications of BMPs there remain many challenges. Foremost
among them is the need for developing synthetic scaffolds to deliver recombinant BMPs for skeletal tissue
engineering. The development of synthetic scaffolds with an ability to respond to biomechanical influences
that are known to be critical for musculoskeletal structures will lead to a quantum improvement of current
tissue engineering approaches to bone, cartilage, and meniscus. The remaining challenges make the field
of morphogen-based tissue engineering an exciting frontier with unlimited opportunities.
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32.1 Introduction

A major goal of tissue engineering is to employ the principles of rational design to recreate appropriate
signals to cells that promote biological processes leading to production of new tissues or repair of damaged
ones. A key modulator of cell behavior is the ECM that provides individual cells with architectural
cues of time and space, modulates bioavailability of soluble growth and differentiation factors, and
organizes multicellular tissue development. This chapter will focus on key ECM components and their
functions, emphasizing relationships between natural matrices present in both hard and soft tissues and
cell function. The concept of “mining” the natural matrix for active motifs that are useful in tissue

32-1
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engineering applications also is introduced. Finally, the utility of translating knowledge gained from
study of native ECM to controlled delivery of growth factors and deliberate modulation of cell and tissue
phenotype for engineering purposes is discussed.

32.2 ECM and Functional Integration of Implanted Materials

Cells sense and respond to a variety of signals that include those that are soluble such as growth factors,
differentiation factors, cytokines, and ion gradients. In addition, cell behavior and phenotype is governed
by responses to other types of signals that include mechanical forces, electrical stimuli, and various physical
cues. Immobilized protein matrices that generally are fixed in space also regulate cell function. The general
term that has come to denote the complex mixture of proteins on the outside of cells that governs their
behavior is ECM. Evolution has provided cells with surface receptors to ECM components that enable
them to recognize and decipher the signals that they encounter from the ECM and which influence cell
growth, division, and differentiation [1].

For descriptive purposes, cell adhesion is classified into categories of cell–substratum and cell–cell
attachment. Cell–cell interactions may occur between like cells (homotypic events) or between dissimilar
cells (heterotypic). Homotypic interactions stabilize epithelia, which typically lie upon a sheet of special-
ized ECM called the basement membrane, discussed in Section 32.2. Heterotypic interactions govern many
normal cellular phenomena including embryo–uterine implantation, immune surveillance, cell migration
during embryogenesis, and neurotransmission. They also characterize the pathological states of cancer
metastasis, rejection of transplanted tissues and organs, and inflammation [2,3]. In the context of tissue
engineering, both types of cellular interactions must be understood, and thus hopefully manipulated,
to ensure successful integration of transplanted materials.

There exists in tissues an exquisite balance between the anabolic process of ECM production and
the catabolic process of ECM turnover. Introduction of foreign materials inevitably disrupts this natural
homeostasis. A goal of tissue engineering is to successfully introduce replacement tissues that will, through
stimulation of anabolic processes, lead to ECM production and acceptance of engineered materials rather
than their immediate or eventual destruction via activation of catabolic pathways. To facilitate biointeg-
ration, both degradable and nondegradable foreign materials can be modified with native ECM or motifs
derived from proteins in the ECM. Achievement of this goal requires a thorough understanding of the
structural relationships among molecules in the ECM, their molecular interactions directing cell adhesion
events, their biosynthesis and turnover, and their natural functions.

32.3 Basement Membranes and Focal Adhesions

Basement membranes, also called basal lamina, are sheets of highly organized ECM that are associated with
the basal membrane of epithelial cells, around muscle cells, below endothelial cells in blood vessels, sup-
porting fat cells, and associated with Schwann cells surrounding peripheral nerve axons [4,5]. In addition
to physically separating the cell layers comprising epithelia and stroma, they provide a diversity of func-
tions including structural support, selective filtration, and serve as barriers to invasion. They also establish
cell polarity, influence cell metabolism, induce cell differentiation, direct cell migration, and organize

tron micrographs of natural basement membranes illustrating their typical functions and structural roles
in separating cells in tissues. Note that cells contact the basement membrane on a single face that estab-
lishes cell polarity and creates the basal surface of attaching cell. The basement membrane exists as a
complex meshwork comprised of the proteins collagen IV, laminin, proteoglycans including perlecan,
agrin, and collagens XV and XVIII, fibulin, BM-40 (SPARC), and nidogen/entactin [4]. The spatial rela-
tionships among these molecules were examined using atomic force microscopy where thin, threadlike
strands of heparan sulfate attached to certain proteoglycans were seen to protrude from the core mesh-
work and proposed to function as an “entropic brush” that could filter proteins by their constant thermal

membrane receptors. Figure 32.1 depicts scanning and transmission (SEM and TEM, respectively) elec-
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(a) (b)

(c)

FIGURE 32.1 (a) Transmission electron micrograph of a transverse section through a blood capillary consisting of a
single endothelial cell wrapped around to join upon itself to create a lumen. The endothelial cell is (as are all epithelia)
bordered by a basement membrane on its external aspect. The basement membrane is shared by pericapillary cells
called “pericytes” that are represented by the small bits of seemingly isolated cell material at the capillary periphery.
(b) High magnification TEM of the glomerular basement membrane separating the capillaries of the kidney glomerulus
and the “podocytes” on their surface. The capillary endothelium (on the right) contains apparent gaps which in three
dimensions represent “fenestrae” or “little windows” in the capillary wall. The podocyte “pedicles” on the left actually
are part of larger cell processes out of the plane of section. This panel highlights the function of the basement membrane
as part of a filtration barrier which sieves large molecules and those with cationic charges. (c) A SEM of the ciliated
respiratory epithelium of the trachea. Part of the epithelium has been denuded during preparation (bottom) to reveal
meshwork collagen IV fibers of the underlying basement membrane and connective tissue underneath it.

motion within the basement membrane [5]. Collagen IV and laminin within the basement membrane
form two overlapping polymeric networks [6,7] with which the other components interact in a highly
organized fashion. The basement membrane provides an anchor for cells, which adhere to it using specific
surface receptors called integrins [1]. Focal adhesions are the sites of cell–ECM attachment that were first
identified ultrastructurally as cell surface electron dense regions near sites of cell attachment to substrata
and then recognized as interfaces with the cytoskeleton [8]. Focal adhesions belong to the contractile
class of matrix contacts, distinct from protrusive contacts or those that provide mechanical support [9].

in the plasma membrane attached to ECM in the basement membrane. The processes of anchoring and
spreading of cells on substrata occur as multistep processes that involve, among other things, clustering
of surface receptors at sites of focal adhesions. Protein complexes link the cytoplasmic tails of surface
receptors to the cytoskeleton, facilitating cell adhesion and transmitting signals through the intracellular
network that ultimately signal to the nucleus to inform the cell that it has attached. This form of signaling
has come to be called “outside in” signaling and is a key component of engineering functional interfaces
between materials and living cells. It is important to note that cells seldom rely on one adhesion system

Figure 32.2 diagrams a cartoon of a focal adhesion consisting of both integrin and nonintegrin receptors
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FIGURE 32.2 Focal adhesion schematic. The diagram illustrates the components of the focal adhesion attaching
an adherent cell to an ECM substratum. Note the continuum of functional connections between the ECM and
the cytoskeleton, bridged by both integrin and nonintegrin transmembrane receptors.

to support cell attachment, a concept thought to confer some degree of protection to cells against single
mutations that would completely abolish adhesion-competence. Nonetheless, mutations in key adhesion
molecules found in focal adhesions frequently have extreme and adverse consequences on tissue and
organ development [10]. Guided tissue regeneration with artificial two-dimensional matrices such as
GORE-TEX® (expanded polytetrafluoroethylene or ePTFE) that resemble basement membranes has been
widely used for treatment of periodontal and bone defects and relies upon the membrane for physical
separation of cell layers during healing [11].

32.4 Focal Adhesions as Signaling Complexes

Attachment of cells to substrata provides signals for spreading, migration, survival, and proliferation.
As mentioned above, cell surface receptors recognize ECM components in a manner that is both specific
and reversible. The initial attraction and attachment often involves nonintegrin adhesion events that
may be related solely to charge or hydrophobic interactions between surfaces [12,13]. Examples include
recognition of polyanionic polymers such as those presented by the heparan sulfate or chondroitin sulfate
glycosaminoglycans (GAGS) attached to surface proteoglycans. Depending on the nature of the molecules
involved, these adhesive events may or may not be dependent on the presence of divalent cations such
as Ca2+ [14–16]. In any case, these early events tend to rely on multiple, low affinity interactions similar
to the way that Velcro® functions as a two-sided hook and loop fastener. Once cells adhere, higher
affinity interactions such as those involving integrin receptors are stabilized during the spreading phase
of adhesion. A very interesting feature of integrin interactions with ECM proteins is that they display a
wide range of ligand affinities ranging from 10−6 to 10−9 l/M under different conditions [17]. It is this
quality that ensures reversibility of integrin-mediated cell adhesion and allows cells to both attach and
detach from biological substrata at sites of focal adhesions. In general, cells attach to differentiate and
carry out specialized cell functions such as secretion, absorption, or signal transmission. They detach in
order to migrate and proliferate. Interestingly, many epithelia undergo a form of programmed cell death
known as anoikis if forcibly detached from their substrata [18]. Elegant studies of migrating cells have
shown simultaneous formation of focal adhesions with substrata on the leading edge of the cell, and
dissolution of attachment sites on the trailing end [19].

Receptor clustering during adhesion triggers cascades of events involving protein phosphorylation and
dephosphorylation that carry intracellular signals through the cell from surface to nucleus, ultimately
leading to changes in gene transcription. Frequently, changes in cell shape mediated by the cytoskeleton
accompany and promote these signals. An emerging paradigm for signal transduction involves the forma-
tion of protein complexes or “signalosomes” held together by specific interactions of regulatory molecules
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with scaffolding proteins that, like the electron transport chain of the mitochondrion, reduce diffusion
and speed up signal transmission. The interested reader is referred to one of several recent reviews on this
exciting subject [20–22].

Once activated, feedback loops within cells act quickly to attenuate signals, preventing desensitization
to extracellular signals and in some cases preserving cell viability. For example, prolonged Ca2+ signals are
associated with activation of apoptotic pathways and cell death [23]. These loops also allow cells to return
to a responsive state in which they can respond to subsequent signals that they may encounter from the
ECM. Changes that occur within cells and that feed back to modulate the activity of surface receptors have
come to be called “inside out” signals and modulate activity of both integrin and nonintegrin receptors in
focal adhesions.

32.5 ECM and Skeletal Tissues

The ECM in cartilage is frequently described as part of a pericellular or “territorial” matrix that is both
avascular and noninnervated. Figure 32.3 depicts several views illustrating the architecture of cartilage at
the cellular level. Note that, unlike cells interacting with basement membranes, cells in mesenchyme are
surrounded on all sides by the territorial matrix. This is particularly evident in Figure 32.3c showing a single
chondrocyte in its lacunae. The chondrocyte has a very unique relationship with its microenvironment that
has been well described [24]. The cartilage matrix consists of type II collagen and various noncollagenous

(a)

(c)

(b)

FIGURE 32.3
staining regions surrounding cells (chondrocytes) are pericellular or “territorial” matrix and represent most recently-
deposited cartilage matrix. (b) SEM of hyaline cartilage showing lacunae or “little lakes” in which chondrocytes reside.
In this preparation some are occupied by cells and others are empty because the cells have fallen out during cutting
of the cartilage. The fibrous nature of the matrix (due to the presence of type II collagen) is evident. (c) TEM of
a chondrocyte within a lacuna. Collagen fibers can be seen in the cartilage matrix surrounding the lacunae. These
fibers are not seen in light microscopic preparations such as those in panel a since they have the same refractive index
as the collagen matrix material.

(See color insert following page 20-14.) (a) Section through hyaline cartilage of the trachea. Dark
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ECM molecules that differ depending on the type and differentiated state of cartilage. In articular cartilage,
type II, IX, and XI collagens form a meshwork that provides form and tensile stiffness and strength [25].
Type VI collagen is present in the matrix surrounding the chondrocyte; aggrecan provides resilience to
compressive forces, and small proteoglycans such as fibromodulin help to stabilize the matrix. Other
noncollagenous proteins that are present include cartilage oligomeric matrix protein (COMP), perlecan,
anchorin II, and tenascin. It has been proposed that the presence of tenascin-C in the articular cartilage
matrix, a protein which is absent from growth plate cartilage, may help articular chondrocytes avoid
endochondral ossification [26]. The role of the cartilage ECM in tissue engineering was reviewed recently
[27]. In the growth plate, a progressive series of events occur to produce a cartilaginous matrix that
gives way to bone matrix [28–30]. Early stages are marked by high rates of cell proliferation and ECM
production. The final stage of development of growth plate cartilage is hypertrophy, marked by turnover
of matrix, mineralization, invasion of marrow vasculature, and chondrocyte apoptosis. Type X collagen
is the classical marker for hypertrophic cartilage ECM, and is absent from articular cartilage [31].

The ECM of bone is distinct from that of cartilage. Bone tissue (Figure 32.4a) is greater than 95%
type I collagen based and includes noncollagenous proteins such as the acidic calcium binding proteins
osteocalcin, bone sialoprotein, osteopontin, and osteonectin/SPARC. Of these, osteocalcin and bone sialo-
protein can be considered specific to bone. It has been proposed that compact lamellar bone and woven
trabecular bone have distinct matrix protein compositions and ratios [32]. The marrow compartment
(Figure 32.4b) can be considered as structurally distinct from proper bone, although it houses cellular
precursors for bone cells. As shown in Figure 32.4c,d, osteocytes, like chondrocytes, are surrounded by
and embedded in matrix, but in this case the matrix normally remains fully mineralized. The processes of

(a)

(c) (d)

(b)

FIGURE 32.4
bone and spongy bone with bony trabeculae lining the interior. (b) Cross-section through a decalcified preparation
of a fetal femur. Compact bone encloses the marrow cavity. (c) Preparation of compact bone. Concentric lamellae of
Haversian systems surround blood vessels. Interstitial lamellae represent older Haversian systems replaced during bone
remodeling. (d) High magnification image of a compact bone preparation. India ink fills lacunae in which embedded
bone cells (osteocytes) are normally found. Channels connecting lacunae are called “canaliculi.” These are occupied
by cell processes and provide a means whereby osteocytes communicate with one another.

(See color insert.) (a) Transverse cut through the metaphysis of a calf femur. The bone shaft is compact
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bone remodeling that maintain structural integrity of bone and include a finely tuned balance between
osteoclastic bone resorption and osteoblastic bone formation have been reviewed recently [33]. ECM is
one of many influences on bone cell function that also include growth factors, physical stimuli, metabolic
demands, and structural responsibilities [34].

32.6 Sources of ECM for Tissue Engineering Applications

It is critical to choose an ECM that will support cell adhesion, and also ensure survival, growth,
and appropriate cell differentiation following adhesion. A number of alternatives exist for the tissue
engineer including commercial mixed matrices based upon the composition of basement membranes
(collagen IV, laminin, perlecan, nidogen/entactin). One example of such a commercial matrix is Matri-
gel™ that is available in both growth factor replete and depleted forms. This matrix is extracted from
Engelbreth–Holm–Swam (EHS) mouse sarcoma and provides a material similar to the mammalian base-

also representing a solubilized basement membrane solution (30-2501) similar to Matrigel. This prepar-
ation contains tissue plasminogen activator as well as a number of growth factors including transforming
growth factor β, epidermal growth factor, insulin-like growth factor 1, fibroblast growth factor 2, and
platelet derived growth factor. Both these products form a gel at room temperature that will support
growth and differentiation of cells grown on (or in) it as a two- or three-dimensional matrix.

Serum also provides a variety of adhesion factors including fibronectin and vitronectin, along with a
rich selection of soluble, circulating growth factors. The response of cells to serum components is highly
variable, as is the composition of serum itself. Because of the uncertainty in knowing the exact composition
of serum for use in tissue engineering applications, batch testing of serum for long-term applications is
encouraged when its use is necessitated. Purified ECM molecules provide a more reliable and predictable
source for engineering applications. Smaller molecules can be expressed as recombinant proteins in either
bacteria, insect, or mammalian cells in bioreactors [35–37]. Each of these expression systems provides a
set of advantages and disadvantages that have been reviewed [38]. For ECM molecules of large size or
complexity (collagens, many proteoglycans, noncollagenous glycoproteins), problems can occur related
to size, microheterogeneity, yield, and scalability. For most of the molecules in this class, function requires
posttranslational modifications that can only be acquired when expressed by mammalian cells. In this
case, some luck has been achieved by expressing recombinant constructs in cell lines such as the HEK-293
cell line or even in tissue systems [37,39]. For very large matrix molecules, such as perlecan, that are too
large to be expressed as full length recombinant proteins, it has been possible to create smaller expression
constructs that retain functions of individual protein domains [37]. Of interest, there appears to be
considerable cell type diversity in the manner and extent of posttranslational modification affecting the
fine structure of the carbohydrate chains. For example, domain I of perlecan that contains consensus
sites for both heparan and chondroitin sulfate chain addition can be produced in both active and inactive
forms depending on the cells producing it [40].

An alternative to the use of recombinant ECM proteins is the use of synthetic peptides or proteolytic
fragments of native molecules that retain selected functional properties of their parent molecules. Many
ECM molecules contain a consensus sequence recognized by integrin receptors that consists of the triplet
peptide, arginine–glycine–aspartate (RGD) sequence. The context in which this peptide is presented by
the ECM molecule containing it determines the strength and the specificity of the interaction. Examples
of common ECM molecules containing the RGD sequence include fibronectin, osteopontin, laminin,
vitronectin, some collagens, and tenascin. Current effort is focused on identifying other active motifs
present within ECM molecules that are small enough to be prepared as synthetic proteins. One promising
example of this is the laminin-derived cell binding YIGSR sequence that has been proposed for derivatiza-
tion of scaffolds for breast and soft tissue reconstruction [41]. Another is the tetrapeptide sequence REDV
which simulates an active motif in the CS5 domain of fibronectin [42]. This subject is discussed further
in Section 32.7 devoted to mining of the ECM.

ment membrane. Available from the global nonprofit ATCC (http://www.atcc.org/) is an ECM solution

http://www.atcc.org
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32.7 Properties of ECM

Extracellular matrix in all tissues possesses certain properties that allow it to support tissue cohesion and
provide microstructure. The most salient of these properties is that of self-assembly [43]. Protein and
carbohydrate components of secreted ECM will self-associate in a highly ordered and predictable fashion
that is tissue and cell type specific. Associations are based upon the presence of highly conserved motifs
and independently folded domains whose structures are increasingly appreciated [44]. Interactions occur
based upon complementary secondary and tertiary structural features including charge properties, ion
and metal bridging, hydrophobic domains, redox interactions, and covalent bonding. The structures that
form may produce either two-dimensional networks such as the meshwork of the basement membrane,
or three-dimensional structures in space such as that of the territorial matrix. While most of the assembly
is thought to occur extracellularly, there is evidence that some degree of assembly may be initiated during
biosynthesis and take place within intracellular secretory vesicles creating a sort of “pre-fabricated”scaffold
to promote rapid assembly once secretion into the extracellular compartment occurs [45]. In the sea urchin
model system, it has been proposed that distinct intracellular vesicles form and are directionally released
during exocytosis; these have been termed “basal laminar vesicles” and “apical vesicles” [46].

32.8 Mining the ECM for Functional Motifs

In the new age of the fruition of the genome projects, it is exciting to consider the possibility that bioin-
formatic approaches can be used to identify structure–function relationships in natural ECM molecules
for use in translational biology including tissue engineering. This process, which has come to be termed
“data mining,” can identify motifs in larger molecules that can be used to manipulate behavior of cells
and tissues in vitro and in vivo. Motifs can be included in small synthetic peptides, recombinant domains
expressed in viral, bacterial, or mammalian expression systems, or rationally designed chemically syn-
thesized mimics. The latter, in particular, frame the enormous potential of rational drug design when
combined with computer modeling of protein interactions. The following sections will briefly describe
the properties of some individual ECM molecules which provide the raw material for mining the ECM for

protein is provided as a link to the electronic database for that protein. The complete domain structure of

accession number in Protein Search.

32.8.1 Collagen

Members of the collagen family are diverse; they make up some one-third of all the protein in the body
and model the framework of connective tissues [47,48]. Collagens form what can be thought of as “func-
tional aggregates” with noncollagenous molecules to form macrostructures including fibrils, basement
membranes, filaments, canals, and sheets. Fibril forming collagens are synthesized in precursor forms
that are sequentially processed during or following secretion into the ECM [45]. Collagens and proteins
with collagen-like domains now number at least 27 types with 42 distinct polypeptide chains; there are
20 additional proteins with collagen-like domains and 20 isoenzymes that modify collagen structure [49].
Examples of fibrillar collagens include type I collagen [collagen I α1 (PO2452), α2 (P08123)] found in con-
nective tissues, and type II collagen [collagen II α1 (PO2458)] found in cartilage. Each of these assembles
as a triple helix that once incorporated into rod-like fibrils can also assemble with other collagenous

depicts the structural relationship of a fibroblast and its ECM, including collagen fibrils seen in cross-
section. The dimensional comparison between the cell and the collagen is also evident in this photograph
(bar in the figure is 1 µm). The inset clearly shows the banding pattern characteristic of collagen type I
when viewed by transmission electron microscope (TEM). Fibril associated collagens with interrupted
triple helices (FACIT) collagens associate with surfaces of collagen fibrils in many tissues including skin,

and noncollagenous proteins [48]. Figure 32.5 shows several views of collagen type I fibrils. Figure 32.5c

each molecule may be accessed using Pfam (http://www.sanger.ac.uk/Software/Pfam/) and typing in the

functional motifs. In each case, the Swiss-Protein (http://au.expasy.org/sprot/) ID number for the human

http://au.expasy.org
http://www.sanger.ac.uk
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(a)

(c)

(b)

FIGURE 32.5
such as the dermis of the skin. Nuclei of fibroblasts (cells that secrete procollagen which is processed and assembled
into collagen extracellularly) can be seen closely associated with the fibers. (b) SEM of bands of type I collagen fiber
bundles. Individual fibers can be seen independent of the fiber bundles. (c) TEM of a fibroblast in close association
with bundles of collagen fibers sectioned transversely, obliquely and longitudinally. The inset shows individual collagen
fibers exhibiting the characteristic periodic banding pattern.

tendon, and cartilage. Meshwork or basement membrane collagens include basement membrane-localized
collagen IV [α1 (PO2462) and α2 (P08572)], hypertrophic cartilage-specific collagen X [α1 (Q03692)]
and endothelial collagen VIII [α1 (P27658)]. Collagen VII [α1 (Q99715)] is also a member of this family
and forms anchoring fibrils that connect skin and mucosa to underlying tissue.

32.8.2 Fibronectin

Fibronectin (PO2751) is a glycoprotein found in soluble form in plasma and in insoluble form in loose
connective tissue and basement membranes. Fibronectin binds cell surfaces as well as various other
ECM molecules including collagen, heparan sulfate proteoglycans, and fibrin. Fibronectins are involved
in diverse functions including cell migration, wound healing, cell proliferation, blood coagulation, and
maintenance of cell cytoskeleton. Fibronectin is a multidomain protein that contains three types of
domains (FN1, 2, 3) that are repeated multiple times depending on the isoform. Fibronectin was the first
noncollagenous component of the ECM that was thoroughly studied as a ligand for its integrin receptor,
now termed α5β1, but originally studied as the “fibronectin receptor” [50]. Fibronectin served as the
prototype for the development of the RGD-peptides now widely used in modification of biomaterials for
the purpose of tissue engineering [51,52].

32.8.3 Laminin

Laminin is a common ECM component found in basement membranes and used as a substratum for
cell migration by many cell types. It has a clear role in cell migration and tissue morphogenesis during

(See color insert.) (a) Light micrograph of collagen fiber bundles in dense, irregular connective tissue
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embryonic development [4]. The classical laminin-1 is a cruciform shaped molecule composed of three
chains [α1 (P25391), β1 (PO7942), and γ1 (P11047)]. There are at least 15 heterotrimers that can form
using various α, β, and γ chains [see α2 (P24043), α3 (Q16787), α4 (Q16363), α5 (O15230), β2 (P55268),
and β3 (Q13751), γ2 (Q13753)]. Laminin self-assembles into polygonal lattices in vitro [53]. It is a favorite
ECM-based substrate for cells in the neural system [54].

32.8.4 Tenascin, Thrombospondin, and Osteonectin/SPARC/BM-40

Tenascin (P24821), thrombospondin-1 (P07996) and osteonectin/SPARC (P09486) are all modulators
of cell adhesion, migration, and growth. Expression changes in these molecules are associated with
neoplastic transformation and acquisition of migratory metastatic states such as those that occur during
wound healing [55–57]. This regulation may be attributable to the ability of these molecules to trigger
“de-adhesion,” a process that has been speculated to represent an intermediate adaptive condition that
facilitates expression of specific genes that are involved in repair and adaptation of cells and tissues [58].
In this regard, these molecules and motifs therein might be of particular importance in processes related
to tissue engineering, although this has not yet been exploited.

32.8.5 Proteoglycans and Glycosaminoglycans

Perlecan (P98160), glypican (1-P35052) and syndecan (1-P18827, 2-P34741, 3-O75056, 4-P31431) are
heparan sulfate proteoglycans (HSPGs) involved in diverse functions and essential to embryogenesis.
Both the core proteins and the HS side chains are thought to play important functional roles. HS chains
consist of a repeating disaccharide structure (glycosaminoglycan or GAG) that is regionally modified by
enzymes that produce epimerization, vary sulfation patterns, and alter chain length [59]. The GAG chains
create polycationic binding sites for attachment of proteins, primarily heparin-binding growth factors
(HBGFs). Perlecan is secreted entirely into the matrix [60], syndecan possesses a transmembrane domain
and remains as an integral component of the plasma membrane [61], and glypican is lipid-linked [62].

Chondroitin sulfate proteoglycans (CSPGs) such as the large cartilage matrix protein aggrecan (P16112)
have very large hydration spheres. Aggrecan is secreted into the pericellular matrix of cartilage where it
self-assembles into a superstructure that can have as many as 50 monomers bound to a central fila-
ment composed of hyaluronic acid [63]. This structure is often described as resembling a “bottle brush.”
Aggrecan provides the osmotic resistance that cartilage needs to resist large compressive loads; its destruc-
tion during aging and in pathologic states contributes to skeletal erosion. The enzymes responsible for
this destruction are matrix metalloproteinases (MMPs) called “aggrecanases” that are members of the
ADAMTS (A Disintegrin And Metalloproteinase with Thrombospondin Motifs) gene family [64].

32.8.6 Osteopontin

Osteopontin (P10451) is a secreted matrix molecule that regulates cell responses through several integrin
receptors and also is recognized by the CD44 receptor, through which it acts as a chemoattractant [65].
Osteopontin is thus a multifunctional molecule able to support both adhesion and migration, distinct
properties that may be dependent on the degree and sites of phosphorylation [66]. The cell attachment
site in osteopontin was mined and used to generate peptides for incorporation into peptide modified
hydrogels that recently were used for modifying the function of marrow stromal osteoblasts [52].

32.9 Summary of Functions of ECM Molecules

The properties of ECM molecules make them ideal for cell and tissue engineering. ECM-derived molecules
can be used to coat implants, modify surfaces, direct cell growth and differentiation, and engineer cell
phenotype and behavior. Their multifunctional nature makes them ideal for promotion of cell specific
adhesion via integrins and other surface receptors. Conversely, they can be used to release cells from
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adhesion (“counteradhesion”) and thus migrate, for example, to cover a scaffold. They serve as efficient co-
receptors for sequestration and delivery of growth factors, establishing morphogenic gradients recognized
by cellular receptors during development, wound healing, and tissue repair [67,68]. For each of these
functional roles, the context of the presentation of the ECM motif is critical in determination of outcome.
For example, RGD peptides when presented to integrin-bearing cells inhibit adhesion and may lead to
anoikis, but when immobilized these same motifs support adhesion, focal adhesion formation, and activate
survival and proliferation pathways. These properties, if well understood, allow the ECM to serve as a rich
source for mining and future development of novel tissue engineering applications.

32.10 Polymeric Materials and their Surface Modification

The rich biochemical and mechanical properties of the ECM have long been used as a model for
tissue engineering constructs for the production of tissues such as cartilage, bone, nerve, and skin,
as well as for the continued efforts toward the production of more complicated organs. Historic-
ally, the materials used for tissue engineering applications have relied primarily on readily available
polymeric materials, both naturally derived and chemically synthesized. Polymers for specific applica-
tions are chosen on the basis of their aggregate mechanical properties, ease of processing, degradation
profiles, and biochemical activity, with the latter becoming more prominent in the recent design of
tissue engineering materials that elicit a specific and desired biological response. Among the most
commonly utilized materials are natural ECM-based polymers such as collagen, fibrin glues, hyalur-
onic acid, and alginate. Although the biological activities and biocompatibility of these materials are
useful, the lack of control over desired mechanical, degradation, and processing properties has motiv-
ated the use of synthetic polymers such as poly(glycolic acid), poly(lactic acid), poly(glycolic-co-lactic
acid), poly(ethylene glycol) hydrogels, poly(N -isopropylacrylamide), poly(hydroxyethylmethacrylate),
poly(anhydrides), and poly(ortho-esters). There are many good reviews on these and other poly-
meric systems and their use in tissue engineering [69–73], and descriptions of these materials are not
included here.

Recent research effort in tissue engineering has focused on the incorporation of biologically active
motifs derived from ECM proteins into matrices to integrate essential molecular elements of the ECM
into the biomaterial and to promote a desired biological response. The choice of biologically active motifs
incorporated into engineered matrices depend upon the ultimate end use of the matrix, but rely heavily
on the coating of scaffolds with ECM-derived proteins, peptides, and glycosaminoglycans. Among the
most straightforward of strategies is the simple coating of polymeric scaffolds (fibers, meshes, sponges,
foams) with solutions of ECM protein(s) of interest based on adsorption via noncovalent interactions.
While this method has demonstrated improvements in cell adhesion, proliferation, and secretion of ECM
for a variety of cell types, it requires the adsorption of a high density of protein, since the protein can
denature on the surface or adsorb in a suboptimal orientation, which significantly reduces affinity for
given cell types. Alternatively, ECM proteins can be modified and then immobilized onto surfaces. In one
recent example, fibronectin modified with Pluronic™ F108 could be easily attached to both poly(styrene)
surfaces and poly(propylene) filaments with demonstrated improvements in neuronal cell attachment
and neurite outgrowth [74].

Short, bioactive peptides from ECM proteins and growth factors, such as the RGD, YIGSR, IKVAV,
REDV, heparin binding, and other sequences, also have been attached via straightforward chemical meth-
ods. The attachment of peptides (vs. proteins) is advantageous because the surface density and orientation
of the peptide can be more easily controlled, allowing more quantitative understanding and manipula-
tion of the surface modification process. Further, select peptides or combinations of peptides can yield
materials that better mimic desirable signals present in the ECM. For example, the peptide REDV can
be immobilized on surfaces instead of RGD to mediate the selective adhesion of endothelial cells over
smooth muscle cells, fibroblasts, and platelets. Additionally, the combination of both the RGD and the
heparin-binding motifs from bone sialoprotein (FHRRIKA) can synergistically improve cell adhesion and
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mineralization in osteoblast culture [75], and RGD modified polymers can impart desirable osteoblast
adhesion and mineralization on titanium implants [76]. Peptides also can be incorporated into materials
to reduce biodegradation, for example, the peptide aprotinin, which inhibits several serine proteases, has
been used to derivatize the commercially available Tissucol® fibrin gels so that they maintain their bioactiv-
ity while exhibiting a reduced degradation rate (Immuno AG, Vienna, Austria). Numerous experiments
have been conducted with surfaces and tissue engineering matrices covalently modified with ECM-derived
peptides, and they have confirmed the bioactivity of these peptides and their utility in many tissue engin-
eering applications. The most widely used methods for peptide immobilization, with just a few relevant
examples, are summarized.

A very commonly employed strategy for peptide immobilization is the reaction of the thiol-terminated
peptide with surfaces and polymers that are functionalized with maleimide, thiol, and vinyl sulfone groups.
The reaction of thiol groups with vinyl sulfone modified polymers and surfaces has been employed in
many recent investigations owing to its high selectivity over reactions with amines and its high reaction
efficiency at physiological temperature and near physiological pH [77–79]. Reactions of amine-terminated
side chains and carboxylic acid side chains also can be used for certain amino acid sequences in which these
side chains are not required for biological activity. A variety of chemical reaction strategies can be used
[80], one of the most common being the carbodiimide-activated coupling of amines with carboxylic acids.
The advantage of the latter reactions is that they are generally applicable to a variety of proteins, synthetic
polymers, and plasma-treated surfaces. The overall surface density of the peptides also can be controlled
easily via these chemical modification strategies, which can have a large impact on cell proliferation and
differentiation, particularly when coupled with manipulation of the chemical composition of the matrix
material [81,82].

Another strategy for the incorporation of biologically active peptide motifs onto tissue engineer-
ing scaffolds involves the covalent coupling of the peptide into the matrix during matrix formation.
Acrylated peptides such as RGD and plasmin substrate sequences have been incorporated into a variety of
poly(ethylene glycol) (PEG) hydrogel materials in this manner and have imparted desirable cell adhesion
and cell-mediated degradation [83,84]. Essentially, any peptide can be incorporated into hydrogels via
these strategies, and recently, GRGDS or an osteopontin derived peptide (ODP), DVDVPDGRGDSLAYG,
were incorporated in oligo(poly(ethylene glycol) fumarate) hydrogels to determine the impact on osteo-
blast migration. Osteoblasts migrate both faster and for longer distances on the ODP-modified hydrogels
vs. the RGD modified hydrogels [52].

Enzymatic attachment of a peptide that carries both a cell attachment or signaling sequence and a
domain that is a substrate for enzymatic coupling by Factor XIIIa (-NQEQVSP-) also has been used to
covalently incorporate ECM-derived peptide sequences into tissue engineering materials. This strategy
has been recently developed for the incorporation of a variety of cell adhesion peptides (derived from
fibronectin, laminin, and N -cadherin), heparin-binding peptides, and growth factors into fibrin matrices,
via the action of Factor XIIIa, to demonstrate improvements in cell adhesion, neurite outgrowth, and
axonal regeneration [85–87].

Strategies that involve assembly and adsorption also have been useful for mediating the presentation of
peptides at surfaces. For example, a very general strategy for surface modification of both polymeric and
inorganic matrices involves the incorporation of mussel-adhesive-protein-derived dihydroxylphenylalan-
ine (DOPA) residues at the termini of polymers [88]. Interaction of the DOPA residues with surfaces
results in attachment, and although this method has currently been applied to the modification of sur-
faces with ethylene glycol oligomers, it should be equally applicable to the simple attachment of bioactive
peptides to a variety of surfaces. Strategies for presenting labile ligands at an interface via the use of RGD-
modified nanoparticles also have been developed as a strategy to improve cell migration on biomaterials
surfaces [89]. Another emerging strategy is the use of peptide-modified self-assembling materials for
the multivalent presentation of biologically active peptides. Peptide–amphiphiles, decorated with either
phosphate-functionalized amino acids or sequences such as IKVAV, assemble into stable fibrous hydrogel
materials and demonstrate promising activities such as mineralization and selective differentiation of
neural progenitor cells in vitro [90,91].
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A more experimentally complicated, but useful, method for the incorporation of biologically active
peptide motifs is the inclusion of these peptide sequences directly in the backbone of recombinant artificial
proteins and in protein/polymer conjugates. Cell adhesion sequences from fibronectin (RGD and REDV)
have been incorporated into silk-like, collagen-like, and elastin-like artificial proteins. The mechanical
properties of the silk, collagen, or elastin provide excellent adhesion and elasticity, and the ECM-derived
proteins mimic some essential features of the ECM. The fibronectin-derived cell-binding sequences result
in marked improvements in cell adhesion to films of these proteins [92–95]. The silk-fibronectin proteins
form autoclave-stable coatings on polystyrene culture plates and are sold commercially as the Pronectins®,
originally by Protein Polymer Technologies, Inc. The mechanical properties of the elastin-like protein
polymers can be engineered via chemical cross-linking strategies to closely match those of native elastin
[96,97], which aid in compliance matching of small-diameter vascular graft replacement materials with
host tissues.

Investigations to engineer biologically active domains of other proteins also have been initiated. Given
the prominent developmental and physiological functions of collagen, and its widespread use as a tissue
engineering material, collagen proteins have received significant attention. Individual domains of colla-
gen II have been isolated to determine their biological activity, and the amino acid region 704-938 in
collagen II was identified in these studies as critical for the spreading of chondrocytes [98]. These studies
may direct the production of repetitive proteins containing that amino acid sequence for improved
chondrocyte adhesion and spreading. Chimeric proteins of collagen III and EGF also have been pro-
duced, and retain the fibril-forming properties of the collagen domain and the activity of EGF; these
materials may find application in cell culture, wound healing, and tissue engineering applications [99].
Similarly, biologically active motifs can be genetically engineered and then conjugated to synthetic poly-
mers to produce biologically active protein–polymer block copolymers. Specifically, an artificial protein
equipped with an RGD sequence and two plasmin degradation sites from fibrinogen, and an ATIII-
derived heparin binding site, was grafted to PEG-acrylates and incorporated into hydrogels. These
hydrogels supported three-dimensional outgrowth of human fibroblasts mediated by adhesion to the
RGD sequences [100].

32.11 Formation of Gradient Structures

While the coating of tissue engineering matrix surfaces with bioactive molecules has improved cell adhe-
sion and biological properties of matrices, the native temporal and spatial presentation of molecules in the
ECM also has been increasingly mimicked as a strategy to control materials response. The establishment of
functional morphogen gradients and patterns in materials controls cell signaling and proliferation, and can
be achieved by a variety of methods, including temporally controlled deposition, microfluidic approaches,
photoinitiated polymerizations, photolithography, soft lithography, block copolymer assembly, and print-
ing strategies. One area in which the deposition of functional gradients of ECM-derived proteins has had
large impact is in the generation of materials for guiding neurite outgrowth. For example, the formation
of simple concentration gradients via controlled photopolymerization of nerve growth factor (NGF) in
poly(2-hydroxyethyl methacrylate) microporous gels has guided the growth of PC12 cell neurites up the
concentration gradient [101]. Microfluidic methods also have been used to control deposition of proteins
in channels; in one example, the deposition of laminin was controlled, and the growth of hippocampal
neurons toward the regions of highest laminin deposition was observed [102]. Protein gradients also have
been produced on surfaces via the temporally controlled deposition of protein-coated gold nanoparticles
onto poly(lysine) derivatized surfaces [103]. Proteins immobilized in this manner retain their bioactivity,
and the presence of the particles is not detrimental to the growth of hippocampal neurons. Furthermore,
this method is generally applicable to the production of protein gradients on the surfaces of a variety of
two-dimensional and three-dimensional scaffolds.

In addition to the production of concentration gradients in hydrogel materials and on surfaces, there
has been increasing interest in controlling cell placement for studying and manipulating cellular responses
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to materials. Lithographic methods have emerged as a viable strategy for achieving this patterning.
Photolithographic strategies permit the production of patterns of proteins on the micron length scale, via
selective activation of photosensitive groups on a surface followed by coupling to a protein of interest.
These methods have been used to create many patterned surfaces including those for controlling neuronal
patterning [104,105]. Perhaps the most popular lithographic method for patterning surfaces is the soft
lithographic approach of microcontact printing, in which an elastomeric stamp is used to directly “print”
chemically or biologically active peptides and proteins onto surfaces of both hard and soft materials
[106–108]. The methods have been used to print laminin, collagen, and a variety of other ECM-derived
proteins and peptides, and provide a useful means to control cell adsorption and response to materials
[109–112]. These methods have been used to pattern surfaces primarily at the micron length scale, but
can also be used to pattern proteins at surfaces at length scales smaller than 1 µm.

Direct printing of ECM proteins and peptides also has been demonstrated. Ink jet printing can
modify and fabricate scaffolds for tissue engineering applications, including the printing of active pro-
teins [113], and the fabrication and surface modification of three-dimensional scaffolds [114]. In one
recent example, automated ink jet printing was used to produce 350 µm features of collagen in lines,
circles, arrays of dots, and gradients. Smooth muscle cells and dorsal root ganglia neurons adhere to these
patterned regions and achieve confluency in the shape of the pattern in as few as 4 h [115]. Dip-pen
nanolithography (DPN), in which an atomic force microscope (AFM) tip is “inked” with a solution of
interest and then is used to deposit a pattern, also has been applied to produce protein patterns with
feature sizes below 200 nm. Dots and lines of antibodies and ECM-derived proteins have been printed
[116–118]. Collagen has been printed to feature sizes of 30 to 50 nm [116], and Retronectin, a recombin-
ant fragment of fibronectin comprising the central cell-binding domain, the heparin binding domain II,
and the CS1 site, was printed onto gold surfaces via DPN at feature sizes of approximately 200 nm [117].
Fibroblasts adhere selectively to the areas printed with Retronectin, but with morphologies different than
those on unpatterned surfaces modified with Retronectin. The use of these methods may therefore per-
mit the study and manipulation of cell adhesion and signaling phenomena via patterning at lengthscales
relevant to individual receptors on cell surfaces.

The directed assembly of polymeric materials also can be used to pattern bioactive elements on the
nanometer length scale. For example, the spatial distribution of RGD-containing peptides has been
controlled by the presentation of the peptide on star-shaped polymers. By controlling the number of
peptides per star polymer, as well as by controlling the density of peptide-functionalized star polymers
on a surface, these methods have been useful for clustering peptides and increasing fibroblast adhesion
strength and actin stress fiber formation [119]. The clustering of the ligands also has altered fibroblast
adhesion behavior under centrifugal detachment forces, with clustered ligands increasing adhesion with
increasing detachment force for forces from 70 to 150 pN/cell [120].

32.12 Delivery of Growth Factors

The development of polymeric controlled release systems has facilitated the development of tissue engin-
eering scaffolds capable of the controlled release of growth factors, and has enabled the control of cellular
processes for prolonged periods of times via a sustained release of appropriate growth factors directly

has not reached its potential therapeutically owing to the very short half-lives of the growth factor in
vivo (a few minutes), which has necessitated studies of their controlled release. Growth factors have been
both noncovalently and covalently incorporated into a wide variety of materials over the past decade,
which has resulted in numerous reports of their benefit in bone, cartilage, and nerve tissue engineering
investigations. Growth factors can be simply encapsulated into matrices comprised of collagen, alginate,
hyaluronic acid, or other synthetic hydrogels. In many cases the half-life of the growth factor is significantly
increased vs. that of the free growth factor in solution. For example, in alginate matrices, electrostatic

into the cell microenvironment (for a recent review see Reference 121). Simple injection of growth factors
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interactions stabilize the growth factor in the matrix and control its slow release [122]. Interest in extend-
ing the release time of the growth factors, improving their bioactivity, and allowing for delivery of multiple
growth factors have led to additional strategies for incorporating growth factors into materials and onto
surfaces [123,124]. There have been a myriad of studies on the passive encapsulation of growth factors
into particles, fibers, and hydrogels; the discussion below focuses on recently described methods involving
immobilization of growth factors via interaction with heparinized materials or via covalent attachment.

Heparin has been widely applied to surfaces and encapsulated into hydrogels as a strategy for immob-
ilization of growth factors. The interaction of heparin and growth factors permits immobilization and
stabilization of the growth factor via sequence-specific electrostatic interactions with heparin, which
mimic the natural mechanisms by which growth factors are protected in the ECM via interactions with
heparan sulfate. Accordingly, hydrogels in which growth factor and heparin are co-encapsulated show
improvements in growth factor delivery and half-life. Heparin has been covalently attached to polymers
to reduce heparin diffusion from the matrix and further increase retention and half-life of growth factors.
For example, when bFGF is immobilized in a heparinized collagen matrix, bFGF retains its bioactivity
and promotes endothelial cell growth [125]. A variety of other materials have been covalently modified
with heparin using other chemical strategies to enable growth factor binding, and these achieve desirable
cellular responses [126–128]. In a recent example with a slightly different approach, PEG star polymers
were modified with heparin-binding peptides (hbp) and then cross-linked via noncovalent interactions
with high molecular weight heparin. The mechanical properties and delivery rates of the hydrogels can
be mediated by the affinity and kinetics of the heparin–hbp interactions [78]. Likewise, hydrogels have
also been assembled via noncovalent interactions between PEG–hbp star copolymers and PEG star poly-
mers modified with low molecular weight heparin. These networks have demonstrated release profiles for
bFGF that correlate with erosion of the noncovalent network [129]. It is envisioned that growth factors
noncovalently bound to the heparin will be released at rates that correlate with the heparin–hbp affinities
and that can be tuned for a desired tissue engineering or drug delivery application.

Another recently developed approach for growth factor delivery is the development of fibrin matrices
in which hbp have been covalently incorporated into fibrin via the action of Factor XIIIa [86]. Both
heparin and growth factors are then incorporated into these matrices, and the passive release of the
heparin-associated growth factor is minimized via the binding between the heparin and the covalently
bound hbp. Prudent choice of the ratio of growth factor: heparin:hbp permits growth factor release to
be controlled by cell-mediated degradation of the fibrin matrix, rather than by passive diffusion. When
bFGF was delivered from this growth factor delivery system in vitro, the results demonstrated a nearly
100% enhancement in neurite extension over an unmodified fibrin control [86]. Additionally, NGF has
been immobilized in similar matrices. Despite the fact that NGF does not bind heparin with high affinity,
the electrostatic interactions between basic regions of the NGF and heparin immobilize NGF in the fibrin
matrices. These materials also enhance neurite extension from chick dorsal root ganglia by up to 100%
relative to unmodified fibrin at 48 h [130], and more recent investigations demonstrate that these materials
perform similarly to isografts when tested in 13-mm rat sciatic nerve defects [131]. Another recently
employed strategy for growth factory delivery takes advantage of the native heparan sulfate chains of the
ECM protein, perlecan, which binds HBGFS including TGFB, BMP, and bFGF. A recombinant domain of
perlecan was used to sequester and release bFGF from native collagen matrices [124].

While the rates of release of bioactive growth factors from hydrogels of all the above kinds can be con-
trolled via control of matrix pore size and heparin loading, the release mechanism is passive. There have
been several strategies developed for the localized delivery of growth factors, and the covalent attachment
of bioactive growth factors, such as EGF and TGF-β1, to different surfaces is a useful strategy for produ-
cing bioactive biomaterials [132,133]. Although the growth factors are immobilized by chemical methods,
the bioactivity of both EGF and TGF-β1 are well preserved in these systems. The EGF, immobilized to a
glass surface using a PEG linker, retained its activity as assessed by mitogenic and morphological assays
of primary rat hepatocytes, while physisorbed EGF demonstrated no bioactivity [132]. The incorpora-
tion of TGF-β1 into PEG hydrogels increases ECM production by smooth muscle cells grown in these
gels [133]. The incorporation of collagenase or elastase sensitive amino acid sequences in cross-linking



© 2006 by Taylor & Francis Group, LLC

32-16 Tissue Engineering and Artificial Organs

regions of the gels also permits the migration of the cells into the matrix during remodeling [134]. The
combination of the increased ECM production stimulated by TGF-β1 and the cell-mediated degradation
of the matrix may provide materials that can provide sufficient mechanical stability throughout all stages
of cell remodeling of the implant material.

Growth factors such as VEGF and β-NGF also have been covalently incorporated into fibrin matrices via
the enzymatic action of Factor XIIIa [87,135,136]. In these examples, the growth factors were genetically
engineered to carry both a Factor XIIIa substrate domain (for cross-linking) as well as an MMP substrate
domain, so that they could be covalently incorporated into fibrin gels, and liberated upon cell migration
into the gel via enzymatic cleavage of the MMP substrate domain. The β-NGF containing fibrin matrices
enhanced neurite extension from embryonic chick dorsal root ganglia by 50% relative to soluble β-NGF
and by 350% relative to a negative control without β-NGF [87]. Subcutaneous implantation of the VEGF-
containing fibrin materials (5.4 mm diameter, 2 mm thickness) in rats demonstrated that these tissue
engineering materials, after 2 weeks, were completely remodeled into native, vascularized tissue [136].
These results suggest the promise of such approaches to the development of useful tissue engineering
materials that are responsive to cellular demand.

32.13 Summary and Conclusions

This chapter has summarized the present status of the science of tissue engineering using the ECM as a
rich source of biologically relevant motifs. No doubt the next decade will provide a wealth of knowledge
both about the native ECM and its components and the application of this knowledge to engineering
purposes. The deliberate modulation of cell behavior using rational design and ECM-based biomaterials
will serve as a major growth area in future biotechnology.
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33.1 Introduction

All cells in the body are subjected to mechanical forces that are either self-generated or originate from the
environment. Depending on their location within the body, cells may be selectively exposed to various
forces such as pressure, fluid shear stress, stretch, and compression. These externally applied mechanical
forces play a significant role in normal tissue homeostasis and remodeling. For example, gravitational
compressive forces control bone deposition, mechanical loads on skeletal muscle determine muscle mass,
and blood flow-associated mechanical forces regulate the homeostasis of vascular walls [1–3]. All external
forces that impinge on cells are imposed on a dynamic backdrop of various internally generated forces
necessary for carrying out fundamental cellular events (e.g., cell division and migration). When cells sense
a change in their net external loading, they actively alter their internal forces to counteract external forces.
There is growing recognition that the balance between internally generated forces and externally applied
forces is a key determinant of cell fate [1,4].

The importance of mechanical forces in tissue engineering applications is clear. The main goal of tis-
sue engineering is the fabrication of artificial tissues for replacing damaged body structures. To produce

33-1
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functional tissues outside the body, it is necessary to create an in vitro culture environment that embodies
the basic parameters of a physiological setting. Enormous strides have been made to understand the
biochemical aspects of the in vivo microenvironment. However, the same level of understanding does
not exist for the mechanical contributions. The mechanical environment of mammalian cells in the
body is defined by an intricate balance between external loading and intracellular tension. The goal of
this chapter is to examine the characteristics of each component within the mechanical microenviron-
ment and highlight their implications in tissue engineering applications. The discussion will focus on
anchorage-dependent, nonsensory cells.

33.2 The Role of Cytoskeletal Tension in
Anchorage-Dependent Cells

For anchorage-dependent cells, the ability to apply cytoskeletal forces against the extracellular matrix
(ECM) through integrin receptors is essential for cell survival and proliferation [4–6]. When a cell resides
on an ECM scaffold, its contractile bundles of actin and myosin filaments (i.e., stress fibers) pull on an
array of well-established connections between the cell and ECM known as focal adhesions (FAs). FAs
consist of clustered integrins that span the plasma membrane, interacting with specific ECM ligands
on the outside and with bundles of actin filaments via cytoskeletal-associated proteins (e.g., paxillin,
α-actinin, and vinculin) on the inside [7–9]. In this way, cytoskeletal forces are transmitted via integrins
to the underlying ECM, which acts as an external support for anchoring the cell and balancing the

the ECM’s resistance to deformation. The tension residing in the cytoskeleton of a resting adherent cell
(often referred to as initial tension, resting tension, or prestress) is a major determinant of cell shape and
functions such as proliferation, differentiation, deformability, migration, signal transduction, and ECM

without external stimuli during specific fundamental cellular events such as cell division and migration.
Cytoskeletal tension also changes when the cell receives and responds to externally applied mechanical
stimuli. Importantly, cellular responses to an external load may differ depending on the level of the initial
tension (or, the “mechanical tone”) in the cell [4,10–12].

The amount of the initial tension in an adherent cell is collectively controlled by its own actomyosin
contractile machinery and its interaction with the ECM. Actomyosin contraction is driven by the motor
protein myosin II and is triggered by the phosphorylation of the myosin light chain (MLC) in nonmuscle
and smooth muscle cells [13]. The Rho GTPase (a member of the Rho family of GTP binding proteins)
and its effector Rho kinase (ROCK) are important regulators of myosin activity. Blocking cell contractility
by inactivating Rho or ROCK inhibits the formation of tension-dependent structures such as stress
fibers and FAs [14–17]. The intracellular contractile force exerted on the ECM (also called the traction
force) is essential for the assembly of fibronectin fibrils [18]. When the cell is cultured on a silicone
rubber membrane, traction forces distort the substrate, forming wrinkles that can be visualized using
phase-contrast microscopy [19].

Several techniques have been developed to characterize traction forces by measuring the deformation

fluorescence imaging of FA proteins in living cells (e.g., green fluorescent protein [GFP]-tagged vinculin)
to examine the relationship between the size/shape of FAs and the forces transmitted through them over
time. Many studies have demonstrated conclusively that FAs transmit cytoskeletal forces in the range
of several nanonewtons per square micrometers to the underlying substrate [13]. In addition, it was
found that in stationary fibroblasts expressing GFP-tagged vinculin, the size of FAs is proportional to the
local transmitted force (Figure 33.1b) and the orientation of FAs is parallel to the direction of the force
applied at each FA (Figure 33.1c); the relaxation of the forces (induced by contractility inhibitors) and
the disassembly of FAs occurred simultaneously [23]. It is important to note that the traction force is
directly related, but not identical, to the intracellular contractile force, part of which could be dissipated

forces that maintain cell shape (Figure 33.1a) [7,8]. Thus, the adherent cell is under tension due to

remodeling (see References 1,6, and 10–12 for review). Cytoskeletal tension is dynamic and can change

of elastic substrates (see References 13, and 20–22 for review). These methods can be combined with
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FIGURE 33.1 Forces on focal adhesions (FAs). (a) FAs are specialized sites of adhesion that form between cultured
cells and a substrate. They contain clustered integrin receptors (heterodimeric transmembrane glycoproteins) whose
extracellular domain binds to specific ECM ligands and intracellular domain interacts with bundles of actin filaments
via cytoskeletal-associated proteins (the boxes between integrins and actin filaments). Myosin II-driven contractile
forces applied to a cluster of integrins can lead to the development of tension if the underlying ECM is sufficiently
rigid. (Adapted from Burridge, K. and Chrzanowska-Wodnika, M., Annu. Rev. Cell Dev. Biol.,12, 463, 1996; Geiger, B.
and Bershadsky, A., Cell, 110, 139, 2002. With permission.) (b) and (c) Fibroblasts expressing GFP-tagged vinculin
were cultured on silicone elastomers imprinted with micropatterns of dots. The traction force applied by the cell on
the substrate was calculated to the precision of a single adhesion site based on the displacements of dots (markers)
and the locations of the FAs. In stationary fibroblasts, mature FAs were elongated structures; the size of vinculin-
containing FAs was proportional to the local transmitted force (b) and the main axis of this elongation is parallel to
the direction of the force applied at each FA (c). (Adapted from Balaban, N.Q., et al., Nat. Cell Biol., 3, 466, 2001.
With permission.)

due to cell deformation or other cellular processes [23,24]. Furthermore, the magnitude and direction
of traction forces vary among different regions of a cell [13,23,25,26]. Experimental evidence shows that
the average traction force magnitude over the entire cell area correlates with the state of cell contraction.
Therefore, quantification of traction forces provides insightful information on the state of cellular tension.

Finally, in addition to the ECM, other structures exist that may provide mechanical support for the
tensed actin network in the cytoplasm. Candidates include microtubules and cell–cell contacts. Several
studies have reported that microtubules are under compression in living cells, and that compressive loads
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could be transferred from microtubules to the ECM based on the observation of an increase in traction
forces upon the disruption of microtubules [27–30]. Cells can also transmit forces to their neighbors
through cell–cell junctions. Cells in a confluent monolayer generally form fewer and smaller FAs with the
ECM than subconfluent cells [31,32], suggesting a decreased tension at the interface between the ECM
and a cell monolayer. The interactions between groups of cells and the ECM define “the resting stress field”
within a tissue and are essential for guiding tissue development, remodeling, repair, and maintaining tissue
homeostasis [6,33].

33.3 The Role of ECM Scaffolds in Regulating Cellular Tension

The effect of ECM molecules on cells is primarily mediated through integrins. It is well recognized that the
chemical composition of the ECM influences integrin-mediated signaling pathways. However, a number
of observations have shown that adhesion to the ECM (i.e., ligand occupation) alone is not sufficient to
elicit a complete integrin-mediated response unless the matrix proteins are immobilized and can physically
resist tension [34,35]. In vitro studies have demonstrated that although many integrin signaling events can
be induced in suspended cells by allowing the cells to bind to ECM-coated microbeads, these cells never
enter S phase and may even undergo apoptosis [36–38]. The tension-dependent control of cell growth is
attributed to ensure that only anchored cells can grow. Loss of this control (i.e., anchorage independence)
is a hallmark of cancerous cells [37].

While the chemical composition of the ECM determines whether a cell can bind to it or not, once
ligation is established, the development of tension is influenced by the physicality of the ECM.

33.3.1 Effects of the Compliance of ECM Scaffolds

Because the mechanical properties of the ECM determine its deformation under compressive loads, they
affect the level of tension that a cell can develop; a rigid surface can resist higher tension than a softer surface
and thus allow cells to carry more tension in the cytoskeleton [1,37]. Experimental observations have
confirmed this notion. Wang et al. [39,40] have developed ECM-coated polyacrylamide substrates that
allow the compliance to be varied while maintaining a constant chemical environment. When compared
with rigid substrates, fibroblasts grown on soft substrates exert smaller traction forces, indicating a decrease

in the cell spreading area, a decrease in the rate of DNA synthesis, and an increase in the rate of apoptosis
[40]. Similar phenomena have also been observed in three-dimensional cell cultures using stabilized and
freely floating collagen gels (i.e., stressed vs. relaxed gels). Fibroblasts grown in stabilized collagen gels
generate isometric stresses within the gels while those cultured on freely floating gels do not [41]. The
implication of these results for tissue engineering applications is clear; the compliance of the scaffolds for
cells is an important regulator of cell behavior through its influence on cell tension.

It is worth noting that when cells are grown on a substrate containing a stiffness gradient, cells move
preferentially toward the rigid side (a phenomenon known as durotaxis) [42]. This finding indicates that
cells not only respond to but also actively probe substrate flexibility, most likely by applying contractile
forces to the substrate via adhesion sites and then responding to the feedback (i.e., counter-forces from
the substrate) via the same sites [39,40]. Hence, cell-substrate adhesion sites may act as mechanoprobing
devices, translating “external” mechanical input into intracellular signals [39,40]. Several lines of experi-
mental evidence strongly support a pivotal role for integrin-mediated adhesions in the mechanosensing

more than 50 different proteins that link ECM-attached integrins to the actin cytoskeleton [7,8]. Enrich-
ment of signaling and structural proteins at FAs could facilitate intracellular signaling by bringing enzymes
and their substrates into close proximity, thereby enhancing rate and opportunity of the reaction [45].
It is hypothesized that external forces received by integrins may physically change the structure of specific
FA molecules and rearrange the relative positions of FA components, thereby affecting the function of

in their intracellular tension (Figure 33.2a). This response to a soft substrate is accompanied by a decrease

process (see References 5,8,9,13,43, and 44 for review). FAs are multimolecular complexes consisting of
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FIGURE 33.2 Effects of the physicality of ECM substrates on traction forces. Cells were cultured on polyacrylamide
gels embedded with 0.2 µm-diameter fluorescent beads. Cellular traction forces were estimated based on the dis-
placements of the beads (which reflected the deformation of the gel). The average traction force magnitude over the
entire cell area was reported here. (a) Fibroblasts were cultured on collagen-coated polyacrylamide gels with different
stiffness. Cells exerted larger traction forces on stiffer than softer gels. (Adapted from Wang, H.B., Dembo, M., and
Wang,Y.L., Am. J. Physiol. Cell Physiol., 279, C1345, 2000. With permission.) (b) Human airway smooth muscle cells
were cultured on various micro-sized adhesive islands on the surface of polyacrylamide gels. The Young’s modulus of
the gels was≈1,300 Pa. Promoting cell spreading resulted in increased traction forces. (Adapted from Wang, N. et al.,
Cell Motil. Cytoskeleton, 52, 97, 2002. With permission.)

associated signaling molecules and triggering a cascade of signaling events [8,13]. Alternatively, forces
distributed along noncovalent bonds in a multimolecular FA complex may alter bond formation and
dissociation kinetics, thereby altering signal transduction events [3,46].

33.3.2 Effects of the Spatial Distribution of ECM Ligands

An apparent effect of the ECM distribution on a cell is the cell shape (or projected area in a planar culture).
It is well recognized that there is a close relationship between cell area and cell growth. Cells that are forced
to spread over a large surface area survive better and proliferate faster than cells that are more confined
[38,47]. Cell area may also affect the amount of cytoskeletal tension; a larger area underneath the cell
body may resist greater levels of traction, thereby increasing isometric tension inside the cell [26,37,48].
A common and simple way to control cell area is to control the density of the ECM molecules coated on
otherwise nonadhesive cell culture dishes. A higher ECM coating density allows cells to spread better and
form more FAs than a lower coating density. However, because ECM coating density also affects integrin
activation, it remained controversial whether the effect of increased cell area was due to the ECM density
or was separate from it. This issue has been recently resolved by advances in micropatterning techniques,
which allow the synthesis of surfaces on which different micron-sized islands are coated with the same
ECM density and surrounded by nonadhesive regions to constrain cell spreading. When ECM islands are
created on elastic substrates, traction forces can be estimated based on substrate deformation [26]. It was
found that cultured cells spread to take the size and shape of the islands, and that traction forces increased

cytoskeletal tension, and demonstrate that it is the extent of cell spreading, rather than ECM density, that
influences cell tension. Furthermore, blocking the generation of actomyosin-based tension in well-spread
cells (with an inhibitor that does not alter cell shape) was found to inhibit cell growth; thus, cytoskeletal
tension is required for shape-dependent growth control [49].

It has been shown that myosin II-driven tension promotes cell spreading, and cell spreading stimulates
MLC phosphorylation, thereby further increasing cytoskeletal tension generation [26,50]. Hence, there
is an intimate crosstalk between the generation of cytoskeletal tension and the extent of cell distortion,

as cell spreading was promoted (Figure 33.2b) [26]. These results indicate that larger cells carry greater



© 2006 by Taylor & Francis Group, LLC

33-6 Tissue Engineering and Artificial Organs

the latter being restricted by the ECM area that is available for cell attachment. In the context of tissue
engineering applications, the spatial distribution of ECM ligands may be a powerful means for controlling
cell behavior. Using the micropatterned substrate mentioned above, a recent study showed that human
mesenchymal stem cells (MSCs) undergo osteogenesis when allowed to spread out (cell area≈10,000µm2)

but become adipocytes when confined with a small area (≈1,000 µm2); this shape-dependent control
of lineage commitment is mediated by the Rho GTPase, specifically via its effect on ROCK-mediated
cytoskeletal tension [51].

Finally, the studies summarized above address the spatial effect of the ECM on the extent of cell
distortion and tension in a two-dimensional cell culture system. With few exceptions, the mechanical
interaction between a cell and the ECM occurs around the whole cell surface in a true physiological setting.
While there is not yet a direct measurement method to correlate tractions and the spatial distribution of
ECM ligands in a three-dimensional system, it is likely that the correlation is similar to that in a planar
culture system.

33.3.3 Physicality of ECM Scaffolds in Tissue Engineering

The control of cell function by the ECM is a subject under vigorous investigation in the field of cell biology
and has great potential in tissue engineering applications. While most studies have previously focused on
the chemical composition of the ECM, it is becoming clear that the physicality of the ECM scaffold is
equally important as it has a profound impact on the cellular tension. Thus, design of future artificial
ECMs for tissue engineering applications should take into consideration both the chemical and physical
properties of ECM scaffolds. It is important to note that the mechanical influence between cells and ECM
scaffolds is mutual. Cells exert strong traction forces that deform and rearrange their surrounding matrix
proteins [18,41]. Hence, traction forces may affect the structure of the scaffolds (e.g., porosity, pore size,
etc.), and changes in material properties will feedback to affect cell functions. Finally, as discussed below,
cells in the body exist in a dynamic mechanical environment. Cell-scaffold constructs that are formed
in situ will inevitably experience mechanical loading. Therefore, it is important to understand how the
material properties of the scaffold will be affected by mechanical forces, and how cells embedded within
the scaffold will sense and respond to these physiologic loads transmitted through the scaffold.

33.4 The Role of Externally Applied Mechanical Forces in Cell
Function

Throughout their lifetime, cells are exposed to various kinds of mechanical forces generated during
common physiological processes. The ability to sense these external forces is not a unique property of
cells in specialized sensory organs, but instead is shared by most, if not all, cell types. Furthermore,
many nonsensory cells rely on appropriate mechanical inputs for regulating cell growth, function, and
remodeling. For example, gravitational compressive forces control the deposition of bone, and mechanical
load on skeletal muscle determines muscle mass; under conditions of diminished mechanical loading, such
as prolonged bed rest or microgravity, bone and muscle mass is quickly lost [1–3]. From an engineering
perspective, under normal conditions cells appear to convert “increases in the net external force acting on
a tissue” into “internal tension” by increasing tissue mass or other responses [33,52]. Such a response is
not always beneficial and may contribute to pathological states such as cardiac and vascular hypertrophy
that is caused by chronic high blood pressure. It is generally agreed that forces beyond the physiological
range, both over- and underloading, could lead to adverse consequences [11,45,52].

In order to influence cell growth and function, mechanical forces may trigger the same signaling
pathways that are activated by conventional chemical stimuli (e.g., growth factors and hormones). A vast
amount of data has shown that many of the biochemical events generated by cells in response to forces are
similar to those that occur following recognition of chemical stimuli (see References 3,33,45, and 52–56
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TABLE 33.1 A Summary of Devices Used for Mechanical Stimulation of Cells In Vitro

Fluid flow
Name of device/method in and out
of developing forces Primary force of device Comments

Cone-and-plate Shear stress No Possible presence of secondary flows
Parallel-plate flow chamber Shear stress Yes Possible presence of not fully developed

laminar flow where fluid enters device
Pressure varies linearly as a function

of position, though this variation is
often ignored as it is very small

Uniaxial stretch Tensional stress No May also generate shear stress due to
motion of cells relative to fluid

Biaxial stretch Tensional stress No May also generate shear stress due to
motion of cells relative to fluid

Compression of gas phase Pressure No Change in concentration of dissolved gas
by addition of an inert gas due to nonideal behavior

Direct compression of Pressure No No gas phase present
liquid phase

Source: Adapted from Gooch, K.J. and Tennant, C.J., Mechanical Forces: Their Effects on Cells and
Tissues, Springer-Verlag, New York, 1997. With permission.

for review). The exact mechanisms by which cells transduce mechanical stimuli into biochemical signaling
events (mechanochemical transduction) are not yet clear and are an active area of research.

33.4.1 Devices and Methodology Used for Mechanical Stimulation of Cells
In Vitro

In complex in vivo environments, it is difficult to clarify the exact effect of a specific force or to delin-
eate the role of a specific signaling pathway in mechanotransduction processes due to the interference
of myriad chemical factors and the presence of other mechanical forces. Therefore, investigations on
cellular responses to mechanical stimulation have relied heavily on the use of in vitro systems. Table 33.1
summarizes devices that are commonly used to subject cultured cells to flow, stretch, and pressure [52].
These devices expose a large number of cells to well-defined mechanical stimuli that replicate physiological
loading. Techniques for applying localized forces to individual cells have been developed. The reader is
referred to other resources on the subject [2].

33.4.1.1 Shear Stress

It is possible that most cell types are exposed to fluid shearing due to interstitial flow. However, the
effects of shear stress on cell behavior have been studied most extensively in vascular endothelial cells
(ECs), as they are constantly exposed to blood flow. Two common flow systems used for in vitro studies
of shear effects on cells are the cone-and-plate viscometer and the parallel-plate flow chamber. In a

in the space between the plate and cone and fluid flow is achieved by rotating the cone. In a parallel-
plate flow chamber (Figure 33.3b), cells are usually cultured on a glass slide that forms the floor of a
rectangular flow channel. Flow is driven to pass over the cell surface by an imposed pressure gradient.
Both devices generate macroscopically uniform shear stress acting on the surface of cells. The derivations
for describing the velocity profile and shear stress for these two devices from hydrodynamic theory are
described elsewhere [57,58]. Note that the estimated shear stress is usually nominal because only macro
(or bulk) fluid dynamics is considered. At a subcellular length scale, the magnitude and gradient of shear
stresses may vary significantly with the local cell surface topography [59–65]. In addition, the fluid is
usually assumed to be an incompressible Newtonian fluid. The assumption of incompressibility is valid if

cone-and-plate device (Figure 33.3a), cells are placed on a plate that remains stationary. Medium is filled
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FIGURE 33.3 Schematic diagrams of devices used for mechanical stimulation of cells in vitro. (a) The cone-and-plate
viscometer: cells are placed on the stationary plate and fluid flow is achieved by rotating the cone. For small cone angles
(α<<1) and small rotational rates ω, shear stress is uniform throughout the fluid phase between the cone and the
plate. Although outside the scope of this chapter, it is important to note that this device is often used for studying
the effect of bulk shear stress on suspended cells such as platelets and leukocytes. (Adapted from Tran-Son-Tay, R.,
Physical Forces and the Mammalian Cell., Frangos, J.A. (Ed.) Academic Press, San Diego, 1993; Konstantopoulos, K.,
Kukreti,S., and McIntire, L.V., Adv. Drug. Deliv. Rev., 33, 141, 1998. With permission.) (b) The parallel-plate flow
chamber: the flow channel is formed by a cutout in a silicon gasket. The top plate of the flow channel is the surface of a
polycarbonate base with flow inlet and outlet. The bottom plate is a glass slide where cells are cultured. The apparatus
is held together by vacuum (shown here), clamps, or torqued screws. (c) The uniaxial device: cells are cultured on an
elastic membrane, which is subjected to elongational stretch along one axis of the membrane in plane. (d) The biaxial
device: cells are cultured on an elastic membrane, which is deformed by an applied vacuum. Solid and dashed lines
are the positions of the membrane before and under deformation, respectively. (e, f) Devices for compressive loading.
(Adapted from Brown, T.D., J. Biomech., 33, 3, 2000. With permission.) See text for details.
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water is the dominant component of the biological fluid under investigation. Other biological fluids such
as blood, however, are non-Newtonian, and thereby limit the accuracy of the predictions [52,66].

33.4.1.2 Stretch

Many different cell types are constantly exposed to stretch during normal physiological processes. For
example, cells on the compliant aortic wall are subjected to cyclic stretch due to pulsatile blood flow, and
cells in the musculoskeletal system are subjected to cyclic stretch due to movement or gravity or both.
A common method for in vitro studies of stretch effects on cells involves culturing cells on a flexible
substrate, such as a silicone membrane, and then stretching the membrane with a controlled strain

This type of cell deformation device has several inherent problems. One problem is that the load delivered
to cells is dependent on the state of adhesion between the cells and their substrate. Cells not fully adhered to
the substrate do not experience the same amount of stretching as those fully adhered, and the subsequent
data could be misleading [52]. Another problem is that fluid shear stress is often present concurrently
with the imposed substrate deformation, due to coupled motion of the nutrient media [52,67]. Therefore,
experimental design and data interpretation need to account for the relative contribution of stretch and
shear stress.

33.4.1.3 Pressure/Compression

Hydrostatic pressurization is commonly used for investigating the effect of elevated pressure on cell
functions (Figure 33.3e) [67]. This approach is simple and can deliver static and cyclic loading. However,
the ensuing increase in the concentration of dissolved gases due to elevated pressure of the gas phase may
affect cell functions, making it difficult to determine whether the effects observed in this system result
from the pressure or from the change in gas concentration [52]. Two methods have been developed to
circumvent this problem. One is to directly compress the fluid in the absence of a gas phase, and the other
is to increase pressure by the addition of an inert gas (e.g., helium) while maintaining the partial pressure
of biologically active gases (e.g., oxygen and carbon dioxide) [52,67].

An alternative approach to achieving compressive stress is to use direct platen abutment (Figure 33.3f)
[67]. In this approach, a three-dimensional specimen (e.g., cells that are seeded in a matrix) is placed
between two flat plates; the bottom plate remains stationary, whereas the top plate is pushed downward to
deliver unconfined uniaxial compression (shown in Figure 33.3f; no peripheral support of the specimen
so that it can freely expand laterally) or confined compression. This device can deliver static and cyclic
compressive stresses. Direct platen abutment has an inherent problem that is similar to stretch devices: the
loading delivered to cells is strongly dependent on the cell–matrix adhesion. Additionally, several variables
arise concurrently with the compressive strain (e.g., flow, tensile strains, changes in specimen volume,
etc.) [45,67]. When using them for experiments, it is important to include proper controls so that the
effect due to compression can be distinguished from those due to other variables.

Finally, it should be noted that in all of the apparatuses mentioned earlier, cells usually are abruptly
exposed to an imposed mechanical stimuli from static conditions. The sudden onset of mechanical
inputs has been found to have a profound effect on some force-induced cell responses [68–72]. Detailed
numerical analysis of the stress in the device may provide information for characterizing the time history
of the mechanical stress under investigation, as well as for describing its spatial distribution and identifying
the presence of unwanted inputs [52,67].

33.4.2 Responses of Cells to Mechanical Stimulation In Vitro

There is a rapidly growing list of reports detailing force-induced cellular responses by various experimental
models as described earlier. Several excellent reviews have addressed the effects of particular forces on
specific cell types in vitro [33,45,52–56,73–80]. The intention here is to avoid repetition with other papers
and to address the general features of cellular responses to mechanical stimulation. The following discus-
sion uses the force-induced responses of vascular ECs, vascular smooth muscle cells (SMCs), osteoblasts,

magnitude, frequency, and duration. Cells can be exposed to uniaxial or biaxial stretch (Figure 33.3c,d).
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and articular chondrocytes to illustrate the main points. These cell types are chosen because of the large
body of data that are available.

Generally speaking, the responses of cells to a change in their external mechanical loads can be separ-
ated into rapid responses that occur within seconds to minutes and delayed responses that develop over
many hours [45,75]. The rapid responses are due to the activation of a variety of intracellular signaling
events, including potassium channel activation, elevated intracellular free calcium concentration, inositol
trisphosphate generation, adelylate cyclase activation, G protein activation, phosphorylation of protein
kinases, and, eventually activation of transcription factors [45,56,73,75]. Delayed responses usually require
the modulation of gene expression [45,56,75]. Advances in the DNA microarray technology have allowed
wide-scale screening of the genes affected by mechanical stimulation of cells, providing significant insights
into the mechanical regulation of cell functions and homeostasis. For example, it was found that several
genes related to inflammation and EC proliferation were downregulated after exposure of ECs to an
arterial level of laminar shear stress (12 dyn/cm2) for 24 h [81]. This finding suggests that long-term
exposure to laminar flow may keep ECs in a relatively noninflammatory and nonproliferate state, which
is consistent with the clinical observation that ECs at the straight part of arteries are mostly in a quies-
cent state and are relatively protected from the development of atherosclerotic plaques [81–85]. Reports
concerning the genomic programming of other cell types in response to mechanical stimulation are
available [86–89].

It is interesting to note that although force-induced delayed responses (and adaptive changes) vary
at the cellular level among cell types, different mechanical stimuli induce several similar biochemical
events in a variety of cells during rapid responses. For example, shear stress increases the concentration of
intracellular free calcium and enhances the production of nitric oxide and at least one type of prostaglandin
in osteoblasts, chondrocytes, SMCs, and ECs; in ECs, the above biochemical events can be induced by either
shear stress or stretch [66,90–109]. The similarity of force-induced early biochemical events suggests that
the way cells perceive different forces may be similar [52,73]. A cell may sense an imposed external force by
detecting a deformation or resistance to deformation under stress. Different forces cause different kinds
of cell deformation, thereby differentially inducing the common biochemical events and subsequently
leading to diverse long-term changes. Indeed, it has been hypothesized that similar mechanisms might
have evolved for cell recognition and response to external forces, since many cell types are subjected to
external forces in the body, and even those thought not to be subjected to large forces in vivo respond
to mechanical forces in vitro [45,52]. However, cell type-specific mechanosensing processes and the
intrinsic heterogeneity among different cells cannot be excluded, but they are beyond the scope of this
chapter.

33.4.3 Mechanosensing of Cultured Cells to Externally Applied
Mechanical Forces

33.4.3.1 Direct Mechanosensing

Although intracellular signaling events triggered by external forces have been elucidated in many cell types,
the primary mechanosensor for transducing mechanical input into biochemical signals remains elusive.
It is hypothesized that forces may physically alter the molecular structure or displace the position of a
sensor, thereby altering/triggering chemical signal transduction events. In conjunction, mechanosensors
should be located at a site where the force acts directly or can be transmitted to efficiently [52,56,80]. Since
most forces first act directly on the plasma membrane, the majority of the mechanotransensors that have
been proposed are structures on the plasma membrane. Membrane structures that have been implicated
in the role of mechanosensors in several cell types include ion channels, G protein-linked receptors,
tyrosine kinase receptors, and integrins. Alternatively, because forces applied to the plasma membrane
are transferred to the cytoskeleton, it too could act as a mechanosensor. Any reader interested in further
details regarding the structures and signaling pathways associated with the proposed mechanosensors is
referred to other resources [5,45,52–56,73,75,79,110–116].
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Of the proposed mechanosensors, cytoskeleton and integrins have been the most extensively studied.
Evidence suggests that they regulate mechanotransduction via mechanical and chemical mechanisms. The
chemical nature of their functions is referred to the publications listed above. The mechanical nature of
their actions is briefly considered here. As discussed in Section 33.2, an anchorage-dependent cell exists in a
state of tension that is maintained by its cytoskeleton and balanced by the surrounding matrix via integrin-
mediated adhesion sites (i.e., FAs). When an external force is loaded on the cell, the internal cellular
tension changes to equalize the external force by actively rearranging its cytoskeleton and adhesion sites.
The resulting change in cytoskeletal tension may convey a regulatory signal to the cell and subsequently
alter its functional state. Dynamic changes in cytoskeleton organization, integrin-ECM binding, FAs, and
traction forces may thus play a critical role in regulating mechanotransduction. These changes have been
observed in EC responses to shear stress [117–121].

Finally, although each of the candidates mentioned above has been proposed to be a primary mechano-
sensor, it should be noted that they have a high degree of association with one another [3,56,75,80].
Considering the vast array of signaling pathways induced by forces, it is likely that several mechanosensors
are induced simultaneously. Hence, forces may be transduced to biological signals through interactions of
activated mechanoreceptors (Figure 33.4). Such a “decentralized model” was first proposed by Davies to
describe EC responses to mechanical stresses but is applicable to mechanically induced responses in other
cell types [56,80,122]. In this model, forces acting on one region of the cell surface are also transmitted
by the cytoskeleton to other locations where signaling can occur, such as FAs at the cell–ECM interface,
cell–cell junctions, the nuclear membrane, and, in case of two-dimensional culture, membrane proteins
at the apical surface; the cytoskeleton itself is also a mechanosensor. This model predicts mechanotrans-
duction as an integrated response of multiple signaling networks that are spatially organized in the cell.

Intracellular signaling Gene
regulation

Protein
synthesis

Apical
transmembrane proteins

Nuclear
membrane

Extracellular matrix

Cell–cell
junctions

Cytoskeleton

Focal adhesions

Cellular
responses

External forces

     

FIGURE 33.4 Model of initiation of signal transduction in cells in response to shear stress, stretch, and pressure.
Forces may directly activate individual mechanosensors or may be transmitted by the cytoskeleton to intracellular
locations where signaling can occur. In either case, cascades of intracellular signaling events are initiated, leading to
altered gene expression and cell behavior. (Adapted from Davies, P.F., Physiol. Rev., 75, 519, 1995. With permission.)
See text for details.

There is an increasing amount of data supporting the decentralization model (see References 13,56,75,
and 122–124 for review).
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33.4.3.2 Indirect Mechanosensing

It is important to note that mechanical forces may be accompanied by modifications of the chemical
environment. For example, fluid flow influences the transport of agonists and other compounds to and
from the cell surface (or, the local concentration of chemicals at the cell surface). If these agonists are
degraded at the cell surface rapidly (as ATP is), flow will cause an increase in their concentration at
the cell surface, and consequently modulate the cellular response [52,56,122]. Therefore, flow-induced
responses may be mediated by increases in agonist concentrations (i.e., “indirect” mechanosensing),
rather than physical alterations of mechanosensors (i.e., “direct” mechanosensing) by shear stress. There
is in vitro experimental evidence that supports this mass transport hypothesis [125–132]. Indirect and
direct mechanosensing are not mutually exclusive. It is likely that mechanical forces are incorporated into
the biological signaling network by both physical alterations of mechanosensors and modifications of
local chemical environments.

33.4.4 Applications of Externally Applied Mechanical Forces in
Tissue Engineering

Conventional cell culture techniques grow cells under static conditions; in large-scale bioreactors (e.g.,
fluidized bed reactors, spinner flasks, rotating vessels, and perfused vessels), flow and mixing patterns
are introduced merely to enhance spatially uniform cell distributions on three-dimensional scaffolds and
provide efficient mass transfer to the growing tissues. As the significance of externally applied mechanical
forces in maintaining appropriate cell physiology has come into the light, tissue engineers have incorpor-
ated mechanical stresses into bioreactor design and found that physiological loading has positive effects
on growing cells/tissues in vitro. For example, increasing fluid shear forces significantly increases the
mineral deposition by rat marrow stromal osteoblasts in a three-dimensional titanium fiber mesh scaffold
[133,134], and the application of cyclic stretch to vascular SMCs cultured in collagen gels can help main-
tain the contractile phenotype of SMCs, align them in the correct physiological orientation, and improve
the mechanical properties of cell–gel composites [135–137]. In the context of tissue-engineered cartilage,
researchers have found that artificial cartilage grown under cyclic compressive loading has superior bio-
chemical compositions and material properties than those grown statically [138–140]. Furthermore, cyclic
compression can promote the chondrogenesis of rabbit bone-marrow MSCs by inducing the synthesis of
transforming growth factor (TGF-β1), which then stimulates the MSCs to differentiate into chondrocytes
[141]. These results show that appropriate mechanical stimulation may be a determining factor of tissue
development in vitro and may improve the performance of engineered tissues in the body.

33.5 Concluding Remarks

This chapter has discussed three critical elements that define the mechanical microenvironment of a cell:
self-generated forces, counter forces from the ECM, and externally applied forces in the body. Extensive
work still needs to be done to create a coherent theory of mechanotransduction processes. At the cellular
level, the nature of the primary mechanosensor(s) remains to be a central question. In this regard,
investigations are limited by techniques that allow us to observe the force-induced changes in potential
mechanosensors at a subcellular length scale and in a miniature time-frame. At the tissue level, tissue-scale
responses to forces result from a dynamic and orchestrated interaction between different cell types in a
three-dimensional matrix environment. In most of the in vitro studies described here, mechanical stimuli
are imposed on monolayer cell cultures made of a single cell type. Although cultured cells sense and
respond to mechanical stimulation in this setting, it is not yet clear whether the same responses or sensing
mechanisms occur in vivo, but the wealth of in vitro data can guide in vivo experiments. Finally, in the
context of tissue engineering, it is important to understand how the physicality of scaffolds affects cells,
how the structure, composition, and mechanical properties of scaffolds may change as a result of traction
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forces from the cells and the external forces from the body, and how scaffolds affect cells to sense the
external forces. These are just a few of the challenges for the future.
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34.1 Introduction

Adhesion plays a critical role in the normal function of mammalian cells by regulating proliferation,
differentiation, and phenotypic behavior. Although the molecular mechanism of adhesion involves several
families of transmembrane receptors as well as numerous structural and regulatory proteins, they can
be divided phenomenologically into two groups: those that mediate adhesive contacts to neighboring
cells, and those that mediate adhesive contacts with structural extracellular matrix (ECM) proteins.
In development, specific adhesive interactions between adjacent cells lead to the assembly of three-
dimensional tissue structures, while cell adhesion to ECM proteins (e.g., collagens, elastin, and laminin)
establishes cellular orientation and spatial organization of cells into tissues and organs. Consequently,
both types are necessary for proper function of mammalian cells and tissues.

Initial efforts to design biomaterials — either to replace damaged tissues, or as a temporary scaffolds
for the manufacture of engineered tissues and organs — have focused on achieving robust mechanical
interactions between the biomaterial and adjacent cells (i.e., integration). However, evidence is emer-
ging that cell/biomaterial interactions can affect cell/cell interactions, and consequently impact tissue
development and function. Therefore, successful outcomes of tissue engineering efforts may require the
development of advanced materials that can facilitate both cell/cell and cell/biomaterial adhesion.

This chapter discusses the phenomenon of cell adhesion both from a tissue perspective and from
a biomaterial perspective. Section 34.2 describes the cell biology of adhesion receptors and their
relevance to particular tissue functions. Section 34.3 addresses cell adhesion to biomaterials with

34-1
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specific focus on how the chemistry, biochemistry, and topography of biomaterial interfaces affect
cell adhesion. Section 34.4 describes quantitative techniques to measure cell adhesion to biomaterials.
Finally, Section 34.5 describes how cell spreading, proliferation, and migration depend on cell adhesion
to biomaterials.

34.2 Adhesion Receptors in Tissue Structures

Mammalian cells establish and maintain adhesive contacts with extracellular structures and adjacent cells
through several types of adhesion receptors that are displayed on the cell surface. The three main families
of these receptors are integrins, cadherins, and members of the immunoglobulin superfamily [1–3].
Although they are involved in different adhesion-related tasks, they share several common features. First,
when associated with extracellular ligands (e.g., ECM proteins, receptors on adjacent cells) they frequently
assemble into clusters. Second, these transmembrane receptors are often linked to cytoskeletal structures
(e.g., actin filaments, microtubules), and thus both anchor the cellular skeleton to extracellular structures
and mediate the transmission of mechanical forces. Third, regulatory proteins (e.g., protein kinases)
are associated with receptor clusters, and are responsible for controlling cluster stability and initiating
signaling events that regulate cell proliferation and function.

34.2.1 Integrins

Integrins are a family of receptors that mediate cell adhesion to ECM proteins. They are found as het-
erodimers, consisting of α and β subunits, and to date at least 8 β and 18 α subunits and at least 24
different dimer combinations have been reported [4]. A short list of known integrin heterodimers and
their respective ligands (Table 34.1) reveals that individual integrins can have multiple ligands (e.g., α3β1

binds collagen, fibronectin, and laminin) and multiple integrins may bind the same ligand (e.g., laminin

TABLE 34.1 Integrin Dimers and Their Known Ligands

β subunit α subunit Ligand/counterreceptor Binding site

β1 α1 LM (COL)
α2 COL (LM) DGEA (in COL I)
α3 FN, LM, COL RGD?
α4 V-CAM (FN-alt) REDV(in FN-alt)
α5 FN RGD+ PHSRN
α6 LM RGD
α7 LM
α8 ?
αv FN RGD

β2 αL ICAM-1,2
αM FB, C3bi
αx FB, C3bi GPRP

β3 αIIb FB, FN, VN, VWF RGD (+PHSRN in FN)
αv VN, FB, VWF, TSP RGD

β5 αv VN, FN RGD
β6 αv FN RGD

Adapted from Albelda, S.M. and Buck, C.A., FASEB J. 4, 2868, 1990. With
permission and Hynes, R.O. and Lander, A.D., Cell 68, 303, 1992. With
permission. LM laminin, COL collagens, FN fibronectin, VN vitronectin,
FB fibrinogen, VWF von Willebrand Factor, TSP thrombospondin, C3bi
breakdown product of third component of complement, FN-alt alternatively
spliced fibronectin. DGEA, RGD, REDV, PHSRN, and GPRP are amino acid
sequences.
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FIGURE 34.1 Illustration of a focal adhesion complex. A cluster of transmembrane integrin receptor heterodimers
is shown interacting with extracellular matrix proteins and cytoplasmic proteins vinculin, α-actinin, talin, and focal
adhesion kinase (FAK). This complex interacts with the actin cytoskeleton. Adapted from Petit, V. and Thiery, J.-P.,
Biol. Cell. 92, 477, 2000. With permission; Yamada, K.M. and Miyamoto, S., Curr. Opin. Cell Biol. 7, 681, 1995. With
permission.

binds integrins α1β1, α2β1, α3β1, α6β1, α7β1) [1,5]. In addition, most cell types express multiple integrin
subunits. For example, the pluripotent mesenchymal progenitor bone marrow stromal cells have been
shown to express integrin subunits α1, α5, α6, and β1 [6], while aortic smooth muscle cells express α2,
α5, αv, β1, and β5 [7]. It should be noted that integrins do not exclusively mediate cell/ECM adhesion:
α4β1 and αMβ2, presented on activated leukocytes and neutrophils mediate cell/cell adhesion by binding
adhesion receptors of the immunoglobulin superfamily (e.g., vascular cell adhesion molecules [VCAM],
intracellular adhesion molecules [ICAMs]) on activated endothelial cells [1,8].

Binding of integrin receptors to their extracellular ligands initiates a process of receptor clustering and
the assembly of focal adhesion complexes [4,9–11] (Figure 34.1). Conserved sequences in the cytoplasmic
tail of β subunit are responsible for recruiting integrins into clusters (except with β4 and β5 which do not
aggregate), while the cytoplasmic tail of the α subunit plays a regulatory role to ensure aggregation of only
ligand-bound receptors. The cytoplasmic proteins that associate with integrins in focal adhesion complexes
can be divided into the categories of structural and regulatory proteins. The structural proteins —
which include talin, α-actinin, filamin, and vinculin — stabilize the receptor aggregates and mechanically
link the integrins to actin filaments, thus anchoring the cell cytoskeleton to extracellular structures.
In particular, talin and α-actinin possess binding domains for β integrins, while vinculin has bonding
domains for talin and actin. Regulatory proteins include paxillin, focal adhesion kinase (FAK), Src, and
members of the Rho and Ras families [4]. FAK and Src are kinases that regulate focal adhesion complex
assembly by phosphorylating structural proteins. In contrast, Rho and Ras are GTPases involved in
initiating intracellular signaling. Rho is thought to act through a number of secondary messengers to
stimulate focal adhesion assembly, actin stress fiber formation, and contraction, while Ras is thought to
regulate integrin activation [12]. In addition, there is evidence that Ras activates mitogen-activated protein
(MAP) kinase signaling cascades that are involved in regulating cell proliferation, apoptosis, migration,
and development [10].

In addition to initiating signaling cascades, integrins also can stimulate signaling events initiated by
cytokine receptors and growth factor receptors [12]. For example, interleukin (IL)-1 activation of MAP
kinases requires integrin-mediated cell adhesion [13]. In addition, insulin and platelet-derived growth
factor (PDGF) receptors — when bound to their respective ligands — physically interact with the αvβ3

integrin, and this association enhances MAP kinase signaling and cell proliferation [14]. Integrin binding
also can modulate effects of other adhesion receptors. For example, the association of α4β1 integrins with
fibronectin has been shown to block the upregulation of metalloproteinase by α5β1 binding to fibronectin
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FIGURE 34.2 Illustration of cadherin receptors associated with actin cytoskeleton. Cadherin dimers are shown in
a linear zipper structure with antiparallel binding of the EC1 domains. Cytoplasmic tails of cadherins interact with
actin filaments through structural proteins β-catenin, p120cas catenin, plakoglobin, and α-catenin.

[15]. Similarly, integrin-meditated adhesion to the ECM downregulates cadherin-mediated intercellular
adhesion and cell clustering [16]. This last example illustrates a competition between integrin-mediated
adhesion to the ECM and cadherin-mediated intercellular adhesion [17].

34.2.2 Cadherins

Cadherins are a family of calcium-dependent transmembrane glycoproteins that mediate cell/cell adhe-
sion. Classical cadherins (e.g., E-, N-, P-, and VE-cad) possess five extracellular (EC) cadherin repeats,
assemble into dimers, and mediate primarily homotypic binding between adjacent cells (Figure 34.2)
[18–20]. Although the outermost repeat (EC1) is thought to be responsible for intercellular binding,
it has been shown that cadherins can interact in at least three antiparallel alignments [21]. In addition,
crystallography has revealed that cadherins may assemble into a linear zipper structure [22]. The cytoplas-
mic tails of classical cadherins interact with structural proteins β-catenin, p120cas catenin, plakoglobin,
and through them α-catenin and the actin cytoskeleton. The cytoplasmic tail of endothelial cell-specific
receptor VE-cad also can interact vimentin intermediate filaments [18,20]. The protein p120cas — a target
of the Src kinase — is thought to be involved in regulating lateral clustering of cadherins, which has
been shown to increase adhesive strength [23]. Thus, Src may be involved in regulating robust cadherin
contacts.

Although cadherins do not exclusively cluster, the formation of adherens junctions is important for
several tissue functions [18]. In epithelial tissues cadherins mediate zonula adherens junctions, which
partition the cell membrane into apical and basolateral surfaces. In neuronal cells they mechanically
stabilize synaptic junctions by mediating adhesion between the presynaptic and postsynaptic cells. In car-
diac myocytes they establish intercalated discs, which both stabilize gap junctional coupling and transmit
contractile forces.

In addition to classical cadherins, several other cadherin types have been identified [18,20]. Among
these, desmocollins and desmogleins are expressed in cells that experience mechanical stress (e.g., epi-
dermis, myocardium) and are the transmembrane proteins present in desmosomes [18,20]. Like classical
cadherins, they have five extracellular cadherin repeats (except desmoglein 1, which has four repeats),
but they form desmoglein/desmocollin heterodimers and are thought to mediate intercellular adhesion
through heterotypic desmoglein/desmocollin interactions between adjacent cells. The cytoplasmic tails
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of these receptors interact, through structural proteins desmoglobin and desmoplakin, with the keratin
intermediate filaments. To date three desmocollins and desmogleins have been identified. Desmoglein 2
and desmocollin 2 are expressed in all epithelial tissues that form desmosomes, while desmocollin 1 and
desmoglein 1 are expressed predominantly in epidermal tissue.

In addition to regulating organized tissue functions, E-, N-, and VE-cadherin-mediated intercellular
contacts have been shown to suppress cell proliferation [24–26]. This phenomenon is thought to be a
consequence of cadherin-induced alterations in the cytoskeleton structure [27], and to contribute to the
abrogation of cell proliferation of confluent tissue cultures.

34.2.3 Immunoglobulins

Members of the diverse immunoglobulin superfamily are characterized by the immunoglobulin (Ig) fold
motif, a 70–110 amino acid structure consisting of two sheets of antiparallel β-strands stabilized by a
disulfide bridge and numerous hydrophobic side chains [28,29]. Because the amine and carboxy termini
extend from opposite ends of this structure, members of the immunoglobulin family frequently possess
strings of Ig folds. Immunoglobulin proteins are most noted for their role in antigen presentation and
recognition functions of the immune system, but at least ten members of the superfamily are involved in
cell/cell adhesion. ICAM-1, ICAM-2, and VCAM, for example, are presented on the surface of activated
endothelial cells and mediate heterotypic binding to integrins on activated leukocytes and neutrophils

primarily mediated homotypic binding and are involved in axon guidance, neuronal migration, neurite
outgrowth, synapse formation, and maintenance of the integrity of myelinated fibers [29,30]. Finally,
junctional adhesion molecules (JAMs) stabilize tight junctions, which regulate paracellular ion transport
across epithelial and endothelial layers [31].

34.3 Cell Adhesion to Biomaterials

The efficacy of biomaterials — either as replacements for damaged tissues, or as a temporary scaffolds
for the manufacture of engineered tissues and organs — relies on the ability of the material surface to
regulate cell adhesion, and strategies to engineer this cell/biomaterial interaction have evolved over the
past few decades through three basic generations [32]. The first generation is exemplified by bulk materials
such as titanium, Dacron, and ultrahigh molecular weight polyethylene, which are durable and exhibit
good mechanical properties, but are nondegradable and essentially bioinert (i.e., they elicit minimal effects
in vivo). Second generation biomaterials are those that — when brought into contact with bodily fluids and
cells — are modified chemically or biochemically to achieve more favorable biologic properties. Biochem-
ical modifications include the adsorption of ECM proteins to the biomaterial surface in conformations
that enhance cell and tissue behavior (e.g., adhesion [33], phenotype [34]), while examples of chemical
modifications include the ion-exchange reactions of bioactive glasses, dissolution and reorganization of
amorphous calcium phosphate, and hydrolytic degradation of polyurethanes and polyesters. Finally, third
generation biomaterials are those that incorporate biomimetic moieties (e.g., peptides sequences) that are
designed to interact with target proteins (e.g., adhesion receptors, growth factor receptors, matrix metal-
loproteinases) and elicit specific cell responses. Thus, third generation biomaterials are often referred to
as bioactive materials because they act on cells and tissues.

Cell adhesion to biomaterials may be characterized in terms of specific and nonspecific interactions.
Specific interactions entail cell receptor recognition and binding to proteins or biomimetic moieties
on the biomaterial surface, whereas nonspecific interactions encompass noncovalent attractive forces
(e.g., electrostatic interactions, hydrogen bonds, van der Waals forces) between the cell and biomaterial
that are not associated with a specific receptor. In general, both specific and nonspecific interactions
contribute to cell adhesion to biomaterials, and can be regulated through design of substratum chemistry
and biochemistry. The following subsections address (a) the role of substratum chemistry on nonspecific

(Table 34.1) [8]. Neural cell adhesion molecules (NCAMs) and L1 — present in neurons and glia —
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adhesion, the roles of (b) proteins and (c) biomimetic moieties on specific adhesion, and (d) the effect of
substratum topography on cell adhesion.

34.3.1 The Role of Interfacial Chemistry in Cell Adhesion

Although cells express receptors for ECM proteins and adjacent cells, they have been shown to adhere
through nonspecific interactions to a variety of biomaterials. For example, a comprehensive study by
Schakenraad et al. [35] demonstrated cell adhesion and spreading on 13 commercially available polymers.
In particular, this study showed that cell spreading was markedly greater on materials with surface free
energies greater than 50 erg/sec (hydrophilic surfaces) relative to low energy (hydrophobic) surfaces
[35]. With the development of self-assembling methods (e.g., alkanethiolates on gold and alkylsilanes
on glass), chemically well-defined model surfaces have been constructed and used to characterize cell
adhesion [36–41]. These model studies indicate that terminal amine (NH2) and carboxylic acid (COOH)
groups produce superior adhesion relative to hydrophobic methyl-(CH3)-terminated surfaces [36,38–40].
In contrast, surfaces presenting poly(ethylene glycol) subunits have been shown to inhibit cell adhesion
[42]. In addition to organic polymers, alloys [43], and ceramics [44] have also been studied for their
capacity to support cell adhesion. These materials have proven more difficult to characterize as the
chemistries are complex, and the grain size appears to play an important role [44,45]. Nevertheless,
a consistent theme that emerges from these studies is that cell adhesion increases with the material’s
capacity to promote adsorption of ECM proteins [33,38,40,45].

34.3.2 The Role of Interfacial Biochemistry in Cell Adhesion

A simple method to enhance cell adhesion to first and second generation biomaterials is to adsorb ECM
proteins to the biomaterial surface from protein solutions (e.g., collagens [46], fibronectin [46–48]),
serum, or serum-containing culture medium. Although albumin is the predominant protein in serum,
vitronectin and fibronectin have been shown to deposit readily from serum onto both organic [49] and
ceramic [50] biomaterial surfaces. The choice of ECM protein can be important to regulating cell behavior;
cell adhesion and function have been shown to vary with the adhesive protein [46,49]. In addition, the
chemistry of the biomaterial surface — to which the ECM proteins are adsorbed — can also affect cell
adhesion and function [33,34,51] by altering protein orientation and inducing conformational changes
(i.e., denaturation) [51–56] that undermine receptor binding. Conformational changes have been inferred
from an increase in the ratio of β-turn to β-sheet structures, and indicate a higher degree of protein
denaturation on hydrophobic methyl-terminated surfaces than on more hydrophilic carboxyl-terminated
surfaces [54]. In addition, protein denaturation is inversely related to the rate of protein adsorption [57],
and decreases as the protein concentration in solution is increased.

34.3.3 Biomimetic Approaches to Regulate Cell Adhesion

An attractive alternative to immobilization of entire ECM proteins at biomaterial interfaces is the use
of short peptide sequences that are specifically recognized by integrin adhesion receptors [58–60].
Usually these peptides are immobilized in a random, spatially uniform manner across the bioma-
terial surface using bioconjugate techniques [61]. However, enhanced cell adhesion and migration
has been reported when peptides are immobilized to surfaces in clusters that permit integrin cluster-
ing [62]. Particular peptide sequences that have been studied include argenine–glysine–aspartic acid
(RGD), tyrosine–isoleucine–glycine–serine–aspartic acid (YIGSR), isoleucine–lysine–valine–alanine–
valine (IKVAV), and arginine-glutamic acid–aspartic acid–valine (REDV). The RGD sequence — found in
collagens, fibronectin, vitronectin, fibrinogen, von Willebrand factor, osteopontin, and bone sialoprotein

exploited extensively to promote integrin-mediated adhesion to biomaterials. Interestingly, the sequence
proline–histidine–serine–arginine–asparagine (PHSRN) on fibronectin has been shown to act synergist-
ically with RGD to enhance integrin-mediated adhesion and cell signaling via integrins α5β1 and α11bβ3

[63–65] — is recognized by a large number of integrin receptors (Table 34.1), and consequently has been
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[66,67]. REDV is an integrin binding sequence found in the alternatively spliced type III connecting
segment region of fibronectin and is recognized by α4β1

for its ability to support endothelial cell adhesion for development of engineered blood vessels [69–71].
Lastly, YIGSR [72] and IKVAV [73] are integrin binding sequences found in laminin. Because laminin is
found in peripheral nerve tissue and the basal lamina of endothelial tissues, these peptide sequences hold
promise for mediating adhesion and orientation of engineered epithelial [74] and neural tissues [75,76].

34.3.4 The Role of Interfacial Topography in Cell Adhesion

Cell adhesion to biomaterials is also influenced by topographical features, which restrict sites for cell
adhesion. Studies performed nearly a century ago using spiderwebs revealed that adherent cells would
spread with an orientation that could be dictated by the substratum topography [77]. This phenomenon,
referred to as contact guidance, holds promise as a means to enhance engineered tissue function by induc-
ing cell alignment [78,79]. Using microfabrication techniques (e.g., micromachining, photolithography)
model substrates have been constructed to characterize the effect of topographical surface features on cell
adhesion and function. For example, surfaces textured with parallel grooves can restrict focal adhesions
to the raised edges of the substrate [80], while cytoskeletal elements — including microtubules, vimentin
intermediate filaments, and actin filaments — are oriented parallel to the grooves [81]. Further, these
effects are limited to feature sizes of 0.3 [81] to 2 µm [80]. When spacing between parallel grooves
becomes too large, cells are able to attach to the depressed regions of the substratum and orientation is
lost. Substrates exhibiting random topographies (e.g., acid-etched, sand blasted) also affect the behavior of
adherent cells. Such substrates have been shown to enhance cell adhesion [82], synthesis of ECM proteins
[82,83], and phenotypic behavior [83]. However, the effect of roughness on cell proliferation remains
ambiguous: increasing roughness has been shown to decrease proliferation of osteoblasts [83], but may
increase proliferation of endothelial and smooth muscle cells [84,85].

34.4 Measurement of Cell Adhesion to Biomaterials

Over the past two decades several devices have been developed to measure and characterize the adhesive
interaction of cells with biomaterials, particles, and other cells. These devices share the common exper-
imental strategy that nonadherent spherical cells are allowed to establish adhesive contacts to the test
material under quiescent conditions and then are subjected to a well-defined distractive force. From the
examination of large numbers of cells over a range of distractive forces, a probability distribution for cell

adhesion characteristic (e.g., τ50, the shear stress necessary to detach 50% of the cells [47,86–88] may be
determined. The primary differences between the various devices for measuring cell adhesion is the type
of distractive force that is applied (e.g., membrane tension, buoyancy, and hydrodynamic shear stress) and
the direction of the force relative to the plane of cell/surface contacts.

34.4.1 Micropipette Aspiration

Micropipette aspiration is a sensitive technique capable of measuring the strength of individual
receptor/ligand adhesion complexes [89,90]. The advantage of this technique is its ability to probe cell
contacts and adhesive structures with a range of forces (10−3 to 102 pN) that are capable of deforming
the cell membrane (<0.1 pN) and extracting lipid-anchored receptors (∼20 pN), but not breaking actin
filaments (>100 pN) [90].

In this approach a cell is held at the end of micropipette by a small amount of suction. The cell is then
brought into contact with a test surface, adhesive contacts are allowed to form, and then suction is applied

cell of radius R0 into the end of micropipette tip of radius Rp creates a membrane tension, Tm, at the

adhesion as a function of distractive force can be constructed (Figure 34.3). From this distribution, an

to break this contact (Figure 34.4). The underlying principle is that suction,�P , used to draw a spherical

integrin (Table 34.1) [68]. It has been studied
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FIGURE 34.3 Probability distribution for cell adhesion. NIH 3T3 fibroblasts were detached from glass using a radial-
flow chamber. Squares correspond to the fraction of cells that resisted detachment as a function of the applied shear
stress. The curve is a best fit of the integral of a normal distribution function to the data. The characteristic measure
of cell adhesion, τ50, is 129 dyn/cm2 for this test.
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FIGURE 34.4 Micropipet aspiration. As suction, �P , is applied the cell is drawn into the pipet and membrane
tension, Tm, is exerted at the point of cell/material contact. Adapted from Evans, E., Berk, D., and Leung, A., Biophys. J.
59, 838, 1991. With permission.

receptor/ligand contact [89]

Tm ≈ �PRp/2[1− Rp/R0] (34.1)

The tension disrupts adhesive contacts in a manner that may be modeled as either a peeling process [91] or
the failure of discrete cross-bridges [92], and can be used to predict receptor/ligand dissociation kinetics
under mechanical strains [93].

34.4.2 Centrifugation

The centrifugation approach exploits the difference in density between cells, ρc = 1.07 [62], and culture
medium, ρm = 1.00, to exert a supergravitational body force,

f = (ρc − ρm)Vca (34.2)

on the cell. Here Vc and a are the volume of the cell and the acceleration generated by the centrifuge,
respectively. Distractive vectors both tangential [94] and normal [95,96] to the adhesive substrate have
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been used experimentally, although computational modeling predicts that tangential forces can be 20 to
56 times more disruptive to cell adhesion [97].

The experimental approach of Chu et al. [95] involves seeding cells onto substrates within 96 well plates,
placing the plates into the 96 well-plate buckets of a table top centrifuge, and then applying accelerations of
a = 50, 100, 200, or 300 g. Images are then collected to calculate the percent of cells that remain attached
as a function of applied force, f . In contrast, the approach of Thoumine et al. [94] involves seeding cells
onto plastic slides that are then fit into centrifuge tubes and placed in a swinging bucket centrifuge. Cells
are then exposed to accelerations of 9,000 to 70,000 g for 5 to 60 min. Thoumine et al. also showed that
the distractive force can be increased further by allowing the cells to phagocytose 1.5 µm gelatin-coated
glass beads. As with Chu et al., images are analyzed to determine the percent of adherent cells as a function
of time and distractive force.

34.4.3 Laminar Flow Chambers

Laminar flow devices are commonly used to characterize cell adhesion, and include rotating disc, parallel-
plate (and variants), and radial-flow devices. These devices all employ tangential fluid flow to exert
hydrodynamic drag and torque on adherent cells [98]. Among the different devices, the parallel-plate flow
chamber (Figure 34.5a) is described most extensively, and has been used primarily to characterize cell and
tissue phenomena under a well-defined hydrodynamic shear stress, τ . Here, τ can be predicted from fluid
mechanics,

τ = 6µQ

wh2
(34.3)

(b)

(c)

Inlet Outlet

(a)

Inlet Outlet

Cell-coated substrate

h

h(x)

Cell-coated substrate
x

Axis of
symmetryOutlet

Inlet Inlet
h

Cell-coated substrate
r

FIGURE 34.5 Various laminar flow chambers geometries. (a) Parallel-plate flow chamber uses linear laminar flow
through a rectangular conduit with constant width, b, and height, h, where b 	 h. (b) Variable height laminar flow
chamber uses flow through a tapered conduit, h(x), of constant width to produce a flow profile that depends on
position, x . (c) Radial-flow chamber uses cylindrical geometry to produce a flow profile that depends on position, r .
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where Q is volumetric flow rate, h and w are the height and width of the flow path, respectively, and µ is
the fluid viscosity [99]. The advantage of this device is that it permits nondestructive in situ visualization
of cell attachment [100], detachment [101], and rolling processes [102]. However, because a single shear
stress is generated across the cell-seeded substrate, multiple substrates must be tested at different shear
stresses in order to construct shear-dependent patterns of cell adhesion [100,101].

Minor modifications have been made to the parallel-plate flow chamber geometry in order to produce
a spatially dependent range of shear stresses across a single substrate. For example, a variable gap height

[103]. In another device the width of the flow path varies inversely with distance from the inlet, w ∝ 1/x ,
to produce a Hele–Shaw flow pattern and a hydrodynamic shear stress that increases linearly with distance,
τ ∝ x [104,105].

An alternative device, the radial-flow chamber uses axisymmetric flow between parallel surfaces to
generate a spatially dependent range of hydrodynamic shear stresses [65,106] (Figure 34.5c). Here, the
magnitude of the shear stress is predicted by the equation

τ =
∣∣∣∣ 3µQ

πh2r
− 3ρQ2

70π2hr3

∣∣∣∣ (34.4)

where r is radial distance from the axis of symmetry, and ρ is fluid density. The first term of this equation
is the creeping flow solution (analogous to Equation 34.3) and the second term is a first-order correction
to account for inertial effects at high Reynolds numbers or low radial positions. It is interesting to note
that the contribution of the second term depends on the direction of flow (i.e., the sign of Q) [106].

34.4.4 Rotating Disc

The rotating disc differs from laminar flow chambers in that a motor is used to put the cell-seeded
substrate in motion, rather than a pressure gradient to put the fluid in motion [47,107,108] (Figure 34.6).
An advantage of this device is that generates a shear stress, τ , that varies linearly with radial position, r , by
the equation [107]

τ = 0.800r
√
ρµω3 (34.5)

Here, ρ,µ, andω are fluid density, fluid viscosity, and angular velocity, respectively. However, a disadvant-
age is that cell adhesion cannot be examined in situ. Instead, the cell-seeded substrate must be removed
from the apparatus in order to collect images of adherent cells.

Cell-coated
substrate

Baffles

Shaft to motor

Axis of 
symmetry

r

FIGURE 34.6 Rotating disc apparatus. The rapid rotation of the cell-seeded substrate generates a hydrodynamic
shear that is proportional to radial position, r . Adapted from García, A.J., Huber, F., and Boettiger, D., J. Biol. Chem.
273, 10988, 1998. With permission.

device has been constructed in which h is a linear function of the distance from the inlet, x (Figure 34.5b)
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34.4.5 Interpretation of Adhesion Data

Proper interpretation of adhesion data remains a technical challenge because quantitative measures are
sensitive to cell history. As spherical, nonadherent cells are brought into contact with biomaterial interfaces,
receptor-mediated contact initiates, followed by the clustering of receptors, cell spreading, and reorgan-
ization of the actin cytoskeleton. This dynamic process involves changes in the number and organization
of adhesive contacts, cell shape, and the viscoelastic properties of the cell body — all of which influence
the measured strength of adhesion. For example, quantitative measurements have demonstrated a linear
dependence of the strength of cell adhesion on the density of adhesive ligands in the absence of cooperat-
ive binding [47] that is consistent with kinetic theory [109], but the strength of adhesion is increased by
receptor activation [107] and modulated by receptor clustering [62]. In addition, cell adhesion has been
shown to increase with the duration of cell/surface incubation [101], but it is difficult to deconvolve the
individual effects of cell/surface contact area, focal adhesion organization, and filamentous actin content.
Further, detachment assays that use hydrodynamic shear are sensitive to the hydrodynamic profile of the
cell [110] and its deformability [111]. Consequently cells that are more spread or deform rapidly at the
onset of shearing flow are more likely to resist detachment [48].

34.5 Effect of Biomaterial on Physiological Behavior

Establishment of adhesive cellular contacts with a biomaterial surface is critical for anchorage-dependent
cell functions, such as spreading, proliferation, and migration. Studies of cell spreading indicate system-
atic increases in the rate and the extent of spreading with increasing density of adhesive ligands [112]
or peptides [113]. In addition, microtubule and filamentous actin content increase during the initial
spreading process [112]. Cell shape is also affected by the extent of cell spreading. For example, the aspect
ratio of fibroblastic cells — which typically exhibit a spindle-shaped morphology — is maximal at an
intermediate projected cell area [113]. Cell viability and proliferation also depend on projected cell area.
Using microcontact printing to restrict the extent of cell spreading, Chen et al. [114] showed that when
cells are able to adhere but not spread, apoptosis (programmed cell death) is significant. However, as the
area for cell spreading is increased apoptosis declines and cell proliferation occurs.

Migration is another adhesion-dependent phenomenon, and requires polarized cells to execute coordin-
ated steps that include pseudopodal extension, firm adhesion, contraction, and uropodal release [115].
Because both the pseudopodal attachment and uropodal release are adhesive processes, the capacity of
the substratum to mediate cell adhesion directly affects the speed of cell migration. Manipulation of the
strength of cell adhesion by changing the density, and type of ECM proteins has been shown to affect
migration, with maximal speed occurring at an intermediate substratum adhesiveness [46]. In addition,
migration rate can be modulated by depositing adhesive moieties as clusters [116] or by introducing
topographical features [117].

34.6 Summary

In mammalian tissues and organs cell/cell and cell/ECM interactions are mediated through several families
of adhesion receptors, which include integrins, cadherins, and members of the immunoglobulin super-
family. Biological studies have revealed that these adhesive contacts mechanically link the cell cytoskeleton
to extracellular structures, initiate intercellular signaling cascades, and regulate cell viability, prolifera-
tion, organization of tissue structures, and cell function. Existing biomaterials — intended to replace
tissue function or to serve as temporary scaffolds for engineered tissues — are capable of supporting
cell adhesion, viability, and proliferation through a combination of nonspecific and integrin-mediated
interactions. The current challenge is to develop bioactive materials that can act through different types
of cell receptors to regulate cell and tissue behavior.
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35.1 Introduction

Cell migration is an essential component of normal development, inflammation, tissue repair, angiogen-
esis, and tumor invasion. After conception, selected cells of the developing mammalian zygote invade the
uterine wall to establish the placenta, while the intricately programmed migration of other cells within
the embryo shapes the complex form of the emerging organism [1,2]. The nervous system is another
example of large-scale cell migration during fetal development. The growth of axons and dendrites is
preceded by a phase of cell migration in which immature neurons (or neuroblasts) move from their birth-
place to settle in some other location in order to make the right connections [3]. Certain kinds of white
blood cells are able to migrate through the walls of blood vessels and into the surrounding tissues, actively
seeking and engulfing sources of decay [4]. Migrating fibroblastic and epithelial cells heal wounds, and
osteoclasts and osteoblasts are in constant movement as they remodel bone [5–7]. Tumor cell motility
is also required for invasion and metastasis. The crawling malignant tumor cells that invade and disrupt
tissue architecture account as much or more for the lethality of cancer as does uncontrolled growth [8].

Cell migration also plays a key role in determining the structure and growth rate of bioartificial tissues
built on scaffolds made from suitable biomaterials [9]. In recent years, a lot of attention has been focused
on the development of biomimetic materials capable of promoting cell functions, including migration,
by biomolecular recognition [10]. Such recognition can be achieved by surface or bulk modification
of the material with bioactive molecules such as extracellular matrix (ECM) proteins or short peptide
sequences that can induce specific interactions with cell receptors. In order to design biomimetic scaffolds
with optimal properties for each application, however, we must thoroughly understand not only the
mechanism of cell migration, but also the many factors that modulate this important process. We must

35-1
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also develop assays to accurately characterize cell movement on various biomaterials and, ultimately, build
theoretical models that can quantitatively predict the effect of system parameters (scaffold properties,
nutrient or growth factor concentrations, pH, etc.) on tissue development. Because tissues are highly
heterogeneous systems exhibiting complicated cell population dynamics, such theoretical models must be
able to accurately describe cell–cell and cell–substrate interactions.

This review attempts to address some of these issues for anchorage-dependent mammalian cells. After
a brief description of the mechanism of cell movement, we outline the role that growth factors, substrate-
adhesion molecules, and other environmental factors play in modulating cell migration. Since accurate
measurements are essential for elucidating the effect of a specific stimulus on cell migration, we discuss
the application of several assays that may be used to characterize cell motility. Finally, the use of theoretical
models for analyzing cell population dynamics and predicting tissue growth rates is discussed.

35.2 Characteristics of Mammalian Cell Migration

35.2.1 Cell Movement Cycle

The movement of a mammalian cell on a substrate is an intricate process requiring at least three structural
elements: an ECM ligand on the substrate, its cell surface receptor, and the intracellular cytoskeleton [6].
The receptors that play key roles for cell movement belong to a large family of transmembrane proteins
called integrins [11]. Migration can be considered as a continual cycle consisting of four essential steps
[4] (1) extension of the cell’s leading margin over the substratum to form a lamellipod (i.e., a thin piece
of membrane and cytoplasm at the front of the cell); (2) attachment to the substrate; (3) pulling or
contraction using the newly formed points of adhesion as anchorage; and (4) release or detachment of
adhesions at the rear of the cell. These four steps are orchestrated by the interaction of various extracellular
and intracellular molecules. Extension of the leading margin of the cell is caused by the polymerization
of actin filaments at the lamellipodia and crucial factors involved in this process are the Arp2/3 complex,
gelsolin, and capping protein [4,12,13]. At the base of the cortical actin meshwork, cofilin promotes
the disassembly of filaments [4,14]. Integrins anchor the cell to its substratum by binding both to ECM
molecules on the outside of the cell and to the actin cytoskeleton on the inside. Cortical contractions
due to myosin molecules pull structures toward the center of the cell, causing the uropod (lamellipod’s
counterpart at the rear of the cell) to retract and unattached structures on the dorsal surface to move
backward [15–17]. The cycle is completed by a forward movement of actin and other constituents through
the cytoplasm to the leading margin of the cell [4].

35.2.2 Persistent Random Walk

Migration of individual mammalian cells in isotropic environments can be described as a persistent
random walk [18,19]. Over short time periods, cells follow a relatively straight path, showing persistence

movement appears similar to Brownian motion with frequent direction changes (Figure 35.1b). At least
two parameters are needed to describe persistent random walk [20]. The first one is the speed S that is
intuitively defined as the displacement of the cell centroid per unit time. The second one is the persistence
time (usually denoted by P) that is a measure of the average time between “significant” direction changes.
The magnitude of P and S depend both on the type of the cell and on its microenvironment. Reported
values of migration speed and persistence time range from 0.5 µm/min and 4 to 5 h, respectively for
human microvessel endothelial cells and smooth muscle cells [20,21] to 20 µm/min and 4 min for
rabbit neutrophils [22]. Lauffenburger and coworkers [23] pointed out that there exists a rough inverse
relationship between S and P and that this could be understood by considering the product of these two
parameters as the cell’s analog to a “mean free-path length.” Rigorous definition of P and S necessary for
mathematical modeling and the assays to measure them will be described in Section 35.4.

of movement (see Figure 35.1a). If long time intervals are used to observe the cell position, however, cell
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FIGURE 35.1 Typical trajectory of a bovine pulmonary artery endothelial cell migrating in a uniform environment.
Symbols represent the position of the centroid of the same cell recorded at 30 min intervals (top panel) and 3 h
intervals (bottom panel). When the observation interval is short (top panel), the cell clearly exhibits persistence in
movement direction. If a long observation interval (bottom panel) is chosen, however, the movement of the same cell
appears to be a random walk with frequent direction changes. (Adapted from Lee, Y., Mcintire, L.V., and Zygourakis,
K., Biochem. Cell Biol., 1995, 73: 461–472. With permission.)

35.2.3 Cell–Cell Contacts

In a population of migrating cells, the persistent random walk of individual cells can be interrupted by
contacts with other cells. Since cells usually stop and change the direction of their movement after such
contacts, this phenomenon is often called contact inhibition of locomotion [6]. When two fibroblasts collide
with each other, for example, ruffling of the membrane near the contact point stops to form a quiescent
region, while ruffling continues at other regions of the membrane. After about 25 min, the cells break
the adhesion and move away in new directions [6]. Cell–cell contacts have an even more profound effect
on the migration of epithelial cells. Following a collision, the leading lamellae of the epithelial cells are
gradually lost and an adhesion is formed between two cells. Sequential collisions with other cells result in
the formation of small colonies and eventually a sheet of contiguous cells [6,4]. This process is essential
for the coverage of the wounded area in wound healing [24,25]. It should be noted that cell–cell contacts
also affect cell division and the effect is also often referred to as “contact inhibition,” which actually means
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contact inhibition of division. As is shown later, the mechanisms of these two contact inhibitions are
different, even though they are related in a rather complicated way.

35.3 Regulation of Cell Movement

35.3.1 Soluble Factors Modulate Cell Movement

Many polypeptide growth factors can upregulate cell motility. Sato and Rifkin [26] found that when a
confluent monolayer of bovine aortic endothelial cells (BAECs) was wounded with a razor blade, cells
at the edge of the wound released basic fibroblast growth factor (bFGF), which stimulated the rapid
movement of nearby cells into the denuded area. Addition of anti-bFGF IgG slowed down considerably
the cell movement and this inhibition was dose dependent. Sato and Rifkin also found that bFGF regulated
the basal level of synthesis of the protease plasminogen activator (PA) and the basal level of DNA synthesis.
These findings are consistent with earlier work demonstrating that plasmin contributed to cell migration
[27,28]. Sato and Rifkin [26] also offer the alternative explanation that bFGF acts as a motility factor
via its adhesive interactions described by Baird and coworkers [29]. Platelet-derived growth factor-BB
(PDGF-BB) has been found to be the major motility enhancing factor in human serum for human dermal
fibroblasts migrating on type I collagen, even though it is not needed for the initiation of cell movement
[30]. Transforming growth factor-α (TGF-α) enhances locomotion of cultured human keratinocytes
[31]. Stimulation of MTLn3 cells (a metastatic carcinoma cell line) with epidermal growth factor (EGF)
causes rapid and transient lamellipod protrusion along with an increase in actin polymerization at the
leading edge [32]. EGF was also found to greatly enhance random dispersion of fibroblasts by increasing
the frequency of direction changes and at the same time slightly increasing the path length [33]. When
multiple types of growth factors are present, they may affect cell motility synergistically with certain
extent of specificity. For example, TGF-β1 has been found to synergistically enhance EGF-stimulated
hepatocyte motility responses on collagen-containing extracellular matrices. However, the same effect
was not achieved when TGF-β1 was added together with hepatocyte growth factor (HGF) [34]. Placental
growth factor (PlGF) can augment the migration of endothelial cell in response to vascular endothelial
growth factor (VEGF) in pathological angiogenesis [35].

Recent studies have revealed additional soluble motility-stimulating proteins, which include (a) The
scatter factor or SF (also known as HGF), a mesenchymal cell-derived protein, which causes contigu-
ous sheets of epithelium to separate into individual cells and stimulates the migration of epithelial as
well as vascular endothelial cells [36–38]; (b) the autocrine motility factor (AMF), a tumor cell-derived
protein, which stimulates migration of the producer cells [39–41]; and (c) the migration-stimulating
factor (MSF), a protein produced by fetal and cancer patient fibroblasts, which stimulates penetration of
three-dimensional collagen gels by nonproducing adult fibroblasts [42–44].

The direction of cell movement can be affected by the concentration gradient of certain growth factors,
a response called chemotaxis. Chemotaxis is very important for processes such as normal development,
inflammation, angiogenesis, and wound healing in which directed migration of specific cell types is essen-
tial. It has been found that when a wound is caused in the human body, large amounts of PDGF, EGF,
and TGF-β are secreted at different times by cells around the wound to coordinate the influx of neutro-
phils, macrophages, fibroblasts, smooth muscle cells, and endothelial cells for fast and complete healing
of the wound [45–48]. Lack of these chemotactic growth factors may impair the healing process, while
overproduction can cause excessive repair or scarring [49]. A chemotactic response is typically a func-
tion of both the absolute concentration of the attractant and the steepness of its concentration gradient.
Directional orientation bias increases with concentration gradient steepness, asymptotically approach-
ing a maximal level as steepness increases. The dependence on attractant concentration is biphasic,
increasing at low concentration to reach a maximum, then decreasing as concentration increases further
[50–52].

Several hypotheses have been proposed to explain the underlying mechanisms of these phenomena.
Lackie [6] suggested that cells decide their movement direction by receptor-mediated comparison of



© 2006 by Taylor & Francis Group, LLC

Cell Migration 35-5

the spatial difference in attractant concentration across the cell dimension. This explains the biphasic
dependence of directional orientation bias on attractant concentration for constant concentration
gradient. At low-attractant concentrations, very few receptors are bound and, thus, only a small ori-
entation bias results. At high-attractant concentrations almost all receptors are bound and, again, only
a small bias is observed. Maximum bias is found for an intermediate attractant concentration, where
the number of bound receptors is significant and most sensitive to differences in local attractant con-
centration. It should be noted that during the course of directed cell movement in chemotaxis, there
are periods during which the cell may randomly stray toward the lower concentration or any other
direction. Mechanistic models aimed at simulating chemotaxis must account for these random fluctu-
ations in the cell’s orientation even at the presence of the concentration gradient of a chemoattractant.
Tranquillo and coworkers [53,54] hypothesized that this is caused primarily by the probabilistic kinetics of
receptor/attractant binding. Their model divides a cell into two compartments along its polarization axis
and assumes that the instantaneous numbers of receptor/attractant complexes at the compartment sur-
faces are governed by a stochastic differential equation with both a deterministic and a probabilistic part,
which accounts for the random fluctuations in the binding process. The numbers of receptor/attractant
complexes are then used to calculate the concentration of motile effectors in each intracellular compart-
ment. Finally, the model postulates that the cell changes direction with an angular rate proportional to
the imbalance between the levels of motile effectors in the two compartments. Model results were shown
to provide good prediction for the chemotaxis of neutrophil leukocytes [55]. A recent extension of this
model [56] relaxes several simplifying assumptions regarding receptor dynamics in the original model
using newly obtained knowledge on transient G-protein signaling, cytoskeletal association, and receptor
internalization and recycling, including statistical fluctuations in the numbers of receptors among the
various states.

35.3.2 ECM Proteins and Cell–Substrate Interactions Regulate Cell
Movement

As described earlier, each of the four phases in cell-movement cycle involves the interaction of cell-surface
receptors with the ECM components on substratum surface. The ECM is a molecular complex whose
components include collagens, glycoproteins, hyaluronic acid, proteoglycans, glycosaminoglycans, and
elastins [57,58]. In addition, ECM harbors molecules such as growth factors, cytokines, matrix-degrading
enzymes, and their inhibitors [57]. The distribution of these molecules varies from tissue to tissue and
changes with time during tissue development, making the ECM a highly dynamic system [59,60]. The
binding of ECM molecules to the extracellular domains of integrins triggers the receptor/ligand binding,
trafficking and signaling cascade, activation of transcription factor and expression of target genes, and
eventually results in the regulation of specific cell functions, which may include adhesion, migration,
proliferation, and differentiation.

Integrin receptors are heterodimeric proteins composed of α and β subunits [11]. At least 15 α and β

subunits have been identified so far and they pair with each other in a variety of combinations, giving rise
to specific recognition on the ECM molecules with different selectivity. These combinations include the
α5β1 fibronectin receptor, α2β1, α3β1, and the vitronectin receptor αvβ3 [61–63]. While the α5β1 integrin
binds exclusively to fibronectin, α1β1 can bind either to laminin or to collagen-IV and the αvβ3 receptor
recognizes fibrinogen, vitronectin, and probably fibronectin. The α4β1 integrin has also been found to
mediate cell motility on fibronectin and vascular adhesion molecule-1 (VCAM-1) independently of the
α5β1 [64].

The ability of integrin receptors to recognize and bind the short peptide sequences corresponding to
the adhesive domains of ECM proteins stimulated a lot of interest in developing biomimetic materials.
Several studies by Hubbell and coworkers [65–71] have shown that covalent immobilization of adhesive
peptides like RGD or YIGSR (which are the adhesive domains of fibronectin and laminin respectively) on
the surface of glass or polymeric substrates can promote adhesion of endothelial cells. Kouvroukoglou and
coworkers [72] found that such surface modifications significantly enhanced the migration of endothelial
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cells, a fact that might lead to higher endothelization rates of the surfaces of implantable biomaterials.
Yang and coworkers [73] found that surface modification of poly(lactic acid) (PLA) films and poly(lactic-
co-/glycolic acid) (PLGA) porous structures with RGD peptides or fibronectin greatly promoted human
osteoprogenitor adhesion, migration, growth, and differentiation. Shin and coworkers [74] found that
bulk modification of oligo(poly[ethylene glycol] fumarate) (OPF) hydrogel with a rat osteopontin-derived
peptide (ODP) or a RGD peptide could increase the motility of marrow stromal osteoblasts and accelerate
the expansion of megacolonies of these cells on the surface of the hydrogel.

The sudden introduction of a migratory ECM ligand into the environment of a cell may provide
a key signal for the initiation of cell migration [75]. Similarly, the biosynthetic induction of such a
migration protein or of its receptors might also promote migration [64,75–79]. The driving mechanism
for migration appears to be provided by the physical interactions between specific sequences in adhesion
proteins and their receptors [75], and by intracellular contractile proteins [4,17]. The signals involved in the
termination of cell migration include the reacquisition of cell–cell adhesion molecules (e.g., N -cadherin),
often accompanied by differentiation into the final tissue type [75].

The speed of cell movement on ECM proteins is regulated not only by the type of receptor/ligand
interactions, but also by the ligand density on the substrate and the ligand affinity for cell adhesion
receptors [80–83]. The complexity of these interactions leads to a biphasic dependence of cell speed on
substrate adhesiveness. Goodman and coworkers [84] found that the migration speed of murine myoblasts
on substrates covered with laminin or laminin fragment E8 depended in a biphasic fashion on the density
of surface ligand. Maximum cell speeds were observed for ligand densities ranging from one third to
one tenth of those required for strongest cell attachment. Low cell speeds were measured when the cells
adhered very strongly or very weakly to the surface. A slow, monotonic increase of cell speed was observed,
however, when the density of fibronectin ligands was increased. DiMilla and coworkers [22] measured the
speed of human smooth muscle cells on fibronectin and collagen-IV. They found that cell speed varied
in a biphasic fashion with increasing cell adhesion strengths for both ligands. Similar results are seen by
varying the number of receptors on the cell surface. Keely and coworkers [85] found that the strength of
adhesion of human breast carcinoma T47D cells to collagen I and IV decreased with decreasing levels of
expression of the α2β1 integrin (a collagen and laminin receptor). T47D clones that exhibited intermediate
levels of adhesion to collagen had the highest motility across collagen-coated filters, suggesting that an
intermediate density of cell-surface α2β1 integrin optimally supports cell motility.

The reasons for this contrasting behavior were revealed by an elegant mathematical analysis of the cell-
migration cycle by Lauffenburger [86] and DiMilla and coworkers [87]. The first key system parameter
for explaining the experimental data is the substratum adhesiveness that is proportional to the surface lig-
and density and inversely proportional to the receptor/ligand equilibrium dissociation constant. Substrate
adhesiveness, however, may not only depend on the strength of receptor/ligand association. A later analysis
of Ward and Hammer [88] showed that the formation of focal contacts (which were modeled as cyto-
plasmic nucleation centers binding adhesion receptors) and the elastic rigidity of cytoskeletal connections
may significantly affect cellular adhesive strength. The second parameter describes the asymmetry in bond
affinity as the ratio of the dissociation rate constants between the front and the rear of the migrating cell.
The model correctly predicted a biphasic dependence of cell speed on substrate adhesiveness, with cell
locomotion occurring over an intermediate and (in many cases) limited range of adhesiveness. The size of
this range was primarily governed by the asymmetry in adhesiveness between the front and the rear of the
cell. Several mechanisms can provide a front-to-rear asymmetry in cell/substrate adhesiveness including
dynamic integrin/cytoskeletal interactions [89] and polarized distributions of integrins maintained by
receptor trafficking mechanisms [90].

The substratum adhesiveness can also affect the direction of cell movement, a response called hapto-
taxis. For example, cells cultured on a surface will move onto tracks of artificial adhesive material, such as
polylysine or silicon oxide [4]. When fibroblasts are plated on a surface coated with a uniformly increasing
gradient of a charged substance, they turn and move in the direction of increasing adhesiveness [91].
Dickinson and Tranquillo [92] have developed a stochastic mathematical model based on receptor/ligand
binding and trafficking mechanism to provide a mechanistic understanding of how the magnitude and
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distribution of adhesion ligands in the substratum influence cell movement. Additional sources for dir-
ectionality in movement may be simple population pressure, tissue or physical barriers [4,93], or the
three-dimensional structure of the matrix. In a process known as contact guidance, matrix fibers can be
spatially arranged as to facilitate cell movement in a preferred direction [94]. Micromachined grooves cut
into the substratum have similar effect [95].

While properties of the substratum can greatly influence cell movement, cells can also direct their
own migration by modifying the physical properties of the substratum. For example, pioneering cells
within a population of migrating neural crest cells may be laying down extracellular cues that trailing cells
recognize [96]. When a suspension of human keratinocytes is plated on a fibrin matrix, single cells invade
the matrix and progress through it by dissolving the fibrin and thereby creating tunnels [97].

35.3.3 Electrical Fields Direct Cell Movement

The migration of many mammalian cells is affected by the presence of electric fields, a phenomenon
called galvanotaxis. Nerve cells can detect electric field as weak as 10 mV/mm and turn their growth
cones to move in the direction of the negative pole [4]. Fibroblasts and cells from the neural crest also
move toward the negative pole in a steady electric field [98,99]. During wound healing in vertebrates, a
steady lateral electric field of 40 to 200 mV/mm is generated in the disrupted epithelia layers to coordinate
the directed migration of epithelial cells from the nearby regions [100]. Some experiments indicate that
when the electric field is removed, the wound healing rate is 25% slower, while nearly every clinical trial
using electric fields to stimulate healing in mammalian wounds reports a significant increase in the rate
of healing from 13 to 50% [101].

Cell’s response to electrical fields typically requires Ca2+ influx [102], the presence of specific growth
factors [100] and intracellular kinase activity. Protein kinase C is required by neural crest cells [103]
and cAMP-dependent protein kinase is used in keratinocytes [104], while mitogen-activated protein
kinase is required by corneal epithelial cells [105]. Specifically, Zhao and coworkers [100] discovered that
corneal epithelial cells cultured in serum-free medium showed no reorientation in an electric field until
250 mV/mm and addition of EGF, bFGF, or TGF-β 1 singly or in combination significantly restored the
cathodal reorientation response at low field strengths. Interestingly, however, the directed migration of
two fibroblastic cells, NIH 3T3 and SV101, was found to be calcium independent and was, instead,
related to the lateral redistribution of plasma membrane glycoproteins involved in cell–substratum
adhesion [98].

35.4 Cell Migration Assays

35.4.1 Cell-Population Assays

The methods used to assess the locomotory capabilities and characteristics of cells fall into two major
categories. The first category includes techniques that monitor large populations of migrating cells and
analyze the number density profiles of the population after a given time period of migration. The Boyden
chamber is the most popular assay in this category [106–111]. According to this technique, cells are placed
on the upper surface of a micropore filter installed in the chamber and incubated for a sufficient period of
time to allow the cells to migrate to the lower surface of the filter. Cell motility is then quantified either by
counting the number of cells that have migrated through the filter or by measuring the distance traveled
into the filter by several of the fastest moving cells. A comparison of the number of cells that passed
through the filter or of the migration distance measured for various experimental conditions reveal if, for
example, a test substance is chemotactic for the cells under study. With appropriate modifications, the
Boyden chamber can also be used to study cell migration under flow conditions or temporal chemotactic
gradients [112,113].

Another cell-population assay measures the migration distance of endothelial cells or osteoblasts
released from growth arrest using a silicon or steel template compartmentalization technique [74,114].
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This assay system employs tissue culture dishes that are subdivided (using, for example, stainless steel
annular rings) into two separate compartments: an inner circular core and an annular outer ring. Cells
are seeded into the inner compartment and grown to confluence. The inner ring is then removed, and
cells (released from growth arrest) start migrating from a sharp starting line. Cell motility is quantified by
measuring the distance of the migrating front from the starting line. By using a growth-arrested mono-
layer as a starting cell population for the quantification of migration, this assay system produces few or no
wounded cells at the migration front. It also allows us to evaluate the migratory response to other cell types
by coculturing them with the test cells after having seeded the effector cells into the outer compartment of
the assay system. Since migration of endothelial cells is one of the critical features of wound repair, several
researchers have also studied the movement of cells from a wound edge into a denuded area formed by
scraping a confluent monolayer with a razor blade [26,115,116]. Migration is then quantified by counting
the number of cells in successive 125-µm sections from the wound edge.

A third popular technique is the under-agarose assay where cells are allowed to migrate under a layer of
agarose gel deposited on a glass or plastic surface [117–120]. For random motility experiments, a migration
stimulus is incorporated at uniform concentration into the gel and the cell well medium. For chemotaxis
experiments, the migration stimulus is placed in a separate well from which it forms a concentration
gradient by diffusing through the gel. Typically measured quantities are again the location of the leading
front or the total number of cells migrating away from the well.

However, intrinsic cell locomotory properties are not the only factors influencing the measurements
obtained by cell-population assays. Parameters like the assay chamber geometry and size, initial cell num-
ber, or attractant diffusivity can significantly affect the population dispersal and complicate comparison
of different sets of experimental data. To alleviate these problems, a phenomenological model has been
proposed by Keller and Segel [121] and reformulated by Rivero and coworkers [122]. This mathematical
model takes the form of a partial differential equation describing the temporal evolution of the cell number
density profile and having two key parameters (a) the random motility coefficient µ and (b) a chemotaxis
coefficient χ . By comparing model predictions for cell number density profiles to experimental profiles
measured with the linear under-agarose assay [123] or the filter assay [124], the random motility µ and
the chemotaxis coefficient χ can be determined. A different approach was recently followed by Cheng
and coworkers [125] to analyze the differential effect of cell migration and proliferation on the expan-
sion of megacolonies of marrow stromal cells cultured on biomimetic hydrogels modified with RGD or
osteopontin-derived peptides [74]. This study used a discrete model based on the Markov chain approach
to simulate the cell-population dynamics of expanding megacolonies. A comparison of model predictions
to experimental data showed that surface modifications enhance the expansion rates of cell megacolonies
by upregulating the speeds of cell migration.

35.4.2 Individual-Cell Assays

Cell-population assays cannot provide detailed information on how cells move. They cannot directly
quantify important locomotory parameters (like cell speed, persistence, turn angles, etc.) or evaluate
the effects of external stimuli on these parameters. An accurate characterization of cell locomotion can
only be obtained by continuously monitoring a sufficiently large population of migrating cells using a
video microscopy system with digital or analog time-lapse capabilities. In most applications, cells migrate
on two-dimensional surfaces beneath liquid culture media or agarose gels [21,72,126–129]. Procedures
allowing tracking in three-dimensional collagen matrices have also been reported [50,130–136].

By analyzing a sequence of images obtained at fixed time intervals, the actual cell positions at the

The mean square displacement 〈D2〉 of the cells from their original positions can then be calculated and
plotted vs. time. If cell movement were a random walk, the mean square displacement 〈D2〉 would vary
with time according to

〈D2〉 = 2nµt (35.1)

corresponding times can be identified to reconstruct the individual cell trajectories (see Figure 35.1a).
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whereµ is the random motility coefficient (formally equivalent to a diffusion coefficient) and n is a constant
depending on the dimensionality of the random walk. For two-dimensional walks n = 2, while for three-
dimensional walks n = 3 [18,137,138]. Equation 35.1 implies that the average distance traveled by a cell
is proportional to the square root of the elapsed time.

As we mentioned in Section 35.2.2, however, mammalian cells migrating in isotropic environments
execute persistent random walks. Dunn [19] and Othmer and coworkers [139] developed the following
mathematical model to describe persistent random walks:

〈D2〉 = nS2[Pt − P2(1− e−t/P )] (35.2)

where 〈D2〉 is the mean square displacement of the tracked cells, S is the root-mean-square cell speed, P
is the persistence time, and n is the constant that gives the dimensionality of the persistent random walk
(n is 2 or 3 for 2D or 3D walks, respectively). This model assumes that S and P are time invariant. The
root-mean-square cell speed S and persistence time P can be computed by fitting the experimental 〈D2〉
vs. time data with the persistent random walk model of Equation 35.2. Nonlinear parameter estimation
algorithms [123] must be used, since graphical techniques [19] lead to results dependent on the size of the
time interval. Note that for long times (t 	 P), Equation 35.2 reduces to the much simpler expression:

〈D2〉 = nS2Pt (35.3)

Equation 35.3 implies random walk behavior and allows us to compute the random motility coefficient µ
as follows:

µ = 1
2 S2P (35.4)

Many investigators have successfully used the persistent random walk model to quantify cell migration
[72,140–144]. The chemotactic motion of cells in response to a chemical concentration gradient can also
be modeled by adding a directional bias to the persistent random walk process [21]. The magnitude of
the directional bias is characterized by the chemotactic responsiveness κ . By using experimentally measured
values of S, P , and κ , Stokes and Lauffenburger generated computer simulations of theoretical individual
cell paths, which were useful in elucidating the role of cell migration in physiological processes [21].

Although the persistent random walk model has been very successful in assaying and comparing the
motility of cells under various conditions, it cannot provide all the parameters that may be necessary for
an accurate quantification of the cell-migration process. Experimental observations with endothelial cells
[127] have revealed that cells slow down or even stop migrating when they divide or when they collide with
other cells. Migrating cells may also stop for a while before changing their direction of movement [127].
A detailed description of cell movement (suitable, e.g., for the computer implementation of migration-
proliferation models of tissue growth [145]) requires the following information (1) the speed of cell
locomotion (swimming speed); (2) the expected duration of cell movement in any given direction; (3)
the probability distribution of turn angles that will decide the next direction of cell movement; (4) the
frequency of cell stops; and (5) the duration of cell stops. The ultimate direction of cell movement should
also be obtained to check for spatial heterogeneities or chemotactic phenomena.

When such a detailed description of the migration process is desired, models based on Markov chain
concepts must be used to analyze the cell trajectory data [146–148]. At any time t , a migrating cell
can exist in either a directional state (if it moves in a certain direction) or the stationary state (if it has
stopped moving). Clearly, there is a change of state every time the migrating cell changes direction and
when it starts or stops moving. The central assumption here is that state changes are random and do
not depend either on the past history of the cell or on the length of time the cell spent in its current
state. Under these assumptions, the sequence of states is a stochastic Markov sequence. Details for this
analysis may be found in the monograph of Noble and Levine [147]. One usually allows only a finite
number of directional states by partitioning the set of all possible directions of movement. Four or
eight directional states are typically considered for two-dimensional walks (in addition to the stationary
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state) [147]. The reconstructed cell trajectories can then be modeled as Markov chains [146,149–151]
and the following cell locomotory parameters can be extracted from the cell trajectory data using the
well-known Markov chain theory [152] (a) transition-state probabilities that quantify the frequency with
which the cells (individually or collectively) move from one state to another and, thus, characterize the
turning and stopping behavior of the cells; (b) waiting times or the average time cells spend in a certain
state (i.e., moving in a certain direction); and (c) steady-state probabilities that provide a measure of the
directionality of cell movement (chemotaxis). The average speed of locomotion can also be estimated from
the reconstructed cell trajectories using the formula:

ν =
N∑

i=1

di
/

N ·�t (35.5)

where di is the displacement of the centroid of a cell between two successive observations, and N is the
numbers of observations made at a fixed time interval �t .

The Markov chain model can be used to analyze chemotaxis experiments. If there is a preferred direction
for cell movement, its steady-state probability will be significantly higher than the steady-state probabilities
of the other directions. The Markov chain approach can also provide a more detailed description of cell
migration since it accounts for stops in cell movement and uses more than one descriptor (e.g., transition
state probabilities and average waiting times) to define persistence [148].

A detailed comparison of the random walk and the Markov chain models using experimental data for
migrating endothelial cells has shown [148] that all five locomotory parameters defined above affect the
speed S and persistence time P estimated by the persistent random walk model. The persistent random
walk model can provide a measure of the speed of locomotion S, appropriately weighted to account for
the frequency and duration of cell stops (or slow-downs). The persistence time P , however, is a composite
measure of all five locomotory parameters mentioned above. Hence, it may not be always possible to
extract all the information necessary to describe cell locomotion from the two parameters of the persistent
random walk model. The Markov chain approach, however, also has its drawbacks. Perhaps the most
serious drawback is that the values of cell speeds computed according to Equation 35.5 depend on the
time interval�t between cell observations. Accurate estimations of locomotion speeds with Equation 35.5
are possible only when (a) cell trajectories are not very tortuous and (b) the cell positions are observed at
short time intervals �t . This time interval must be carefully chosen using Richardson plots to minimize
errors in the computation of cell speed [148].

35.5 Mathematical Models for Cell Migration and Tissue
Growth

Cell migration influences both the structure and the growth rate of bioartificial tissues built on biomimetic
scaffolds. As we have seen in the previous sections, however, cell migration is a process modulated by a
multitude of system parameters that include the local scaffold properties and nutrient or growth factor
concentrations. Despite the complexity of this process, however, a purely empirical approach is still used
to design scaffolds and select bioreactors appropriate for each application. Noting the limitations of this
approach, Ratcliffe and Niklason [153] proposed an interdisciplinary effort to improve our fundamental
understanding of the dynamic processes characterizing tissue growth and bioreactor operation. This goal
can be achieved with the help of comprehensive computer models that allow for systematic analysis of
tissue regeneration processes. Simulations can shorten the development stage by allowing tissue engineers
to rapidly screen many alternatives on the computer and choose the most promising ones for laboratory
experimentation.

The key challenge here involves the development of computationally efficient algorithms to describe
the dynamics of large cell populations that evolve in a continuously changing environment. Early studies
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FIGURE 35.2 Normalized cell counts from experiments (symbols) and simulations (lines) for bovine pulmonary
artery endothelial (BPAE) cells seeded uniformly on tissue culture plates and cultures without and with 30 ng/ml of
bFGF. Standard errors are used as error bars. (Adapted from Lee, Y., Mcintire, L.V., and Zygourakis, K., Biochem. Cell
Biol., 1995, 69: 1284–1298. With permission.)

utilized either discrete [154–156] or continuous models [157–161] to treat tissue growth problems. Using
an approach that combined (a) modeling based on cellular automata, (b) computer simulations, and
(c) experimentation (migration and proliferation assays), our group initially focused on the growth
of two-dimensional tissues like vascular endothelium or keratinocyte colonies [145,155,156]. Using
experimental data obtained from long-term tracking and analysis of cell locomotion [162], we developed
a class of discrete models that described the population dynamics of cells migrating and proliferating
on the surface of biomaterials. These models simulated persistent random walks on 2-D square lattices
and accurately accounted for cell–cell collisions. Figure 35.2 shows that model predictions agreed well
with experimentally measured proliferation rates of bovine pulmonary artery endothelial (BPAE) cells
cultured with and without bFGF, a growth factor that upregulates cell motility. Results also showed that
the seeding cell density, the population-average speed of locomotion, and the spatial distribution of the
seed cells are crucial parameters in determining the temporal evolution of cell proliferation rates. More
recently, models were developed to solve 2-D problems involving the aggregation and self-organization
of the cellular slime mold Dictyostelium discoideum [163–166] and to study the interactions between
extracellular matrix and fibroblasts [167]. To account for the effect of transport limitations that restrict
our ability to grow bioartificial tissues [168,169], our group has also developed a hybrid multi-scale model
that combines (a) partial differential equations modeling the simultaneous reaction–convection–diffusion
problems for nutrients and growth factors, (b) discrete models describing the cell-population dynamics,
and (c) single-cell models describing intracellular processes modulating cell function.

To demonstrate the potential of computational models for tissue engineering, we will briefly discuss the
application of a 3-D model we have developed [170] to study a problem in biomimetics. Our objective was
to evaluate the effectiveness of surface modifications in enhancing tissue-growth rates through increased
cell-migration speeds. Such modifications may involve, for example, the immobilization of signaling or
adhesive peptides on the surface of biomaterials [171–173]. To isolate the effect of population dynamics
on tissue growth, simulations on 3-D scaffolds were performed by assuming that nutrient and growth
factor concentrations remained constant throughout the tissue regeneration process. We considered cell-
migration speeds varying across the entire range of observed values (from 0 to 50 µm/h) and used two
different cell seeding modes. In the first mode, cells were seeded uniformly and randomly throughout the
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FIGURE 35.3 Effect of cell-migration speed on tissue-growth rates for two different cell-seeding modes. All simula-
tions were carried out on a cubic domain with side equal to 1.9 mm (128× 128× 128 computational sites). (a) Cells
were seeded uniformly and randomly with initial density equal to 0.5%. (b) Seeding simulated wound healing. The
“wound” was a cylinder 0.95 mm in diameter and 1.9 mm in height. (Adapted from Belgacem, B.Y., Markenscoff, P.,
and Zygourakis, K. Proceedings of the 3rd Chemical Engineering Symposium, Athens, Greece, Vol. 2, pp. 1133–1136,
2001. With permission.)

scaffold. The second seeding mode was designed to simulate a “wound-healing” process. We assumed that
a cylindrical wound was created in the center of a 3-D tissue. The wound was then filled with a biomaterial
that allowed cells from the surrounding tissue to move into the wound and proliferate to heal it [170].

For uniform cell seeding, Figure 35.3a shows that increasing migration speeds initially enhanced tissue-
growth rates. As cell speeds increased above 5 µm/h, however, this beneficial effect diminished and
disappeared completely for large-migration speeds. For the wound-healing model, however, the simu-
lations predicted significant enhancements of tissue-growth rates with increasing cell-migration speeds
(Figure 35.3b). A careful analysis of the simulation results for these two cases revealed that the uniform
cell seeding resulted in many more cell–cell collisions that slowed down the migration of cells. These
results point out that the cell-population dynamics, the geometry of the problem, and the initial conditions
can have a profound effect on tissue regeneration rates. The simulations also provide us with invaluable
guidance for the design of experiments [174] that can test the efficacy of surface modifications designed
to enhance cell-migration speeds.
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36.1 Introduction

Tissue-engineered devices are biologic–biomaterial combinations in which some component of tissue
has been combined with a biomaterial to create a device for the restoration or modification of tissue
or organ function. Four significant goals must be achieved if these devices are to function adequately
and appropriately in the host environment. These four goals are (1) restoration of the target tissue
with its appropriate function and cellular phenotypic expression; (2) inhibition of the macrophage and
foreign body giant cell foreign body response that may degrade or adversely modify device function;
(3) inhibition of scar and fibrous capsule formation that may be deleterious to the function of the
device; and (4) inhibition of immune responses that may inhibit the proposed function of the device and
ultimately lead to the destruction of the tissue component of the tissue-engineered device. The range of
types of tissue-engineered devices is large, yet each device is considered to be unique in its combination
of tissue component and biomaterial, thus requiring a unique set of tests to ensure that the four goals are
achieved for the lifetime of the device in its in vivo environment.

The implantation of a tissue-engineered device activates the host defense systems that include the
inflammatory and immune responses. The purpose of this chapter is to provide an overview and fun-
damental understanding of the inflammatory and immune responses that may be responsive following
the in vivo implantation of a tissue-engineered device. In general, tissue-engineered devices contain a
biomaterials component for which the evaluation of the inflammatory and foreign body reaction is of
importance. Tissue-engineered devices also contain an active biological component, that is, proteins and
cells, for which evaluation of the immune responses is of importance to the overall safety and efficacy of the
tissue-engineered device. In addition, tissue-engineered devices are also considered as combination devices

36-1
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TABLE 36.1 The Mononuclear Phagocytic System

Tissues Cells

Implant sites Inflammatory macrophages, foreign body giant cells
Liver Kupffer cells
Lung Alveolar macrophages
Connective tissue Histiocytes
Bone marrow Macrophages
Spleen and lymph nodes Fixed and free macrophages
Serous cavities Pleural and peritoneal macrophages
Nervous system Microglial cells
Bone Osteoclasts
Skin Langerhans’ cells, dendritic cells
Lymphoid tissue Dendritic cells

and the interaction between the synthetic and biologic components and their interactive inflammatory
and immune responses must be considered and evaluated. For clarification, it should be noted that the
inflammatory responses are also known as the innate immune system and immune responses are generally
considered to be the acquired or adaptive immune system.

The inflammatory and immune systems overlap considerably through the activity and phenotypic
expression of macrophages that are derived from blood-borne monocytes. Monocytes and macrophages
belong to the mononuclear phagocytic system (MPS) (Table 36.1). Cells in the MPS may be considered
as resident macrophages in the respective tissues that take on specialized functions that are dependent
on their tissue environment. From this perspective, the host defense system may be seen as blood-borne
or circulating inflammatory and immune cells as well as mononuclear phagocytic cells that reside in
specific tissues with specialized functions. As will be seen in the overview of the inflammatory and
immune responses, the macrophage plays a pivotal role in both the induction and effector phases of these
responses.

36.2 Inflammatory Responses

The process of implantation of a biomaterial, prosthesis, medical device, or tissue-engineered device results
in injury to tissues or organs and the subsequent perturbation of homeostatic mechanisms that lead to
the cellular cascades of wound healing [1–6]. The response to injury is dependent on multiple factors
including the extent of injury, the loss of basement membrane structures, blood–material interactions,
provisional matrix formation, the extent or degree of cellular necrosis, and the extent of the inflammatory
response. These events, in turn, may affect the extent or degree of granulation tissue formation, foreign
body reaction, and fibrosis or fibrous capsule development. These host reactions are considered to be
tissue-, organ-, and species-dependent. In addition, it is important to recognize that these reactions occur
very early, that is, within 2 to 3 weeks of the time of implantation, for biocompatible materials or devices
in the normal resolution of the inflammatory and wound healing responses.

found in these responses. These characteristic cell types are utilized in histological studies to identify the
phase or event in the inflammatory and wound healing sequence of events.

To better appreciate the sequence of inflammatory responses that occur within an implant site,

body reaction, and the events that occur adjacent to the interfacial foreign body reaction and within the
surrounding tissue of the implant site.

Inflammation is generally defined as the reaction of vascularized living tissue to local injury, that is,
implantation of a biomaterial, prosthesis, medical device, or tissue-engineered device. Immediately
following injury, blood–material interactions occur and a provisional matrix is formed that consists

Figure 36.1 illustrates the sequence of events that occur at the tissue/biomaterial interface, that is, foreign

Table 36.2 identifies the events in the inflammatory responses and indicates the predominant cell type
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TABLE 36.2 Principal Cell Types in Inflammatory Responses

Response Cell type

Acute inflammation Polymorphonuclear leukocyte (neutrophil)
Chronic inflammation Monocytes and lymphocytes
Granulation tissue Fibroblasts and endothelial cells (capillaries)
Foreign body reaction Macrophages and foreign body giant cells
Fibrous encapsulation Fibroblasts

Injury, implantation

Inflammatory cell infiltration
Pmns, Monocytes, Lymphocytes

BiomaterialExudate/tissue

Acute inflammation
Pmns

Chronic inflammation

Monocytes

Lymphocytes

Fibroblast proliferation
and migration

Granulation tissue
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FIGURE 36.1 Inflammation, wound healing and foreign body responses at the implant site. The biomaterial pathway
occurs at the surface of the biomaterial, whereas the exudate/tissue pathway occurs in the space surrounding the
biomaterial. Both pathways can occur in a simultaneous manner and time frame.

of a platelet/fibrin thrombus/blood clot at the implant surface. As previously indicated, the predominant
cell type (Table 36.2) present in the inflammatory response varies with the age of injury. In general,
neutrophils (polymorphonuclear leukocytes) predominate during the first several days following injury
and then are replaced by monocytes as the predominant cell type. Three factors occur for this change in cell
type: neutrophils are short-lived and disintegrate and disappear after 24 to 48 h; neutrophil immigration
is of short duration; and chemotactic factors for neutrophil migration are activated early in the inflam-
matory response. Following immigration from the vasculature, monocytes differentiate into macrophages
and these cells are very long-lived (up to months). Monocyte immigration may continue for days to weeks
dependent on the injury and implanted device and chemotactic factors for monocytes are activated over
longer periods of time. The size, shape, and chemical and physical properties of the biomaterial or device
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may be responsible for variations in the intensity and duration of the inflammatory and wound-healing
processes. Thus, intensity and time duration of the inflammatory reaction may characterize the biocom-
patibility of the biomaterial or device. Chemical mediators, released from plasma, cells, and injured tissue
mediate these responses. These mediators include vasoactive amines, plasma proteases, arachidonic acid
metabolites, lysosomal proteases, oxygen-derived free radicals, platelet activating factors, cytokines, and
growth factors.

Acute inflammation is dependent on the extent of injury and may be of relatively short duration, lasting

and immigration of polymorphonuclear leukocytes across the endothelial lining of blood vessels and into
tissue and the injury (implant) site. Adhesion molecules and receptors present on leukocyte and endothelial
cells facilitate this process that is controlled, in part, by chemotaxis. A wide variety of exogenous and
endogenous substances have been identified as chemotactic agents. Following localization of leukocytes at
the injury (implant) site, phagocytosis and the release of enzymes occur following activation of neutrophils,
monocytes, and macrophages. The major role of the polymorphonuclear leukocytes in acute inflammation
is to phagocytose microorganisms and foreign materials. Phagocytosis is a three-step process in which
the injurious agent undergoes leukocyte attachment, engulfment, and killing or degradation. In regard to
biomaterials, phagocytosis and degradation may not occur, depending on the properties of the biomaterial.
Biomaterials are not generally phagocytosed by neutrophils or macrophages because of the disparity in size,
that is, the surface of the biomaterial is greater than the size of the cell. In general, particles, microcapsules,
microspheres, or liposomes less than 10µm in greatest dimension may undergo phagocytosis. The process
of recognition and attachment is expedited when the biomaterial has adsorbed plasma-derived proteins
such as immunoglobulin G (IgG) and the complement-activated fragment, C3b. Fibrinogen has also
been identified as an adhesion molecule to facilitate leukocyte adhesion to biomaterial surfaces. IgG and
C3b are the two major opsonins. These opsonins are naturally occurring serum factors that facilitate
inflammatory cell adhesion. This may be significant with tissue-engineered devices in which the synthetic
scaffold material or cell encapsulating synthetic membrane is in direct contact with tissue at the time of
implantation. Thus, depending on the characteristics of the tissue-engineered device, protein adsorption
and cellular adhesion in the inflammatory, wound healing and foreign body responses may be important
factors in biocompatibility of the tissue-engineered device as well as its function.

The disparity in size between the biomaterial surface and the adherent cell generally leads to frustrated
phagocytosis, which is the release of cellular enzymes, acid and reactive oxygen and nitrogen intermediates
by either direct extrusion or exocytosis from the cell [7]. These agents may play significant roles in the
biodegradation of biodegradable scaffold materials.

Following resolution of the acute inflammatory response, chronic inflammation with the presence of
monocytes and lymphocytes is predominant. Chronic inflammation is characterized by the presence of
monocytes, lymphocytes, and macrophages with the proliferation of blood vessels and connective tissue at
the implant site. With biocompatible materials, the chronic inflammatory phase is of short duration and
usually lasts several days and is seen within the first week to two weeks following implantation. Persistent
inflammatory stimuli and motion of the implant may lead to focal chronic inflammation with extended
time periods.

Whereas macrophages and lymphocytes play key roles in immune responses, their presence in the
early inflammatory response is generally not considered to be an immune reaction. As will be seen later
under Immune Responses, specific events in which the macrophages, lymphocytes, and plasma cells
participate can lead to immune responses. Macrophages process and present antigens (foreign materials)
to immunocompetent cells and thus are key mediators in the development of immune reactions.

In the inflammatory responses, the macrophage is probably the most important cell in chronic inflam-
mation due to the large number of biologically active products that it produces and releases. Important
classes of products produced and secreted by macrophages include neutral proteases, chemotactic factors,
arachidonic acid metabolites, reactive oxygen metabolites, complement components, coagulation factors,
growth-promoting factors, and cytokines. Chemotactic factors, cytokines and growth factors are import-
ant in the development of the next phase of the inflammatory and wound healing responses, which is

from minutes to days. As seen in Figure 36.1, its main characteristics are the formation of a fluid exudate
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the formation of granulation tissue. Granulation tissue is generally defined as the proliferation of new
small blood vessels and the immigration of fibroblasts into the injury site. Depending on the extent
of injury, granulation tissue may be seen as early as 3 to 5 days following implantation. As seen in

derived from monocytes, are fusing to form multinucleated foreign body giant cells on the surface of the
biomaterial [8,9].

The form and topography of the surface of the biomaterial determines the composition of the foreign
body reaction. With biocompatible materials, the composition of the foreign body reaction in the implant
site may be controlled by the surface properties of the biomaterial, the form of the implant, and the
relationship between the surface area of the biomaterial and the volume of the implant. Porous scaffold
materials have high surface-to-volume ratios and can be expected to display large numbers of macrophages
and foreign body giant cells. The foreign body reaction consisting mainly of macrophages and foreign
body giant cells may persist at the tissue/implant interface for the lifetime of the implant.

Macrophages and foreign body giant cells are capable of releasing acid, enzymes, and reactive oxygen
and nitrogen intermediates that can degrade and modify the surfaces to which they are adherent. The
foreign body response with macrophages and foreign body giant cells has been identified as the principal
cell types responsible for polyurethane biodegradation in clinical devices such as pacemaker leads. It can be
anticipated that macrophages and foreign body giant cells at the surfaces of tissue-engineered devices can
lead to destruction of the device and its components. For these reasons, mitigation and more preferably,
total inhibition, of the foreign body response with macrophages and foreign body giant cells is desirable
for tissue-engineered devices. Although the foreign body response may be inhibited through the use of
pharmacologic agents, that is, dexamethasone, these agents are broad in their action and may adversely
influence other types of cells and events in the normal wound healing response. Genetic engineering
approaches to modulate macrophage and foreign body giant cell behavior are scientifically interesting
but may provide tortuous and time-consuming regulatory constraints in their development for human
application. Approaches targeting macrophage adhesion and activation may be helpful in developing
viable tissue-engineered devices. Material surface chemistry may control monocyte adhesion that, of
course, would significantly affect subsequent macrophage formation. Also, material surface chemistry may
control adherent macrophage apoptosis, that is, programmed cell death, that renders potentially harmful
macrophages nonfunctional, while the surrounding environment of the implant remains unaffected [10].
The level of adherent macrophage apoptosis appears to be inversely related to the surface’s ability to
promote fusion of macrophages into foreign body giant cells. This appears to be a mechanism by which
adherent macrophages escape apoptosis.

The end-stage healing response to devices is generally fibrosis or fibrous encapsulation. This, of course,
is the replacement of normal or injured tissue by scar or fibrous tissue formation. The replacement of
normal or injured tissue by connective tissue that constitutes the fibrous capsule may be deleterious to
the function of the tissue-engineered device [11,12]. Well-formed fibrous capsules are both acellular and
avascular. The lack of vascularity within the fibrous capsule would certainly indicate that the fibrous
encapsulated tissue-engineered device would not be vascularized and cells in the tissue-engineered device
would eventually undergo ischemic cell death.

It is clear that the end-stage healing response with fibrous encapsulation of the tissue-engineered device
and the presence of the foreign body reaction with macrophages and foreign body giant cells at the
interface between the fibrous capsule and the tissue-engineered device would ultimately lead to failure of
the tissue-engineered device. To achieve viable and functional tissue-engineered devices, at least until the
target tissue or organ has been restored, control of the adverse aspects of the inflammatory and wound
healing responses must be achieved. This continues as a challenge for the development of tissue-engineered
devices for human application.

The inflammatory (innate) and immune (adaptive) responses have common components. It is possible
to have inflammatory responses only with no adaptive immune response. In this situation, both humoral
and cellular components that are shared by both types of responses may only participate in the inflammat-

Figure 36.1, at the same time that granulation tissue is being formed, biomaterial adherent macrophages,

ory response. Table 36.3 indicates the common components to the inflammatory (innate) and immune
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TABLE 36.3 Common Components in the Inflammatory
(Innate) and Immune (Adaptive) Responses

Humoral components
Complement cascade components
Immunoglobulins

Cellular components
Macrophages
NK (natural killer) cells
Dendritic cells
Cells with dual phagocytic and antigen presenting capabilities

TABLE 36.4 Cell Types and Function in the Adaptive Immune System

Cell type Function

Macrophages (APC) Process and present antigen to immunocompetent T cells
phagocytosis

Activated by cytokines, that is, IFN-γ , from other immune cells

T cells Interact with antigen presenting cells (APCs) and are activated through
two required cell membrane interactions

Facilitate target cell apoptosis
Participate in transplant rejection (Type IV hypersensitivity)

B cells Form plasma cells that secrete immunoglobulins (IgG, IgA, and IgE)
Participate in antigen–antibody complex mediated tissue

damage (Type III hypersensitivity)

Dendritic cells (APC) Process and present antigen to immunocompetent T cells
Utilize Fc receptors for IgG to trap antigen–antibody complexes

NK (natural killer) cells Innate ability to lyse tumor, virus infected, and other
(Non-T, Non-B lymphocytes) cells without previous sensitization

Mediates T and B cell function by secretion of IFN-γ

(adaptive) responses. Macrophages are known as professional antigen presenting cells responsible for the
initiation of the adaptive immune response.

36.3 Immune Responses

The acquired or adaptive immune system acts to protect the host from foreign agents or materials and
is usually initiated through specific recognition mechanisms and the ability of humoral and cellular
components to recognize the foreign agent or material as being “nonself” [11–15]. Generally, the adaptive
immune system may be considered as having two components: humoral or cellular. Humoral components
include antibodies, complement components, cytokines, chemokines, growth factors, and other soluble
mediators. These humoral components are synthesized by cells of the immune response and, in turn,
function to regulate the activity of these same cells and provide for communication between different
cells in the cellular component of the adaptive immune response. Cells of the immune system arise from
stem cells in the bone marrow (B lymphocytes) or the thymus (T lymphocytes) and differ from each
other in morphology, function and the expression of cell surface antigens (Table 36.4). They share the
common features of maintaining cell surface receptors that assist in the recognition and elimination of
foreign materials. Regarding tissue-engineered devices, the adaptive immune response may recognize
the biological components, modifications of the biological components, or degradation products of the
biological components, commonly known as antigens, and initiate immune response through humoral
or cellular mechanisms.
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TABLE 36.5 Effector T Lymphocytes in Adaptive Immunity

TH1 helper cells CD4+
Proinflammatory
Activation of macrophages
Produces IL-2, interferon-γ (IFN-γ ), IL-3, tumor necrosis factor-α, GM-CSF, macrophage

chemotactic factor (MCF), migration inhibitor factor (MIF) induce IgG2a

TH2 helper cells CD4+
Anti-inflammatory
Activation of B cells to make antibodies
Produces IL-4, IL-5, IL-6, IL-10, IL-3, GM-CSF, and IL-13
Induce IgG1

Cytotoxic T cells (CTL) CD8+
Induce apoptosis of target cells
Produce IFN-γ , TNF-β, and TNF-α
Release cytotoxic proteins

Components of the humoral immune system play important roles in the inflammatory responses to
foreign materials. Antibodies and complement components C3b and C3bi adhere to foreign materials,
act as opsonins and facilitate phagocytosis of the foreign materials by neutrophils and macrophages that
have cell surface receptors for C3b. Complement component C5a is a chemotactic agent for neutrophils,
monocytes, and other inflammatory cells and facilitates the immigration of these cells to the implant site.
The complement system is composed of classic and alternative pathways that eventuate in a common
pathway to produce the membrane attack complex (MAC), which is capable of lysing microbial agents.
The complement system, that is, complement cascade, is closely controlled by protein inhibitors in the
host cell membrane that may prevent damage to host cells. This inhibitory mechanism may not function
when nonhost cells are used in tissue-engineered devices.

The T (thymus-derived) lymphocytes are significant cells in the cell-mediated adaptive immune
response and their cell-adhesion molecules play a significant role in lymphocyte migration, activation
and effector function. The specific interaction of cell membrane adhesion molecules, sometimes also
called ligands or antigens, with antigen-presenting cells produce specific types of lymphocytes with spe-

the functions of these cells are more numerous than indicated in Table 36.4 but the major function of
these cells is provided to indicate similarities and differences in the interaction and responsiveness of these
cells. Effector T cells (Table 36.5) are produced when their antigen-specific receptors and either the CD4
or the CD8 co-receptors bind to peptide-MHC (major histocompatibility complex) complexes. A second,
co-stimulatory signal is also required and this is provided by the interaction of the CD28 receptor on
the T cell and the B7.1 and B7.2 glycoproteins of the immunoglobulin superfamily present on antigen-
presenting cells. B lymphocytes bind soluble antigens through their cell-surface immunoglobulin and thus
can function as professional antigen-presenting cells by internalizing the soluble antigens and presenting
peptide fragments of these antigens as MHC:peptide complexes. Once activated, T cells can synthesize
the T cell growth factor interleukin-2 and its receptor. Thus, activated T cells secrete and respond to
interleukin-2 to promote T cell growth in an autocrine fashion.

Cytokines are the messenger molecules of the immune system. Most cytokines have a wide spectrum
of effects, reacting with many different cell types, and some are produced by several different cell types.

be noted that while cytokines can be subdivided into functional groups, many cytokines such as IL-1,
TNF-α, and IFN-γ are pleotropic in their effects and regulate, mediate, and activate numerous responses
by numerous cells.

Cytokines produce their effects in three ways. The first type of effect is the autocrine effect in which
the cytokine acts on the same cell that produced it. An example is when IL-2 produced by activated
T cells promotes T-cell growth. The second way is when a cytokine affects other cells in its vicinity. This

cific functions. Table 36.4 indicates cell types and function in the adaptive immune response. Obviously,

Table 36.6 presents common categories of cytokines and lists some of their general properties. It should
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TABLE 36.6 Cytokines and Their Effects

Cytokine Effect

IL-1, TNF-α, INF-γ , IL-6 Mediate natural immunity
IL-1, TNF-α, IL-6 Initiate nonspecific inflammatory responses
IL-2, IL-4, IL-5, IL-12, IL-15, and TGF-β Regulate lymphocyte growth, activation, and differentiation
IL-2 and IL-4 Promote lymphocyte growth and differentiation
IL-10 and TGF-β Down-regulate immune responses
IL-1, INF-γ , TNF-α, and MIF Activate inflammatory cells
IL-8 Produced by activated macrophages and endothelial cells

Chemoattractant for neutrophils
MCP-1, MIP-α, and RANTES Chemoattractant for monocytes and lymphocytes
GM-CSF and G-CSF Stimulate hematopoiesis
IL-4 and IL-13 Promote macrophage fusion and foreign body giant cell formation

TABLE 36.7 Mechanisms of Immune Mediated Responses

Type Immune mechanism

TYPE I Anaphylactic IgE antibodies, produced by B cells, affect the immediate release of
basophilic amines and other mediators from basophils and mast cells
followed by the recruitment of other inflammatory cells

TYPE II Cytotoxic Formation and binding of IgG and IgM to antigens on target cell surfaces that facilitate
phagocytosis of the target cell or lysis of the target cell by activated complement components

TYPE III Immune complex Circulating antigen–antibody complexes activate complement
whose components are chemotactic for neutrophils that release enzymes
and other toxic mediators leading to cellular and tissue injury

TYPE IV Cell-mediated Sensitized T lymphocytes release cytokines and other mediators that lead to
(delayed) cellular and tissue injury

is the paracrine effect and an example is when IL-7 produced by bone marrow stromal cells promotes
the differentiation of B-cell progenitors in the bone marrow. The third way is when the cytokine affects
many cells systemically. This is the endocrine effect and an example is when circulating IL-1 and TNF-α
produce the acute-phase response during inflammation.

This brief and very limited overview of the humoral and cellular mediated immune responses due to
space limitations, now provides a basis for understanding mechanisms of immunologic tissue injury, which
is also called hypersensitivity reactions. Hypersensitivity reactions can be initiated either by the interaction
of antigen with humoral antibody or by cell-mediated immune mechanisms. Table 36.7 lists the four types
of hypersensitivity reactions together with a very brief description of their immune mechanism. Type I
hypersensitivity (anaphylactic) is generally defined as a rapidly developing immunologic reaction occur-
ring within minutes after the combination of an antigen with antibody bound to mast cells or basophils
in individuals previously sensitized to the antigen. Type II hypersensitivity (cytotoxic) is mediated by
antibodies directed toward antigens present on the surface of cells or other tissue components. Three dif-
ferent antibody-dependent mechanisms may be involved in this type of reaction: complement-dependent
reactions, antibody-dependent cell-mediated cytotoxicity, or antibody-mediated cellular dysfunction.
Type III hypersensitivity (immune complex mediated) reaction is induced by antigen-antibody com-
plexes that produce tissue damage as a result of their capacity to activate the complement system. Type IV
hypersensitivity (cell-mediated) reactions are initiated by specifically sensitized T lymphocytes. This reac-
tion includes the classic delayed-type hypersensitivity reaction initiated by CD4+ T cells and direct cell
cytotoxicity mediated by CD8+ T cells. Immunologic reactions that occur with organ transplant rejection
also offer insight into potential immune responses to tissue-engineered devices. Mechanisms involved
in organ transplant rejection include T cell-mediated reactions by direct and indirect pathways and
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antibody-mediated reactions. Immune responses may be avoided or diminished by using autologous or
isogeneic cells in cell/polymer scaffold constructs. The use of allogeneic or xenogenic cells incorporated
into the device require prevention of immune rejection by immune suppression of the host, induction
of tolerance in the host, or immunomodulation of the tissue-engineered construct. The development of
tissue-engineered constructs by immunoisolation using polymer membranes and the use of nonhost cells
have been compromised by immune responses. In this concept, a polymer membrane is used to encapsu-
late nonhost cells or tissues thus separating them from the host immune system. However, antigens shed
by encapsulated cells were released from the device and initiated immune responses [12,16,17].

Although exceptionally minimal and superficial in its presentation, the previously discussed humoral
and cell-mediated immune responses demonstrate the possibility that any known tissue-engineered con-
struct may undergo immunologic tissue injury. To date, our understanding of immune mechanisms and
their interactions with tissue-engineered constructs is markedly limited. One of the obvious problems is
that preliminary studies are generally carried out with nonhuman tissues and immune reactions result
when tissue-engineered constructs from one species are used in testing the device in another species.
Ideally, tissue-engineered constructs would be prepared from cells and tissues of a given species and
subsequently tested in that species. Whereas this approach does not guarantee that immune responses will
not be present, the probability of immune responses in this type of situation is markedly decreased.

The following examples provide perspective to these issues. They further demonstrate the detailed
and in-depth approach that must be taken to appropriately and adequately evaluate tissue-engineered
constructs or devices and their potential adverse responses.

Babensee et al. [18,19] have tested the hypothesis that the biomaterial component of a medical device,
by promoting an inflammatory response can recruit antigen-presenting cells (APCs, e.g., macrophages
and dendritic cells) and induce their activation, thus acting as an adjuvant in the immune response to
foreign antigens originating from the histological component of the device. Utilizing polystyrene and
polylactic-glycolic acid microparticles and polylatic-glycolic scaffolds together with their model antigen,
ovalbumin, in a mouse model for 18 weeks, Babensee et al. demonstrated that a persistent humoral
immune response that was Th2 helper T cell dependent, as determined by the IgG1, was present. These
findings indicated that activation of CD4+T cells and the proliferation and isotype switching of B-cells had
occurred. A Th1 immune response, characterized by the presence of IgG2a was not identified. Moreover,
the humoral immune responses for all three types of microparticles were similar indicating that the
production of antigen-specific antibodies was not material chemistry-dependent in this model. Babensee
suggests that the presence of the biomaterial functions as an adjuvant for initiation and promotion of the
immune response and augments the phagocytosis of the antigen with expression of MHC class II and
co-stimulatory molecules on APCs with the presentation of antigen to CD4+ T cells.

Cleland et al. [20] have shown the significance of the use of appropriate animal models in character-
izing protein/biodegradable polymer constructs. Utilizing biodegradable PLGA microspheres containing
recombinant human growth hormone (rhGH), they used Rhesus monkeys, transgenic mice expressing
hGH and normal control (Balb/C) mice in their in vivo studies. The Rhesus monkeys were used for serum
assays in determining growth hormone release as well as tissue responses to the injected microcapsule
formulations. Placebo injection sites were also used and a comparison of the injection sites from rhGH
PLGA microspheres and placebo PLGA microspheres demonstrated a normal inflammatory and wound
healing response with a normal focal foreign body reaction. To further examine the tissue response and
potential for immune reactions, transgenic mice were used to assess the immunogenicity of the rhGH
PLGA formulation. Transgenic mice expressing a heterologous protein have been previously used for
assessing the immunogenicity of sequence or structural mutant proteins [21]. With the transgenic anim-
als, no detectable antibody response to the rhGH was found. In contrast, the Balb/C control mice had a
rapid onset of high titer antibody response to the rhGH PLGA formulation.

Immunotoxicity is any adverse effect on the function or structure of the immune system or other
systems as a result of an immune system dysfunction. Adverse or immunotoxic effects occur when
humoral or cellular immunity needed by the host to defend itself against infections or neoplastic
diseases (immunosuppression) or unnecessary tissue damage (chronic inflammation, hypersensitivity



© 2006 by Taylor & Francis Group, LLC

36-10 Tissue Engineering and Artificial Organs

or autoimmunity) is compromised. In vivo responses indicating immunotoxicity include histopathological
changes, humoral responses, host resistance, clinical symptoms, and cellular responses (T cells, natural
killer cells, macrophages, and granulocytes). The inflammatory response considered to be immunotoxic is
persistent chronic inflammation. It is this persistent chronic inflammation that is of concern as immune
granuloma formation and other serious immunological reactions such as autoimmune disease may occur.
In biological response evaluation, it is important to discriminate between the short-lived chronic inflam-
mation that is a component of the normal inflammatory and healing responses vs. long-term, persistent
chronic inflammation that may indicate an adverse immunological response.

Immunosuppression may occur when antibody and T cell responses (adaptive immune response)
are inhibited. A potentially significant consequence of this type of response is more frequent in seri-
ous infections resulting from reduced host defense. Immunostimulation may occur when unintended
or inappropriate antigen-specific or nonspecific activation of the immune system is present. From a
tissue-engineering perspective, antibody and cellular immune responses to a foreign protein may lead to
unintended immunogenicity. Enhancement of the immune response to an antigen by a biomaterial with
which it is mixed ex vivo or in situ may lead to adjuvancy that is a form of immunostimulation. This effect
must be considered when biodegradable controlled release systems are designed and developed for use as
vaccines. Autoimmunity is the immune response to the body’s own constituents that are considered in
this response to be autoantigens. An autoimmune response, indicated by the presence of autoantibodies
or T lymphocytes that are reactive with host tissue or cellular antigens may, but not necessarily, result in
autoimmune disease with chronic, debilitating and sometimes life-threatening tissue and organ injury.

Direct measures of immune system activity by functional assays are the most important types of tests for
immunotoxicity [22–25]. Functional assays are generally more important than tests for soluble mediators,
which are more important than phenotyping. Functional assays include skin testing, immunoassays
(e.g., ELISA), lymphocyte proliferation, plaque-forming cells, local lymph node assay, mixed lymphocyte
reaction, tumor cytotoxicity, antigen presentation, and phagocytosis. As with any type of test for biological
response evaluation, immunotoxicity tests should be valid and have been shown to provide accurate,
reproducible results that are indicative of the effect being studied and are useful in a statistical analysis.
This implies that appropriate control groups are also included in the study design.
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37.1 Introduction

The incorporation of polymeric scaffolds in tissue regeneration occurred in the early 1980s, and it con-
tinues to play a vital role in tissue engineering [1–3]. The function of a degradable scaffold is to act as
a temporary support matrix for transplanted or host cells so as to restore, maintain, or improve tissue.
Scaffolds may be created from various types of materials, including polymers. There are two main classes
of polymers, based upon their source: natural or synthetic. Polymeric scaffolds may be used to support a
variety of cells for numerous tissues within the body. The design of a polymeric scaffold plays a signific-
ant role in proper cell growth. Therefore, several important properties must be considered: fabrication,
structure, biocompatibility, biodegradability, and mechanical strength. This review will discuss natural
and synthetic polymers, as well as the properties that scaffolds exhibit.

37.2 Natural Polymers for Scaffold Fabrication

There are two major classes of natural polymers used as scaffolds: polypeptides and polysaccharides

The main advantage for using natural polymers is that they contain bio-functional molecules that aid
the attachment, proliferation, and differentiation of cells. However, disadvantages of natural polymers
do exist. Depending upon the application, the previously mentioned enzymatic degradation may inhibit

37-1

(Table 37.1, Figure 37.1). Natural polymers are typically biocompatible and enzymatically biodegradable.



© 2006 by Taylor & Francis Group, LLC

37-2 Tissue Engineering and Artificial Organs

TABLE 37.1 Properties of Degradable Natural Homopolymers that have been Utilized in the Fabrication of Tissue
Engineering Scaffolds

Natural Curing Primary degradation Primary degradation
polymer method method products References

A Agarose Entanglement Enzymatic agarases Oligosaccharides [4,8]
B Alginate Cross-linking Alginate lyases Mannuronic acid and guluronic

acid
[4,10–13]

C Hyaluronic acid Entanglement Enzymatic
hyaluronidase

β(1–4) linked glucuronic acid
and glucosamine

[4,8,21,22]

D Chitosan Cross-linking Enzymatic chitosanase Glucosamines [4,8,22,25,26]
E Collagen Cross-linking Enzymatic collagenase

or lysozyme
Various peptides depending on

sequence
[8,31–33]

F Gelatin Entanglement Enzymatic
collagenases

Various peptides depending on
sequence

[4,8,13,22]

G Silk Entanglement Proteolytic proteases Various peptides depending on
sequence

[43]

function. Further, the rate of this degradation may not be easily controlled. Since the enzymatic activity
varies between hosts, so will the degradation rate. Therefore it may be difficult to determine the lifespan of
natural polymers in vivo. Additionally, natural polymers are often weak in terms of mechanical strength
but cross-linking these polymers have shown to enhance their structural stability.

37.2.1 Polysaccharides

37.2.1.1 Agarose

ture contains an alternating copolymer linkage of 1,4-linked 3,6 anhydro-α-l-galactose and 1,3-linked
β-d-galactose [4]. Agarose is water-soluble due to the presence of hydroxyl groups. Two agarose chains
interact with each other through hydrogen bonding to form a double helix. At low temperatures the agarose
chains form a thermally reversible gel. Thus, at high temperatures agarose gels may be made water-
soluble. Many of the properties of agarose gels, particularly strength and permeability, can be adjusted
by altering the concentration of agarose [4]. For example, low concentrations of agarose lead to a highly
porous entangled structure with limited mechanical strength. Agarose in its native state is enzymatically
degradable by agarases.

For tissue culture systems, agarose hydrogels are widely investigated because they permit growth of cells
and tissues in a three-dimensional suspension [5]. Agarose gels have been found to maintain chondrocytes,
the predominant cell type in cartilage, in culture for 2 to 6 weeks [6]. Furthermore, agarose hydrogels
embedded with chondrocytes allow the expression of type II collagen and proteoglycans [5,7]. These results
show promise for using agarose gels in cartilage repair. Additionally, agarose gels have been investigated
as a matrix for nerve regeneration [8,9]. Dorsal root ganglia (DRG), a neural cell, has been encapsulated
in agarose hydrogels. The influence of increasing porosity and incorporating charged biopolymers (e.g.,
chitosan) produced an increase in neurite extension of DRG isolated from chicks [9].

37.2.1.2 Alginate

Alginate is a naturally derived water-soluble polysaccharide obtained from algae (Table 37.1, Figure 37.1)
[4]. It is a polyanion composed of two repeating monomer units: β-d-mannuronate and α-l-guluronate
[10,11]. Alginate is readily degraded at the β(1–4) linkage site, located in between the monomer units,
by alginate lyases [10]. The physical and mechanical properties of alginate are dependent on the length
and proportion of the guluronate block within the chain. Due to alginate’s polyelectrolytic nature, it
readily forms into an ionotropic cross-linked hydrogel when exposed to divalent ions, the most common
being calcium ions [12,13]. Furthermore, alginate gels may be solubilized when these cations are removed

Agarose is a polysaccharide polymer extracted from algae (Table 37.1, Figure 37.1). Its molecular struc-
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or sequestered. This ease in gel reversibility allows alginate to be especially useful for studies requiring
the retrieval of encapsulated cells. Alginate does not contain cellular recognition proteins, limiting cell
attachment to the natural polymer. By cross-linking alginate with poly(ethylene glycol)-diamine the
mechanical properties of alginate can be controlled and even improved [4].

A variety of different cells have been found to maintain their morphology in alginate scaffolds
[10,14–17]. The adhesion of fibroblasts in alginate sponges was found not to be affected by the porosity
of the scaffold [14]. Chondrocytes embedded in alginate proliferated and expressed type II collagen [18].
Hepatocytes, the functional cell in liver, were also found to grow in alginate scaffolds. When hepatocytes
were seeded in three-dimensional porous alginate, albumin was secreted, indicating proper cell function
[19]. Other types of cells studied in alginate include cardiomyocytes, rat marrow cells, and Schwann
cells [10,17,20].

37.2.1.3 Hyaluronic Acid

Hyaluronic acid (hyaluronan, HA) is a naturally occurring polysaccharide with a β(1–3) linkage of two

abundant glycosaminoglycan within the extracellular matrix of tissues that promotes early inflammation
critical for wound healing [21]. Furthermore, hyaluronic acid is nonimmunogenic and nonadhesive,
making it an attractive option for biomedical applications. In dilute concentrations hyaluronic acid has a

sugar units: d-glucuronate and N-acetyl-d-glucosamine (Table 37.1, Figure 37.1). Hyaluronic acid is an
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random coil structure that becomes entangled as its concentration increases [22]. Some disadvantages of
hyaluronic acid are that it is highly water-soluble and it degrades rapidly by enzymes, such as hyaluronidase.
However, when fabricated into a hydrogel, hyaluronic acid is often more stable [4,8,21].

Currently, an ester derivative of hyaluronic acid has been used as a tissue engineering scaffold [8,23,24].
Adipose precursor cells proliferated and differentiated in HA sponges [23,24]. Additionally, HA has been
used for osteochondral repair by incorporating mesenchymal progenitor cells, which differentiate into
osteoblasts and chondrocytes [8]. Furthermore, the interaction of chondrocytes embedded in HA has
resulted in the expression of collagen type II, forming a tissue similar to native cartilage [23].

37.2.1.4 Chitosan

Chitosan is a partially deacetylated derivative of chitin, found in the exoskeleton of crustaceans and insects

randomly dispersed N-acteyl-d-glycosamine groups [4,22,25,26]. Less than 40% of chitosan is composed
of the N-acteyl-d-glycosamino group, which makes its molecular structure similar to glycosaminoglycans
[4,8]. Chitosan is easily degraded by enzymes such as chitosanase and lysozyme. Chitosan is catonic
with semi-crystalline properties of a high charge density. These attributes allow chitosan to be insoluble
above pH 7 and fully soluble below pH 5. At high pH solutions, chitosan can be gelled into strong fibers
[26]. Furthermore, hydrogels can also be formed by either ionic bonding or covalent cross-linking, using
cross-linking agents such as glutaraldehyde [4].

Chitosan is a well-defined matrix and as a porous scaffold, hepatocytes were found to maintain a
rounded morphology when cultured within chitosan scaffolds [27]. Results showed an increase in albumin
secretion as well as urea synthesis, vital metabolic activities of liver cells [27]. Additionally, cross-linking
chitosan gels with glutaraldehyde showed increased urea formation by hepatocytes [28]. Furthermore,
chitosan has shown promise as an orthopaedic scaffold. When a sponge form of chitosan was seeded
with rat osteoblasts, alkaline phosphatase production was detected, as well as bone spicules, indicating
initial bone formation [29]. Also, chitosan scaffolds were found to support chondrocyte attachment and
expression of extracellular matrix proteins [30].

37.2.2 Polypeptides

37.2.2.1 Collagen

Collagen is a major component of structural mammalian tissues (Table 37.1, Figure 37.1). Currently, 19
different types of collagen have been found, with the most abundant being type I collagen [31]. Collagen
is composed of three polypeptide chains that intertwine with one another to form a triple helix. The
polypeptide chains have a repeating sequence of glycine-X–Y, where X and Y are most often found to
be proline and hydroxyproline. The chains are held together through hydrogen bonding of the peptide
bond in glycine and an adjacent peptide carbonyl group [32]. The presence of adhesion domains allows
collagen to display an attractive surface for cell attachment [31]. Some drawbacks in collagen are its high
variability due to the numerous forms. Collagen is enzymatically biodegradable, and has a tendency to
degrade quickly, limiting its mechanical properties. Cross-linking collagen with glutaraldehyde decreases
its degradation rate [33].

Collagen naturally promotes healing wounds by promoting blood coagulation [31]. These attributes
allow collagen to be used as a scaffold for cells within the epithelium, such as fibroblasts and keratinocytes
[34–36]. Type II collagen is suitable for attaching chondrocytes and aiding in their proliferation and
differentiation [37]. Additionally, rat hepatocytes attached onto collagen–chitosan scaffolds secreted albu-
min, which confirms cell function [38]. Furthermore, corneal keratocytes cultured on collagen sponges
synthesized proteoglycans, indicating corneal extracellular matrix formation [39].

37.2.2.2 Gelatin

Gelatin is a collagen derivative acquired by denaturing the triple-helix structure of collagen into
single-strand molecules (Table 37.1, Figure 37.1). It is water-soluble, and entangles easily to form into a

(Table 37.1, Figure 37.1). It is a linear polysaccharide composed of β(1–4) linked d-glucosamine with
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gel through changes in temperature [4,13]. Gelatin is broken down enzymatically by various collagenases.
The primary form of a gelatin scaffold is a hydrogel. Stabilization of gelatin hydrogels occurs through
chemical cross-linking with agents such as glutaraldehyde [22].

Gelatin has been used to support cells for orthopaedic applications. Rat marrow stromal osteoblasts
encapsulated in gelatin microparticles retained their phenotype [40]. Also, porous gelatin scaffolds sup-
ported human adipose derived stem cell attachment and differentiation into a variety of cell lineages.
These constructs expressed a chondrogenic phenotype, indicated by the expression of hydroxyproline and
glycosaminoglycans, both of which are present in the extracellular matrix of cartilage [41]. Furthermore,
nonorthopaedic cell types, such as respiratory epithelial cells and cardiocyocytes, have been shown to
attach and form rounded morphologies in gelatin scaffolds [17,42].

37.2.2.3 Silk

of silks: spiders and silkworms. The primary structure of silks is a repetitive sequence of proteins that
are glycine-rich. The secondary structure of silks is a β-sheet, which allows silks to exhibit enormous
mechanical strength and is the primary reason for its strong interest as a scaffold. Most types of silks
undergo slow proteolytic degradation by proteases, such as chymotrypsin [43]. A drawback for using
silks is the potential formation of a granuloma as well as an allergic response. There has been a positive
attachment and growth response of fibroblasts on fibroin silks. And recently, osteoblasts seeded on silks
have displayed bone growth characteristics [44,45].

37.3 Synthetic Polymers for Scaffold Fabrication

Polymers that are chemically synthesized offer several notable advantages over natural-origin polymers.
A major advantage of synthetic polymers is that they can be tailored to suit specific functions and thus
exhibit controllable properties. Furthermore, since many synthetic polymers undergo hydrolytic degrad-
ation, a scaffold’s degradation rate should not vary significantly between hosts. The most common
synthetic polymers are polyesters. Other types include polyanhydrides, polycarbonates, and polyphos-

degrade into unfavorable products, often acids. At high concentrations of these degradation products,
local acidity may increase, resulting in adverse responses such as inflammation or fibrous encapsulation
[8,46,47].

37.3.1 Polyesters

37.3.1.1 Poly(glycolic) Acid

Poly(glycolic) acid (PGA) is a linear aliphatic polyester in the family of poly(α-hydroxy esters) (Table 37.2,
Figure 37.2). It is formed by ring-opening polymerization of cyclic diesters of glycolide [46]. Due to
the crystallinity of glycolide, PGA is a highly crystalline polymer that has a high melting point (185 to
225◦C) and low solubility in organic solvents [47,48]. Further, PGA is hydrophilic and undergoes bulk
degradation, often leading to a sudden loss in mechanical strength. PGA degrades hydrolytically into
glycolic acid, which is metabolized in the body. An unfortunate attribute of glycolic acid is that at high
concentrations it lowers the pH of the surrounding tissue, causing inflammation and possible tissue
damage [46].

Poly(glycolic) acid polymers have been investigated as a scaffold to support various types of cell growth.
Bovine chondrocytes seeded on PGA scaffolds in vitro expressed sulfated glycosaminoglycans 25% more
than native cartilage [49]. In vivo results using a mouse model were comparable to these in vitro results.
Other studies seeded myofibroblasts and endothelial cells on a PGA fiber matrix. These cells persisted
and expressed elastic filaments and collagen, demonstrating the potential use of PGA scaffolds for heart
valve engineering [50]. Hepatocytes have also attached to PGA and initiated albumin synthesis [51]. Some

Silks are fibers that have a protein polymer basis (Table 37.1, Figure 37.1) [43]. There are two main sources

phazenes (Table 37.2, Figure 37.2). A significant disadvantage for using synthetic polymers is that some
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TABLE 37.2 Properties of Degradable Synthetic Homopolymers that have been Utilized in the Fabrication of
Tissue Engineering Scaffolds

Synthetic Curing Primary degradation Primary degradation
polymer method method products References

A Poly(glycolic acid) Entanglement Ester hydrolysis Glycolic acid [8,46–48]
B Poly(l-lactic acid) Entanglement Ester hydrolysis Lactic acid [8,46–48,53]
C Poly(d,l-lactic

acid-co-glycolic acid)
Entanglement Ester hydrolysis Lactic acid and

glycolic acid
[8,48,57]

D Poly(caprolactone) Entanglement Ester hydrolysis Caproic acid [8,22,48,62–64]
E Poly(propylene fumarate) Cross-linking Ester hydrolysis Fumaric acid and

propylene glycol
[8,67–70]

F Polyorthoester Entanglement Ester hydrolysis Various acids
depending upon R
group

[8,22,57,71,72]

G Polyanhydride Entanglement Anhydride hydrolysis Various acids
depending upon R
group

[8,75,76]

H Polyphosphazene Entanglement Hydrolysis Phosphate and
ammonia

[8,79]

I Polycarbonate (tyrosine
derived)

Entanglement Ester and carbonate
hydrolysis

Alkyl alcohol and
desaminoyrosyl-
tyrosine

[53,83,84]

J Poly(ethylene glycol)/
Polyethylene oxide

Entanglement Nondegradable Not applicable [4,8,32,86–91]

K Polyurethane Cross-linking Ester, urethane, or
urea hydrolysis

Diisocyanate and diols [47,94–96]

investigations have coated PGA with other poly(α-hydroxy esters). Results with these scaffolds have shown
that smooth muscle and endothelial cell growth may be supported [52].

37.3.1.2 Poly(L-lactic) Acid

Poly(l-lactic) acid (PLLA) is one of two isomeric forms of poly(lactic acid): d(−) and d,l(−) (Table 37.2,

opening polymerization of l-lactide [53]. PLLA is structurally similar to PGA, with the addition of a
pendant methyl group. This group increases the hydrophobicity and lowers the melting temperature to
170 to 180◦C for PLLA [48]. Additionally, the methyl group hinders the ester bond cleavage of PLLA,
and thus decreasing the degradation rate [46]. PLLA typically undergoes bulk, hydrolytic ester-linkage
degradation, decomposing into lactic acid. The body is thought to excrete lactic acid in the form of water
and carbon dioxide via the respiratory system [47,53]. The hydrophobic nature of PLLA allows for protein
absorption and cell adhesion making them suitable as scaffolds.

In recent investigations, results have shown that the hydrophobic surface of PLLA has resulted in
decreased adhesion of cells compared to other types of polymers, such as PGA [54]. However, PLLA
has been found to support various cell types. Nerve stem cells seeded in PLLA fibers differentiated and
expressed positive cues for neurite growth for potential regeneration of neurons [55]. Furthermore, human
bladder smooth muscle cells seeded onto PLLA scaffolds also exhibited normal metabolic function and
cell growth [16]. There has been similar work done with chondrocytes. The tissue engineered cartilage
showed collagen, glycosaminoglycan, and elastin expression, vital for extracellular matrix formation [56].

37.3.1.3 Poly(D,L-lactic acid-co-glycolic acid)

Poly(glycolic acid) and poly(lactic acid) can be copolymerized to form poly(d,l-lactic acid-co-glycolic

rate and mechanical strength of PLGA compared to PLLA. PLGA typically undergoes bulk degradation
by ester hydrolysis. The degradation rate of PLGA can be controlled by adjusting the ratio of PLLA/PGA.

Figure 37.2). Similar to PGA, PLLA is classified as a linear poly(α-hydroxy acid) that is formed by ring-

acid) (PLGA) (Table 37.2, Figure 37.2). This copolymer is amorphous, which decreases the degradation
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FIGURE 37.2 Repeating structural unit of degradable synthetic homopolymers under investigation as scaffold
materials for tissue engineering applications.

However, it is important to note that the copolymer composition is not linearly related to the mechanical
and degradation properties of PLGA. For example, a 50 : 50% ratio of PGA and PLLA typically degrades
faster than either homopolymer [48,57].

PLGA has been extensively researched as a tissue engineering scaffold and shown to support the growth
of a variety of cell types. For instance, PLGA can facilitate human foreskin fibroblasts to regenerate
an extracellular matrix [8]. Similar studies has been conducted with chondrocytes and osteoblastic cells
[54,58]. Osteoblastic cells seeded on PLGA scaffolds expressed collagen, fibronectin, laminin, and a variety
of other extracellular matrix proteins, indicating proper cell function. Furthermore, PLGA promoted
smooth muscle cell growth as well as the production of collagen and elastin [59]. Similar works showed
enhancement of axon regeneration by murine neural cells seeded on PLGA scaffolds [60]. Additionally, an
epithelial layer has been formed on PGLA by seeded enteroctyes derived from intestinal epithelial cells [61].

37.3.1.4 Poly(ε-caprolactone)

Poly(ε-caprolactone) (PCL) is a aliphatic polyester with semi-crystalline properties
Figure 37.2). PCL has repeating unit of one ester group and five methylene groups. It is highly water-soluble
with a melting temperature of 58 to 63◦C [22,48]. PCL is formed through ring-opening polymerization,

(Table 37.2,
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forming a degradable ester linkage. The degradation of PCL occurs by bulk or surface hydrolysis of these
ester linkages, resulting in a byproduct of caproic acid. PCL degrades at a slow rate with results showing
that it can persist in vivo for up to 2 years [48]. To increase the degradation rate, PCL has been copoly-
merized with collagen, poly(glycolic acid), and poly(lactic acid), polyethylene oxide [62–64]. The ease
with which PCL can be copolymerized with a variety of polymers has made it an attractive component of
polymeric scaffolds.

PCL has been investigated as a stabilizing polymer on PGA scaffolds to aid in the formation of spherical
aggregates by human biliary epithelial cells (hBEC). These hBECs proliferated on the synthetic scaffold and
expressed phenotypic proteins, indicating cell stability [63]. Further studies of PCL as a homopolymer
has been demonstrated to support human osteoblast and dermal fibroblast cell viability [65,66]. The
results with osteoblasts on porous PCL has shown a production of alkaline phosphatase, a marker of
bone mineralization [65]. Also, dermal fibroblasts on mechanically stretched PCL films proliferated and
maintained their rounded morphology [66].

37.3.1.5 Poly(propylene fumarate)

Poly(propylene fumarate) (PPF) is a linear polyester with a repeating unit containing two ester groups and

in PPF, forms fumaric acid and propylene glycol as the two primary degradation products. Covalent cross-
linking of PPF through its double bond allows cured PPF to possess significant compressive and tensile
strength. Furthermore, this cross-linking aids in the formation of a synthetic scaffold in situ [67,68].
Cross-linked PPF is a potential orthopaedic, especially bone, engineering material due to the strength
that it exhibits [67]. Additional research has also been conducted with PPF copolymerized with PEG
(PPF-co-PEG). This hydrophilic copolymer has been shown to support endothelial cell attachment and
proliferation [69,70].

37.3.1.6 Polyorthoester

A family of surface eroding polyorthoesters (POE) has been synthesized and studied for tissue engineering
applications (Table 37.2, Figure 37.2). One particular form of POE has been considered as a scaffold. This
type of POE is created by reacting ketene acetals with diols [71]. The hydrophobic nature of POE’s surface
allows this polymer to undergo primarily surface degradation [8,72]. By incorporating short acid groups,
such as glycolic or lactic acid, the degradation rate of the copolymer can be controlled [72]. Furthermore,
the hydrolysis of the orthoester linkages in POE is mostly sensitive to acids and is stable in bases [22,57].

The surface eroding characteristics of POE has led to the research of this polymer for bone reconstruc-
tion [8,73]. Surface degradation allows a scaffold to sustain mechanical support for the surrounding tissue
since the bulk of the material remains structurally intact. In other studies, hepatocytes were grafted onto
polyorthoesters and adhered to the surface of the synthetic scaffold [74].

37.3.2 Other Synthetic Polymers

37.3.2.1 Polyanhydride

Polyanhydrides are a class of hydrophobic polymers containing anhydride bonds, which are highly water-
reactive (Table 37.2, Figure 37.2) [75]. Polyanhydrides are also crystalline polymers, with a melting
temperature of approximately 100◦C [76]. Aliphatic polyanhydrides are synthesized by a dehydration
reaction between diacids. The instability of the anhydride bond allows polyanhydrides to degrade within
a period of weeks. The degradation rate is predictable for polyanhydrides and can be altered through
changes in the hydrophobicity of the diacid building blocks [76]. Polyanhydrides are generally thought to
degrade following a surface degradation mechanism.

Similar to polyorthoesters, polyanhydrides have been investigated primarily for orthopaedic applic-
ations. However, the modest Young’s Modulus for entangled polyanhydride networks has limited their
application in weight-bearing environments [47]. This limitation resulted in further studies involving the
formation of cross-linked polyanhydrides networks with incorporated imides [53,77]. Scaffolds formed

one unsaturated carbon–carbon double bond (Table 37.2, Figure 37.2). The hydrolysis of the ester bonds
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from these networks possess significant mechanical properties, such as compressive strength (30–60 MPa),
which are in the intermediate range of cortical and trabecular human bone (5–150 MPa) [47,76–78].

37.3.2.2 Polyphosphazene

Polyphosphazenes are a class of polymers formed from an inorganic backbone containing nitrogen and

hydrolytic surface degradation into phosphate and ammonium salt byproducts. There are a variety of
polyphosphazenes that may be synthesized, due to the numerous types of hydrolytically labile substituents
that can be can be added to the phosphorous atoms [79]. These viable substituents allow the properties
of polyphosphazenes to be extremely controllable. Nevertheless, most polyphosphazenes display a slow
degradation rate in vivo [79].

A number of different polyphosphazenes have been synthesized for use as tissue engineering
scaffolds. Due to its high strength and surface degradation properties, it has been particularly invest-
igated as an orthopaedic biomaterial [80]. Osteoblast cells that support skeletal tissue formation has
been seeded and proliferated on a three-dimensional polyphosphazene scaffold [81]. Additionally,
poly(organo)phosphazenes has been studied as scaffolds for synthetic nerve grafts in peripheral nerve
regeneration [82].

37.3.2.3 Polycarbonate

Tyrosine-derived polycarbonate (P(DTR carbonate)) is an amorphous polycarbonate widely studied for
biomedical applications (Table 37.2, Figure 37.2). The linear chain of P(DTR carbonate) contains a
pendant R group, allowing it to be easily modified [83]. Further, P(DTR carbonate) has three bonds
susceptible to hydrolytic degradation: amide, carbonate, and ester [53,83]. The carbonate and ester bonds
readily degrade, with the former typically having a faster degradation rate. Nevertheless, the overall
degradation time for P(DTR carbonate) can be months to years [84]. The ester bond degrades into
carboxylic acid and alcohol, while the carbonate bond releases two alcohols and carbon dioxide [83]. The
amide has been found to be relatively stable in vitro [83]. Overall, P(DTR carbonate) undergoes bulk
degradation and its mechanical properties are determined by the pendant group [53,83].

The slow degradation rate of polycarbonates has led to its investigation in orthopaedic tissue engineering
applications. Additionally, P(DTR carbonate) elicits a response for bone ingrowth at the bone-polymer
implant interface, supporting the use of P(DTR carbonate) as a bone scaffold [84]. Recent studies have
shown that osteoblast cells do attach to the surface of P(DTR carbonate). Results indicate that these
osteoblasts maintained their phenotype and rounded cell morphology [85].

37.3.2.4 Poly(ethylene glycol)/Poly(ethylene oxide)

Poly(ethylene glycol) (PEG) is generally a linear-chained polymer consisting of an ethylene oxide repeating
unit (–O–CH2–CH2)n (Table 37.2, Figure 37.2). Poly(ethylene oxide) (PEO) has the same backbone as
PEG, but an longer chain length and thus a higher molecular weight [86,87]. PEG is hydrophilic and
synthesized by a anionic/cationic polymerization [4,8]. The ability of PEG to act as a swelling polymer has
primarily led to its function as a hydrogel, and in some instances as an injectable hydrogel. Unfortunately,
the linear chain form of PEG leads to rapid diffusion and low mechanical stability [8]. PEG networks
may be created by attaching functional groups to the ends of the PEG chain and then initiating covalent
cross-linking [8,32,87–90]. PEG is naturally nondegradable. However, PEG may be made degradable by
copolymerization with hydrolytically or enzymatically degradable polymers [91].

The ease with which PEG may be modified, whether with cross-linkable groups for network formation
or degradable groups for resorbable applications, has probably led to the widespread interest in PEG for
tissue engineering or other biomedical applications. For example, PEG has been copolymerized with PLGA
as well as alginate to form hydrogels. Results have shown that DNA content of chondrocytes proliferation
on copolymerized PLGA-PEG increases as the percentage of degradable components becomes higher [92].
Similarly, islets of Langerhans in alginate–PEG hydrogels retained their viability and expressed function
through insulin excretion [93].

phosphorous atoms (Table 37.2, Figure 37.2). Polyphosphazene is hydrophobic and typically undergoes
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37.3.2.5 Polyurethane

Recent investigations have developed polyurethane polymers as scaffold materials. Polyurethane is an

flexible mechanical strength and biocompatibility, has led to the synthesis of degradable polyurethanes
with nontoxic diisocyanate derivatives [47,94–96]. Studies have shown that polyurethane scaffolds support
cell attachment with chondrocytes, bone marrow stromal cells, and cardiomyocytes [96–98].

37.4 Scaffold Design Properties

37.4.1 Fabrication

There are two main considerations in the assembly of a polymeric tissue engineering scaffold. First is
the curing method, or the method by which the polymer is assembled into a bulk material. Second is
the fabrication strategy. The chemical nature of the polymer often determines both the curing method
and fabrication strategy. There are two main curing methods: polymer entanglement and polymer cross-
linking. Entanglement usually involves intertwining long, linear polymer chains to form a loosely bound
polymer network. An advantage of this type of method is that it is simple, allowing the polymer to be
molded into a bulk material using heat, pressure, or both. However, a disadvantage of this process is that the
bulk material sometimes lacks significant mechanical strength. The second curing method is cross-linking,
which involves the formation of covalent or ionic bonds between individual polymer chains. Typically
either a radical or ion is needed to promote cross-linking along with an initiator, such as heat, light,
chemical accelerant, or time. The advantages of cross-linked polymers are that they often have significant
mechanical properties. Furthermore, cross-linked polymers may be injected into a tissue defect and cured
in situ. However, one major disadvantage is the possible cytotoxicity issues with cross-linking systems.
The multiple components used by cross-linking polymers as well as the necessary chemical reaction may
lead to the use of cytotoxic components or the formation of cytotoxic reaction byproducts.

There are two basic strategies of polymeric scaffold fabrication: prefabrication and in situ. Prefabrication
structures are cured before implantation. This strategy is often preferred since it is formed outside the body,
allowing the removal of cytotoxic and nonbiocompatible components prior to implantation. However, the
notable disadvantage of prefabricated scaffolds is that it may not properly fit in a tissue defect site,
causing gaps between the engineered graft and the host tissue. These void spaces may lead to undesirable
results, including fibrous tissue formation. Therefore, the deficiencies of prefabricated scaffolds have led to
investigations toward in situ fabrication of a scaffold, which involves curing of a polymeric matrix within
the tissue defect itself. The deformability of an in situ fabricated matrix creates an interface between the
scaffold and the surrounding tissue, facilitating tissue integration [99]. Furthermore, the implantation
of an in situ fabricated scaffold may require as little as a narrow path for injection of the liquid scaffold,
allowing minimally invasive surgery techniques to be utilized. A disadvantage of in situ fabrication of
scaffolds is that the chemical or thermal means of curing the polymer can significantly affect the host
tissue as well as any biological component of the engineered graft.

37.4.2 Micro-Structure

Tissue regeneration through cell implantation in scaffolds is dependent on the micro-structure of the
scaffold. Since most cells are anchorage dependent, the scaffold should possess properties that aid cell
growth and facilitate attachment of a large cell population [46,100]. To this end, a large scaffold surface
area is typically favorable. Furthermore, highly porous scaffolds allow for an abundant number of cells to
infiltrate the scaffold’s void space. Similarly, the continuity of the scaffold’s pores is important for proper
transport of nutrients and cell migration. It is also generally advantageous for scaffolds to possess a large
surface area to volume ratio. This ratio promotes the use of small diameter pores that are larger than
the diameter of a cell. However, high porosities compromise the mechanical integrity of the polymeric

elastomeric polymer that is typically nondegradable (Table 37.2, Figure 37.2). Positive attributes, such as
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scaffold. Clearly, balancing a scaffold’s surface area, void space, and mechanical integrity is a necessary
challenge that must be overcome in the construction of viable tissue engineering scaffolds.

Additionally, a polymer’s effectiveness as a scaffolding material is dependent on its interaction with
transplanted or host cells. Thus the polymer’s surface properties should facilitate their attachment, pro-
liferation, and (possible) differentiation. A strong cell adhesion favors the proliferation of cells, while a
rounded morphology promotes their differentiation [46]. The hydrophilic nature of some polymers pro-
motes a highly wettable surface and allows cells to be encapsulated by capillary action [101]. Furthermore,
cellular attachment and function on polymeric scaffolds may be enhanced by providing a biomimetic
surface through the incorporation of proteins and ligands.

37.4.3 Macro-Structure

A scaffold can be formed into a number of different macro-structures including, fiber meshes, hydrogels,
and foams. Fiber meshes are formed by weaving or knitting individual polymeric fibers into a three-
dimensional structure and are attractive for tissue engineering as they provide a large surface area for cell
attachment [48]. Furthermore, a fiber mesh scaffold structure mimics the properties of the extracellular
matrix, allowing the diffusion of nutrients to cells and waste products from cells. A disadvantage to this
form is the lack of structural stability. However, fiber bonding, which involves bonding at fiber cross
points, has been introduced to create a more stable structure [46,48,102].

Hydrophilic polymers are often formed into hydrogels by physical polymer entanglements, secondary
forces, or chemical cross-linking [13,87]. The significant property of hydrogels is their ability to absorb a
tremendous amount of water, up to a thousand times their own dry weight [13]. This aqueous environ-
ment, ideal for cell encapsulation and drug loading, has encouraged many investigations into hydrogels for
biomedical applications. Hydrogels are generally easy to inject or mold, and therefore are often incorpor-
ated into strategies involving minimally invasive surgical techniques [32]. Some drawbacks to hydrogels
are that they lack strong mechanical properties and they are difficult to sterilize [13,32].

Foam and sponge scaffolds provide a macro-structural template for the cells to form into a three-
dimensional tissue structure. There are several different processing techniques for porous constructs,
including phase separation, emulsion freeze drying, gas foaming, and solvent casting/particulate leaching
[46,103–105]. A recent technology that has become of interest in tissue engineering is rapid prototyping or
solid freeform fabrication. These techniques are quite exciting since they allow for the precise construction
of scaffold architecture, often based upon a computer-aided design model [106]. The most appropriate
scaffold macro-structure is dependent on the type of the polymer utilized and the application (tissue) of
interest.

37.4.4 Biocompatibility

One of the most essential properties of an engineered construct is its biocompatibility, or ability to not
elicit a significant or prolonged inflammatory response. It is important to know that any injury will elicit
some inflammatory response, and this is certainly true with the implantation of a polymeric scaffold.
However, this response should be limited and not prolonged.

When a polymeric scaffold is implanted in a tissue, there is typically a three-phase tissue response
[107–109]. Phase I incorporates both acute and chronic inflammation, which occurs in a short period of
time (1 to 2 weeks). Phase II involves the granulation of tissue, a foreign body reaction, and fibrosis. The
rate of phase II is primarily dependent on the degradation rate of the polymeric scaffold. Finally, the fastest
step, phase III is when the bulk of the scaffold is lost. These phases are directly influenced by the properties
of the polymeric scaffold. Therefore, it is important to evaluate a variety of scaffold properties including
synthesis components, fabrication, micro-structure, and macro-structure. It is a general thought that as
the complexity of a scaffold system increases, the more likely it will result in a significant response by the
body [73].
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37.4.5 Biodegradability

Most polymeric scaffolds are designed to provide temporary support and, therefore to be biodegradable.
Therefore, the degraded products of the scaffold must have a safe route for removal from the host. The rate
of degradation is often affected by the properties of the polymeric scaffold including synthesis components,
fabrication, micro-structure, and macro-structure. Most investigations intend for the scaffold degradation
rate to closely follow the rate of tissue repair [22,46]. However, this intention may be difficult to implement.
An alternative approach is to design the scaffold’s degradation rate so that it is quicker than the rate of
degradation product removal, in an effort to minimize negative host responses.

There are two types of degradation: surface and bulk [110]. Surface degradation of a scaffold is charac-
terized by a gradual decrease in the dimensions of the scaffold with no change in its mechanical attributes.
At a critical point during surface degradation, both size and mechanical properties of the scaffold decrease
rapidly. Bulk degradation is characterized by loss of material throughout the scaffold’s volume during
degradation. Thus, mechanical strength decreases during bulk degradation and is dependent on the
degradation rate. Since bulk degradation maintains an intact surface, it may facilitate cell adhesion to a
greater extent than surface eroding scaffolds. Natural polymers mainly undergo surface degradation, since
enzymes are generally too large to penetrate into the bulk of the scaffold. However, synthetic polymers
can degrade by surface, bulk, or both, depending on its composition.

37.4.6 Mechanical Strength

Since many tissues undergo mechanical stresses and strains, the mechanical properties of a scaffold should
be considered. This is especially true for the engineering of weight-bearing orthopaedic tissues. In these
instances, the scaffold must be able to provide support to the forces applied to both it and the surrounding
tissues. Furthermore, the mechanical properties of the polymeric scaffold should be retained until the
regenerated tissue can assume its structural role [111]. In cases where mechanical forces are thought to be
required for cell growth and phenotype expression, a scaffold which displays surface eroding properties
may be preferred. Alternatively, hydrophobic polymers tend to resist water absorption and thus sustain
their strength longer than hydrophilic polymers.

37.5 Summary

Tissue engineering has emerged as a growing field for restoring, repairing, and regenerating tissue. Poly-
meric scaffolds especially have a profound impact on the possibilities of tissue engineering by providing
structure for the attachment, proliferation, and differentiation of transplanted or host cells. These con-
structs have led to exciting and novel clinical options for the repair of tissues, including but not limited
to skin, bone, cartilage, kidney, liver, nerve, and smooth muscle. To this end, scaffold properties must be
carefully considered for the intended application. Most importantly, the polymeric scaffold must allow
invading cells to express proper functionality of the tissue being formed. Thus, tissue engineering research
is continuously trying to enhance polymeric scaffold properties to form tissue that closely resembles the
native tissue.
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38.1 Introduction

In reconstructive surgery, repair and regeneration of large bone defects is a major challenge. The use of
autologous bone is still the gold standard, although concomitant problems as donor site morbidity and
limited supply have resulted in worldwide endeavors for the development of bone graft substitutes. Each
potential substitute, including tissue engineering approaches with delivery of osteogenic cells or osteoin-
ductive macromolecules, or both is based on an appropriate scaffold biomaterial that is biocompatible,
allows bone ingrowth and shows subsequent degradation of the material. In view of this, a biomaterial
used for tissue replacement shows by preference a resemblance with the inorganic or organic components
of the tissue, or both, to be substituted.

Bone tissue is a living organ composed of an organic and an inorganic component. The organic
substance (approx. 1

4 to 1
3 of total dry bone weight) consists of more than 90% of collagen and only for

a small fraction of cells (2%) and noncollagenous proteins (5%). The inorganic bone mineral (approx.
2
3 to 3

4 of total dry bone weight) is composed of specific phases of calcium phosphate (Ca-P), especially
carbonate rich hydroxyapatite (HA). In biologically carbonated HA, PO4 is substituted by CO3 (so-called
type B carbonation). Biological HA also contains other impurity ions as Cl, Mg, Na, K, and F and

38-1
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FIGURE 38.1 X-ray diffraction (XRD) pattern of bone, HA and β-tricalcium phosphate, clearly indicating the
similarity between HA and bone.

trace elements like Sr and Zn [1]. The apatite in bone mineral is composed of small platelet-like crystals
of just 2 to 4 nm in thickness, 25 nm in width, and 50 nm in length [2].

Together with the — organic — collagenous materials, Ca-P materials are among the few biomaterials
that show high similarity to natural tissue. Ca-P biomaterials resemble the mineral phase of bone to a

biomaterials are crystalline ceramics characterized by a high biocompatibility, the ability of direct bone
bonding and osteoconduction, and a variable resorbability. Since the early seventies, Ca-P ceramics are
clinically used in dentistry, followed by surgical specialties in the eighties. The various available Ca-P
materials differ in their origin (naturally derived or synthetic), chemico-physical composition (calcium
to phosphate ratio, crystallinity, [micro]porosity) and preparation process (prefabricated blocks and
granules, coatings on other biomaterials, self setting cements and composite materials). In this review, the
essential Ca-P characteristics, differences between various Ca-P biomaterials, and proceedings in Ca-P
ceramic bone tissue engineering research will be discussed.

38.2 Chemico-Physical Properties of Calcium Phosphate
Ceramics

Calcium phosphate (Ca-P) compounds exist in several phases. Discern can be made regarding (1). The
crystallinity of various compounds (amorphous vs. various crystalline Ca-P phases), (2). eventual heat
treatment of the materials (sintering), and (3). the calcium to phosphate ratio.

38.2.1 Crystallinity

Amorphous Ca-P (ACP) is the first solid phase to appear in solution containing high concentrations
of calcium and phosphate. ACP lacks the orderly internal structure of crystalline Ca-P compounds and
typically has a spherical morphology [3]. Chemically, it has a Ca : P ratio of around 1.5 and is characterized
by the absence of diffraction peaks on x-ray diffraction (XRD) patterns. ACP is unstable in aqueous fluids
and transforms into crystalline phases such as octacalciumphosphate (OCP) and apatite. Heating of ACP
also results in conversion to poorly crystallized apatite (600◦C), β-TCP (800◦C, dry heat), or HA (800◦C,
humid heat) [4]. Therefore, ACP should be considered as a precursor for crystalline Ca-P compounds.
There has been, and still is, considerable debate whether or not ACP is substantially present in skeletal

higher or lesser extent, depending or their stoichiometry and crystallinity (Figure 38.1). In general, Ca-P
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tissue. For example, Transmission Electron Microscope (TEM) analysis has never revealed conclusive
evidence for the presence of ACP in bone mineral [3].

Other phases of Ca-P than ACP reveal a crystalline structure with characteristic peaks on XRD analysis.
There is a broad range in crystal morphology depending on composition and preparation characteristics
such as temperature, pH, impurity, and the presence of macromolecules. Impurities, as commonly occur
in bone mineral, greatly influence crystallinity (reflecting crystal size and crystal strain) but depend on
the type of substitution. For example, type B carbonated apatite (CO3 for PO4 substitution) has a lower
crystallinity and increased solubility, whereas F substitution (F for OH) give the opposite effects due to a
better fit of the F− ion in the apatite crystal structure.

38.2.2 Sintering

Sintering is the key step in processing of the majority of ceramic materials and conventionally consists of
two separate phases: compacting the initial powder and heating the compacted powder up to temperatures
only a little lower than their melting points. Thereby, atoms and molecules are set in rapid motion, and
the particles coalesce. Fusion of the crystals reduces the porosity and increases the strength and density
of the final ceramic product. Currently, several sintering techniques are available, such as continuous
hot pressing, microwave sintering, pressureless sintering, and plasma sintering. Obviously, chemical
composition of initial powders as well as variation of pressure and temperature influence final structure
and composition of the sintered product.

38.2.3 Stoichiometry

The quantitative relationship (stoichiometry) of calcium to phosphate in Ca-P salts is essential for sev-
eral material characteristics as strength, solubility, and crystal structure. Table 38.1 lists the main Ca-P
compounds for biomedical applications. From a crystallographic point of view, the most stable form of
Ca-P has a Ca : P ratio of 1.67 (hydroxyapatite). With a decrease of the Ca to P ratio, other Ca-deficient
phases occur like tricalcium phosphate (TCP, Ca : P ratio 1.50), octacalcium phosphate (OCP, Ca : P ratio
1.33), dicalcium phosphate anhydrous (DCPA or Monetite, Ca : P ratio 1.00), and dicalcium phosphate
dihydrate (DCPD or Brushite, Ca : P ratio 1.00). Most of these calcium deficient compounds are used as
raw material for sintering procedures for ceramics, or as ingredients for example, Ca-P cements. TCP and
HA will be discussed more in detail, since these materials are most used for biomedical applications.

38.2.3.1 TCP (Ca3(PO4)2)

Tricalcium phosphate (TCP) has a Ca : P ratio of 1.5, similar to the amorphous biologic precursors of bone
[5]. It can be prepared by sintering Ca deficient apatite (Ca : P ratio 1.5). TCP is a polymorph ceramic and
exhibits two phases (α- and β-whitlockite), known as α- and β-TCP. Variation in sintering temperature and
humidity determine, which phase is being formed; α-TCP occurs at dry heat >1300◦C and subsequent
quenching in water [4]. Solubility and resorbability of both forms is much higher compared to HA.
However, α-TCP is unstable in water and reacts to produce HA. α-TCP is used mainly as a compound

TABLE 38.1 Ca-P Compounds, Names, Formulas, and Ca : P Ratios

Ca/P Formula Name/mineral Abbreviation

0.5 Ca(H2PO4)2 ·H2O Monocalcium phosphate monohydrate MCPM
1.0 CaHPO4 · 2H2O Hydrated calcium phosphate/brushite DCP
1.0 CaHPO4 Anhydrous calcium phosphate/Monetite ADCP
1.33 Ca8H2(PO4)6 · 5H2O Octacalcium phosphate OCP
1.5 Ca3(PO4)2 Tricalcium phosphate/whitlockite TCP
1.67 Ca10(PO4)6(F)2 Fluorapatite FA
1.67 Ca10(PO4)6(OH)2 Hydroxylapatite HA
2.0 CaO · Ca3(PO4)2 Tetracalcium phospate/hilgenstockite TTCP
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of some Ca-P cements. β-TCP is less soluble and less reactive than α-TCP. It is used pure as bone substitute,
and in combination with HA (biphasic Ca-P ceramic). Due to its solubility, dissolution and reprecipit-
ation occur in vivo. This results in gradual phase transition into carbonated apatite, and resorption by
macrophages, giant cells, and osteoclasts.

38.2.3.2 Hydroxyapatite (Ca10(PO4)6(OH)2)

Hydroxyapatite (HA) is the term commonly used for calcium hydroxyapatite Ca10(PO4)6(OH)2, the most
stable form of Ca-P under physiological pH and body temperature. With fluorapatite and chlorapatite,
hydroxyapatite forms the group of apatite minerals that share a similar hexagonal monoclinic crystal
structure and the general formula A10(PO4)6(OH,F,Cl)2. The A cation can be several metal ions besides
calcium, such as barium, strontium, and magnesium. The phosphate anion can be substituted by a
carbonate anion to a limited extent.

HA has a Ca : P ratio of 1.67 which is similar to bone mineral. It can be prepared by sintering of
precipitated Ca-P salts in a Ca : P ratio of 1.67 at temperatures above 1000◦C. Pure HA is hardly soluble
under physiological conditions. Impurities like substitution of Ca2+ by other metal ions cause variation
in solubility and crystal size due to the differences in ionic radius. With respect to mechanical strength,
pure HA materials are superior to other Ca-P materials. In vivo, however, pure HA hardly shows any
cellular resorption by macrophages, giant cells or osteoclasts unless the particle size is small enough for
phagocytosis. As a consequence, HA should be considered as nonresorbable whereas other compositions
such as β-TCP show substantial dissolution and resorption.

38.2.4 Strength

Biomechanical properties are a considerable concern in the use of Ca-P ceramics. Compressive strength of
cortical and trabecular bone varies, depending on the bone density, from 130 to 180 MPa and 5 to 50 MPa
respectively. For tensile strength these values fluctuate from 60 to 160 MPa and 3 to 15 MPa respect-
ively. Dense sintered Ca-P ceramics may reach compressive strengths much higher than cortical bone
(300–900 MPa), whereas tensile strengths similar and higher than cortical bone (40–300 MPa) have been
reported [6]. Problem, however, is that ceramics do not exhibit substantial elastic or plastic deformation
before fracturing. Due to the lack of ductility, virtually all Ca-P ceramics are brittle. The brittleness can be
explained by the atomic structure of ceramics. Elasticity is manifested as small reversible changes in the
interatomic spacing and stretching of interatomic bonds. Plastic deformation corresponds to breaking of
existing bonds and reforming of bonds with new neighboring atoms. In crystalline materials, this occurs
in planes by means of atomic slip. As a consequence of the electrically charged nature of the ions, both
elastic and plastic deformations in ceramics are limited. The brittleness of ceramics is further enhanced
by very small and omnipresent flaws in the material. These microcracks result in local amplification of
applied tensile stresses and cause a relatively low fracture strength.

Due to the inferior biomechanical properties, Ca-P ceramics are less suitable for clinical application
under weight-bearing conditions compared to, for example, metallic or polymeric biomaterials. Obvi-
ously, mechanical properties of porous ceramics deteriorate even further with an increasing porosity.
Nevertheless, compressive strengths similar to trabecular bone have been reported [7].

38.2.5 Porosity

Cortical bone has pores ranging from 1 to 100 µm (volumetric porosity 5 to 10%), whereas trabecular
bone has pores of 200 to 400 µm (volumetric porosity 70 to 90%). Porosity in bone provides space for
nutrients supply in cortical bone and marrow cavity in trabecular bone. As mentioned in the previous
paragraph, porosity is devastating for mechanical properties of Ca-P ceramics. On the other hand, it
is known that porosity enhances degradation of Ca-P ceramics and determines the nature of ingrow-
ing tissue. Consequently, this delicate equilibrium depends on more factors than mechanical material
properties alone, that is, application site (vascularization, weight loading, defect dimensions), biological
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material properties (biocompatibility, osteoconductivity, and degradation) and other aspects as pore
geometry and the use of tissue engineering strategies (addition of osteogenic cells or bioactive factors).
Therefore, no general optimal pore size and architecture for all applications and biomaterials can be
given.

38.2.5.1 Microporosity

Microporosity covers pores sizes smaller than — an arbitrary — 5 µm: too small for penetration an
ingrowth of cells, but sufficient for penetration of fluids. Crystalline Ca-P materials intrinsically exhibit,
depending on crystal size and structure, a nano- or microporous structure. However, microporosity of
ceramics is highly decreased or virtually absent due to high pressure compaction and (partial) fusion of
crystals after sintering. Microporous Ca-P structures have an increased surface area, which influences
the biological behavior and the Ca-P dissolution/precipitation characteristics. It has even been reported
that microstructure plays a crucial role in osteoinductive properties of ceramics. Yuan et al. [8] observed
heterotopic bone formation in macro- and microporous ceramics implanted in the dorsal muscle in dogs,
whereas similar implants without microporous structure did not reveal bone formation. They suggested
that the increased surface area, resultant of the microporous structure, could have caused accumulation
of adsorbed proteins (e.g., BMPs) which could have triggered osteogenesis.

38.2.5.2 Macroporosity

Pores larger than 10 µm can be considered as macropores. Various methods can be used to induce
macroporosity in Ca-P material. For example, porous ceramics can be obtained by merging the Ca-P slurry
with a polymer sponge-like mold or polymer beads before sintering. During the sintering, the polymer
is completely burnt out, which results in a porous ceramic structure. In this way, architecture of porous
ceramics can be controlled and a completely interconnected structure with any desirable pore size and
pore geometry is feasible. Obviously, interconnection of pores is essential for tissue growth throughout
the scaffold. Tsuruga and Kuboki have investigated the influences of pore size and geometry in induced
bone formation in ceramics. They reported that for porous sintered HA blocks with pore sizes ranging
from 106–212 µm to 500–600 µm, the highest amount of bone was produced in implants with pore sizes
of 300 to 400µm [9]. In another study, Kuboki et al. [10] observed that an optimal vascular ingrowth was
achieved in pores with a diameter of 350 µm, and claimed that this was the key factor for effective bone
formation. Macroporous dimensions are also reported to play a role in osteoinductive behavior of Ca-P
ceramics. In a series of experiments in primates, Ripamonti et al. [11,12] reported that implant geometry
is of critical importance for cell shape, cell locomotion and cell differentiation. They hypothesized that
concavities in sintered HA mediate intrinsic osteoinduction.

38.3 Ca-P Products

Numerous Ca-P products are currently marketed for bone regenerative purposes. Most frequently used
Ca-P products in dentistry and surgery are Ca-P coatings applied to prostheses. Several techniques, such
as plasma spraying and RF magnetron sputtering can provide a thin bio-active Ca-P coating on the inert
metal prosthesis surface [13]. Consequently, the superior mechanical metal properties can be combined
with favorable bone bonding Ca-P properties. Coatings applied usually consist of HA to prevent resorption
of the coating in time.

Other Ca-P products are marketed as bone filler and are available in various forms as granules, blocks,
and injectable cements. Both granules and blocks are available with a dense or porous structure and
several resorption rates. Most synthetic products are composed of β-TCP, HA or a combination of both

are commercially available. These and injectable Ca-P cements are being discussed in detail in the next
paragraphs.

(so called bi-phasic ceramics [Figure 38.2]). Besides synthetic ceramics, several naturally derived ceramics
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FIGURE 38.2 µCT representation of a highly porous biphasic ceramic implant material (Camceram®, Cam Implants,
Leiden, The Netherlands) with a HA : TCP ratio of 60 : 40, porosity of 90%, and macropores ranging from 300 to
500 µm. Bar represents 1 mm.

38.3.1 Natural Ca-P Ceramics

Natural Ca-P biomaterials can be prepared from the inorganic bone mineral matrix of bone. Chemical,
or high temperature heat treatment, or both, eliminate organic substances responsible for immunologic
response and potential disease transmission (e.g., prions). Chemically treated materials derived from
human spongiosa (Puros Tutoplast®, Zimmer Dental, Carslbad, CA, USA) or bovine spongiosa (Ortoss®
and Bio-oss®, Geistlich Biomaterials, Geistlich, Switzerland) maintain the macroporous structure of
spongious bone as well as the natural small carbonatehydroxyapatite crystal structure. Sintered bovine
spongious bone products, such as Osteograf®-N (Dentsply Ceramed, Denver Co, USA) and Endobon®
(Biomet Merck, Darmstadt, Germany), also maintain its macroporous structure, but due to the high
sintering temperatures (>1100◦C) the natural carbonate HA crystals convert into larger HA crystals
without CO3, resembling synthetic HA.

Besides bovine origin, natural Ca-P biomaterials can also be derived from special species of coral
(genus Porites and Goniopora). Hydrothermal “replamiform” treatment (260◦C; 15.000PSI) of the
calcium carbonate (calcite) exoskeletal microstructure of these corals results in conversion into hydroxy-
apatite [14]. Like natural bone, this hydroxyapatite contains minor elements of Mg, Sr, F, and CO3.
The porous coralline hydroxyapatite is completely interconnected and available in various porosities
(InterporeTM, Pro OsteonTM, Interpore Cross International Inc, Irvine, CA, USA). Different hydro-
thermal treatment of coral used for Pro Osteon-R results in only partial conversion of the calcium
carbonate to HA [5,15]. As a result, the composite of HA/CaCO3is being resorbed faster than pure HA.
Another coral derived bone substitute, which has not been converted into HA at all and therefore can-
not be considered as a Ca-P ceramic, shows even faster degradation. This CaCO3 material (Biocoral®,
Inoteb, St. Gonnery, France) currently does not have FDA approval, but is available for clinical use in
Europe.

38.3.2 Injectable Ca-P Cements

Difficulties with the clinical applicability of preformed ceramic blocks and granules have led to the
development of injectable ceramic bone graft substitutes. In the early eighties, Brown and Chow were
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the first to describe the principles of a self setting Ca-P paste [16,17]. Currently, several different
Ca-P cements are commercially available like BoneSource® (Stryker Leibinger, Kalamazoo, MI, USA),
Norian® (Synthes, Oberdorf, Switzerland), α-BSM/Biobon® (Etex Corporation, Cambridge, MA, USA),
and Calcibon® (Biomet Merck, Darmstadt, Germany). Each cement has a (slightly) different chemical
composition, which results in differences in handling properties, setting time, strength and resorbabil-
ity [18]. The major advantage of Ca-P cements is the injectability of the cement paste. Obviously, this
results in favorable moldability of the bone graft, but also it results in immediate, seamless contact of
cement to the surrounding bone [19]. Moreover, Ca-P cements have been found to exhibit excellent bone
biocompatibility [20,21].

Roughly, the different Ca-P cements can be divided into four distinct groups [17]:

1. Cements composed of a solid Ca-P powder compound with an aqueous liquid component with or
without Ca or P ions. After mixing, hardening of the cement is the result of the formation of one
or more Ca-P compounds.

2. Cements with a powder component similar to those in (1), but an organic acid as liquid component.
Hardening of the cement is the result of complex formation of calcium and the organic acid.

3. Cements similar to those in (2), except that the liquid component is a polymer solution.
Cement hardening can be as described in (1) or complex formation of calcium and the polymer
solution or both.

4. Cement composites on a polymer basis. Hardening of the cement is based on polymerization of
the monomers. The Ca-P compounds present in these materials act as fillers and do not play
a significant role in the mechanism of cement hardening.

In this review, we will focus only on the first group, as these cements currently play the most important
role in research and clinical applications. The chemico-physical reaction that occurs during and after
mixing of the powder and the liquid components is complex. After mixing, soluble compounds dis-
solve in the aqueous environment and subsequently precipitate, which results in formation and growth
of different forms of Ca-P crystals. This crystallization finally results in entanglement of the insoluble
Ca-P compounds and hardening of the cement. The setting time and phase transformation depend on
the solubility of the various solid compounds, as well as of external factors as pH and temperature
[22]. The setting reaction can be accelerated when the liquid phase contains phosphate ions. There-
fore, setting time is different for each Ca-P cement formulation and may vary from minutes to hours.
After setting, Ca-P cements may have an amorphous appearance under low magnification, but high
magnification (100,000×) reveals extremely small crystals. Crystal size and interparticle micropores
were observed to grow in time [17]. The final result is a microporous structure of nanometer sized
crystals composed of more or less apatitic compounds, resembling the small crystal size of biological
apatite.

After setting of the cement, gradual phase transformation of the Ca-P compounds occurs into more
apatitic phases. Due to the nonsintered nature and the higher surface area of Ca-P cements, dissolution
of calcium and phosphate ions in physiological conditions occurs to a higher extent than in sintered
ceramics. However, the relatively large surface area in combination with supersaturated body fluids also
results in high Ca-P precipitation. Ishikawa et al. [23] reported that the total precipitation of (B-type)
carbonate HA at the surface of Ca-P cement increased the total surface dissolution in simulated blood
plasma in vitro for a period of 20 weeks. In vivo, formation of carbonated HA on cement surface has
been reported to occur within 12 h of implantation [24]. This phenomenon could be one of the essential
aspects of the exceptionally positive osteoconductive behavior of Ca-P cements.

38.4 In Vivo Interactions and Osteoinductivity

In general, Ca-P compounds are found to be biocompatible and favorable for the final bone response
[4]. The ability of Ca-P ceramics to bond to bone is a rather unique property. For example, it has been
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a consistent finding that the larger the ceramic solubility rate, the more pronounced bone ingrowth is
observed [25]. Ducheyne et al. hypothesized that the dissolution of Ca-P and precipitation of a car-
bonated HA layer is essential in the bioactive behavior of ceramics. On the other hand, Davies claimed
that microtopography played a crucial role as bone formation at the implant surface was achieved by
micromechanical interdigitation of the cement line with the material surface [26].

Protein–biomaterial interactions also play a key role in the biomaterial behavior in vivo. Directly after
implantation, the surface of a biomaterial is being covered by serum proteins, which determine crucial
reactions such as complement activation, thrombogenicity, and cell adhesion. Protein binding capacity
depends on the specific ceramic characteristics as well as on the protein involved [27,28]. Ceramic mater-
ials exhibit a high binding affinity for proteins. Interestingly, several authors report that the combination
of a material with high protein affinity and an appropriate (micro)architecture, can exhibit intrinsic
osteoinductive behavior [8,11,12]. In a study in dogs, Yuan et al. observed ectopic bone formation
after 3 and 6 months in micro- and macroporous HA, whereas macroporous HA without microporous
structure did not reveal bone formation. It was hypothesized that due to the microporosity, total sur-
face area and subsequent protein adsorption was increased, which could have induced bone formation.
On the other hand, Ripamonti et al. hypothesized that concave macroporosity was the driving force for
intrinsic osteoinduction in ceramics. The findings of intrinsic osteoinductive behavior in ceramic are
interesting. However, it must be emphasized that regarding the numerous studies using similar porous
ceramics without evidence for intrinsic osteoinduction, these observations currently are a rarity without
confirmation of reproducibility.

Protein adsorption on ceramics not only plays an important role in biological processes, it also influ-
ences the ceramic itself with respect to dissolution and precipitation of calcium and phosphate ions. Radin
et al. [29] reported that in an in vitro environment, serum proteins slowed down the dissolution (OHA
and β-TCP) and precipitation (carbonated HA) of crystals at the surface of a crystalline multiphasic
ceramic coating. A similar observation was done by Ong et al. [30], who reported an initial decrease in
dissolution of phosphate molecules from Ca-P coatings in the presence of proteins with a high binding
affinity. Combes et al. [31] investigated the interference of protein adsorption and HA maturation in
detail and found that, depending on the concentration, serum albumin can exhibit a dual role and act
as a promotor or inhibitor of nucleation and growth of (octa)Ca-P crystals. The energy needed for the
first step in the precipitation process, nucleation, was lower when adsorbing molecules were present.
Therefore, multiplication of nuclei occurred as a consequence of protein adsorption. The subsequent
steps, growth to critical nuclei and formation of Ca-P crystals, were slowed down by a protein coat-
ing. However, at low serum albumin concentrations, the mineral surface could not be efficiently coated
and crystal growth occurred faster than in the absence of albumin due to the larger number of nuclei
and their greater reactivity. At high — physiological — serum albumin concentration, the mineral sur-
face was efficiently coated slowing down the ionic diffusion to the crystal surface and inhibiting crystal
growth [31].

38.5 Calcium Phosphate Ceramics for Bone Tissue
Engineering

For reconstruction of large bone defects, implantation of osteoconductive porous scaffold materials
alone is not sufficient for complete bone regeneration. Therefore, osteogenesis needs to be induced
throughout the scaffold material. In the tissue engineering paradigm, osteogenic cells or osteoinductive
macromolecules or both are being delivered to a suitable scaffold material. Many prerequisites have
been postulated for the ideal scaffold material but none of the current materials meet all the demands.
Porous ceramics are potential scaffold materials for bone tissue engineering due to their outstanding
osteocompatible properties, especially with respect to osteoconduction and gradual resorption. In the
recent years, a variety of researchers have investigated Ca-P ceramic scaffold materials for cellular as well as
growth factor based tissue engineering.
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FIGURE 38.3 Bone formation in rat bone marrow stromal cell loaded porous HA/TCP implants (Camceram®),
implanted in muscular flaps in rats for 8 weeks. Direct apposition of bone on the ceramic surface and bone marrow
formation in the remaning porosity is observed. OC = osteocyte, BM = bone marrow. Bar represents 100 µm. Light
microscopical undecalcified section stained with methylene blue and basic fuchsin (original magnification 10×).
Printed with permission from Hartman et al. (Unpublished work, 2004).

38.5.1 Ca-P Ceramics and Osteogenic Cells

In 1988, Maniatopoulos et al. published a study on harvesting and culturing of rat bone marrow stromal
cells (BMSCs) in vitro [32]. Through this method, the small number of undifferentiated progenitor cells
present in bone marrow could be isolated, expanded, and differentiated into the osteoblastic lineage.
Currently, the essence of this technique is still in use to administer osteoprogenitor cells to various scaffold
materials for cell-based bone engineering. Many studies in rodent animal studies have shown the validity of
this concept in conjunction with ceramic scaffold materials as coralline HA, porous HA, porous HA/β-TCP

capacities of large BMSC loaded ceramic implants in higher mammals. This is in particular challenging,
as the living constructs are transposed from ideal cell culture conditions to an in vivo environment where
oxygen supply prior to capillary ingrowth is only provided by (limited) diffusion. Vitality of the BMSCs
within ceramic scaffold material was shown to be essential for osteogenicity [39]. Despite the potential
jeopardy of cell death, bone formation was observed in the studies investigating ectopic implants in dogs
and goats [40,41], or critical size defects in dogs, goats, and sheep [41–46]. In most of these studies,
bone formation was also observed in the center of the implants where the unloaded controls did not
show osteogenesis. This indicates that possibly even a small number of surviving progenitor cells may
be sufficient to result in significant bone formation. Also, it emphasizes that future tissue engineering
research should also focus on multicomponent constructs, in which BMSCs are being combined with
bone- and vasculature inducing growth factors.

38.5.2 Ca-P Ceramics and Osteoinductive Growth Factors

During the last decade, several strategies have been developed to deliver growth factors to the desired
site. Basically, the proteins can be delivered directly via a carrier/delivery vehicle, or by gene therapy

and porous β-TCP [33–38] (Figure 38.3). Less studies, however, have investigated the bone forming
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FIGURE 38.4 Retention of 131I rhBMP-2 injected subcutaneously in rats. Over 80% of rhBMP-2 was cleared from
the application site within 24 h, underlining the short residence time of rhBMP-2 after release from a carrier material.
Error bars represent means ± standard deviation for n = 6.

techniques, in which a growth factor encoding gene is delivered to host cells via a viral factor or plasmid.
Through this method, transfected cells start secreting growth factor. Cells can be transfected in vitro, prior
to transplantation to the desired site, or directly in vivo. In this review, only direct delivery of proteins
will be discussed as this approach has developed furthest and recently has led to FDA approval for specific
clinical applications [47].

The growth factor loaded ceramic has a twofold function; first, it serves as a scaffold material, which
enables and stimulates bone and blood vessel ingrowth; second, it serves as a carrier or delivery vehicle
for the inductive factor, which should result in most favorable biopresentation and optimal activity of the
protein. The role of ceramics on the bioactivity of growth factors is not completely clear. The ceramic
might potentiate the activity of BMP by binding the protein and presenting it to target cells in a “bound”
form [48,49]. On the other hand, the ceramic can act as vehicle for factor delivery to the surrounding
tissues. Released protein may provide a supra-physiological concentration of free protein in the vicinity
of the implant, what may attract target cells to the implant-site by chemotaxis [50]. It is hypothesized
that for optimal bioactivity, initial burst release chemotactically recruits osteoprogenitor cells, and fol-
lowing sustained release — or retained factor — differentiates these cells toward the desired phenotype
[51]. To our judgment, however, no convincing evidence provides further specification of this partition.
Moreover, optimal pharmacokinetics are presumably specific for each surgical site.

38.5.2.1 Growth Factor Release from Ca-P Ceramics

The correlation between factor bioactivity and release or retention is a delicate issue. Since the protein
needs to induce bone locally and not systemically, the released protein only has a short time to attract
cells before it is being cleared from the application site. For example, a depot of 5 µg rhBMP-2 injected
subcutaneously in the back in rats is cleared from the application site for more than 80% within 24 h
(Figure 38.4). After clearance, the proteins are being metabolized by the body and excreted through the
urinary tract [52]. The systemic exposure to released rhBMP-2 is reported to be neglectible [52].

The specific parameters resulting in protein release or retention are the driving factors behind the final
clinical efficacy of a carrier system. Unfortunately, only few researchers have investigated these phenomena
for ceramics. In a series of experiments in a rat ectopic model, Uludag et al. [53,54] have shown that growth
factor retention depend on carrier- as well as on factor characteristics. Proteins with a higher isoelectric
point (pI) show higher implant retention and higher retention of BMP yields higher osteoinductive
activity. Various rhBMP-2 loaded ceramic implants (TCP cylinders and coral derived HA cylinders) show
initial burst release of approximately 70% within three hours after implantation, which is followed by
a slower second phase release and a final retention of approximately 6% of the initial dose after 14 days.
In another study carried out by Louis-Ugbo et al. [52], initial burst release from HA/TCP granules (60 : 40)
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was less than 20% within the first day in a rabbit spinal fusion model. After 2 weeks 27± 9% of rhBMP-2
was still retained in this model. Li et al. [55] determined the release kinetics of rhBMP-2 mixed through
Ca-P cement (α-BSM) and injected in a rabbit ulnar defect. Within the first day, approximately 40% of
the initial factor was released. After 14 days, 15± 7% of the initial factor was still present in the cement.
The differences in release and retention rates between these studies could be explained by variations
in surgical site, dose, adsorption procedures, material surface area and chemico-physical interactions
between material and growth factor. Overall, ceramics exhibit multiphasic release kinetics in vivo with a
decrease of release in time and a certain retention for several weeks. It has been hypothesized, that ceramic
surface area plays the key role in protein binding [56].

As previously mentioned, Ca-P ceramic materials show a high binding affinity for proteins. Con-
formational changes of proteins upon adsorption on Ca-P surface have been observed [30]. Protein
conformation is of great importance for the accessibility of the specific binding sites and subsequent
protein-cell interaction [57,58]. As a result, protein-biomaterial bonding may directly effect the protein’s
intrinsic function due to orientation or conformational changes. To evaluate the bioactivity of retained
proteins, cells can be cultured on the surface of protein loaded ceramics in vitro [59]. A complicating factor
is that no material exhibits a 100% retention [54]. For a true differentiation between activity expressed
by retained protein vs. presently released protein, control groups have to correct for the released fraction
bioactivity. In an in vitro model, Santos et al. [59] investigated the bioactivity of rhBMP-2 adsorbed onto a
Ca-P layer on bioactive glass-gel (Xerogel S70) in comparison with the activity of “free” rhBMP-2 present
in cell culture medium. The osteogenic response of osteoblast like cells seeded on the Ca-P surface was
found significantly higher in the adsorbed rhBMP-2 group. The authors suggested that the biomaterial
could generate, maintain, or even concentrate an effective level of growth factor.

38.5.2.2 Growth Factor Loading in Ca-P Ceramics

In view of the previous paragraph, discern has to be made between proteins/growth factors adsorbed
at the ceramic surface and proteins/growth factors mixed through the material during preparation. For
sintered ceramic materials, the latter is impossible as sintering temperatures would result in complete
protein destruction. For the self setting Ca-P cements though, mixing of proteins during setting reaction
has been described [60–62]. Due to physical entrapment by cement particles, the majority of the protein
binding sites will be unavailable until the protein is released from the cement. This situation is quite similar
to bioactive macromolecules entrapped in polymeric drug delivery vehicles, where protein release is the
main focus [63–68]. However, a frequently neglected issue is that mixing of proteins through ceramics can
influence the crystallization process during the setting reaction. This can modify the in vivo dissolution
and/or degradation properties of the formed material.

For the growth factors entrapped within a Ca-P ceramic material, bioactivity is likewise expected only
after release from its carrier. Bioactivity of released protein can be demonstrated through in vitro models
where sensible cells are being exposed to the released protein [55,64,68]. To evaluate loss of activity, the
induced biological response should be compared to the response to similar protein directly suspended in
the culture medium [55]. In vivo, however, this comparison is difficult and most authors just examine
whether or not the protein expresses (part of its) bioactivity.

38.5.2.3 Osteoinductive Capacity of Growth Factor Loaded Ca-P Ceramics

Osteogenic differentiation induced by BMPs is dependent on the regulating growth factor as well as on the
carrier specifications. Murata et al. [69] observed that in a synthetic HA carrier, BMP induced ossification
was predominantly intramembranous, whereas enchondral bone formation was observed in a nonceramic
carrier. Direct bone formation on BMP loaded Ca-P ceramics was also observed by others [70–73].

However, the osteogenic behavior of growth factor loaded Ca-P ceramics is not as straightforward as
suggested, because a wide variety of material compositions, animal models, surgical sites and factor dosage
have been used in various studies. Another complicating factor is that physiological bone regeneration is
induced by a cascade of growth factors, whereas most tissue engineered concepts investigate osteoinduction
by single factors only. Consequently, most research in the recent years has focused on BMPs, like rhBMP-2
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FIGURE 38.5 Bone formation in rhBMP-2 loaded porous Ca-P cement implants, implanted subcutaneously in
rabbits for 10 weeks. Macroporosity in the cement (Calcibon®, Biomet Merck, Darmstadt, Germany) was induced by
formation of CO2 during setting of the cement, after which a dosage of 5 µg rhBMP-2 was applied. OB = osteoblasts,
BM = bone marrow, BV = blood vessel. Bar represents 100 µm. Light microscopical undecalcified section stained
with methylene blue and basic fuchsin (original magnification 10×). (From Kroese-Deutman, H.C., Ruhe, P.Q.,
Spauwen, P.H., and Jansen, J.A. Biomaterials, in press: 2004. With permission.)

and rhBMP-7 (OP-1). Due to the numerous parameters, there is no such thing as one ideal dosage or
scaffold composition. Most animal studies investigating growth factor loaded ceramics have been carried
out in smaller animals as rats [9,10,53,54,69,70,72,74–78] and rabbits [52,55,73,79–85] (Figure 38.5)
whereas only few studies were performed in larger animals as minipigs [86,87], dogs [71,88,89], and
primates [90–92]. Generally speaking for all carrier materials, the relative dosage of growth factor needed
for bone induction raises with the animal size [51]. However, the dosages applied to ceramics vary
substantially within similar animal models as well as between different species. For rhBMP-2, dosages
applied for effective osteoinduction varied from 0.03 to 0.46 mg/ml implants in rats [9,54,75] to 0.004
to 2.1 mg/ml implant in rabbits [55,73,80,81,83,85], whereas in canine and primate models dosages have
been used from 0.15 to 1.2 mg/ml [71] and 1.35 to 2.7 mg/ml [92] respectively. A dose–response relation
for BMP loaded ceramics has been reported in some studies in rodents [75,80,83], but was absent or even
reciprocal in studies with larger animal models [71,91,92]. Yet, it seems likely that in the dose–response
relation, there is first a certain threshold dosage to achieve consistent results [92], followed by a linear
dose–response interval and finalized by a certain saturation effect.

Besides BMPs, other growth factors like transforming growth factor-β (TGF-β) and insulin-like growth
factor-I (IGF-I) have been investigated. TGF-β may potentiate the osteoinductivity of BMPs, but its
overall osteoinductive capacity when applied alone is weak compared to BMPs [93]. IGF-I has also been
applied to TCP ceramic carriers, which resulted in increased osteogenesis in an orthotopic implantation
site four weeks after implantation [94]. Similarly, Damien et al. [95] reported that IGF-I loaded porous
hydroxyapatite accelerated orthotopic bone ingrowth during an implantation period up to three weeks.

The synergism of various growth factors, as present in the physiological bone regeneration cascade, has
only been investigated in few studies with Ca-P ceramics. Ono et al. investigated the role of prostaglandin
E1 (PGE1) and basic fibroblast growth factor (bFGF) loaded on porous hydroxyapatite and observed
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that PGE1 as well as bFGF acted synergistically with rhBMP-2 [80,83,96]. Meraw et al. prepared a true
growth factor cocktail and reported that orthotopic bone formation in a canine model was enhanced by
a combination of extremely low dosages of TGF-β, bFGF, BMP-2, and PDGF mixed through a calcium
phosphate cement [89].

38.6 Conclusion and Future Perspective

Like all scaffolds materials currently under investigation for bone tissue engineering applications, Ca-P
ceramics reveal both advantages and disadvantages. Intrinsic brittleness of Ca-P ceramics unquestionably
is the greatest shortcoming of these materials, whereas their biocompatibility, osteoconductivity and
resorption potential are virtues of an ideal scaffold material. Future research should further clarify the
importance of release and retention of growth factors, optimize their delivery and investigate dose–
response relation for the various factors and applications. Furthermore, the potentials of multicomponent
constructs, in which various bone- and vasculature inducing growth factors or cultured bone marrow
stromal cells or both are being combined, should be investigated to come to a successful alternative for
autologous bone grafting.
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Over the last decade, considerable advances in the engineering of biomaterials that elicit specific cellular
responses have been attained by exploiting biomolecular recognition. These biomimetic engineering
approaches focus on integrating recognition and structural motifs from biological macromolecules with
synthetic and natural substrates to generate bio-inspired, biofunctional materials. These strategies repres-
ent a paradigm shift in biomaterials development from conventional approaches which deal with purely
synthetic or natural materials, and provide promising schemes for the development of novel bioactive
substrates for enhanced tissue replacement and regeneration. Because of the central roles that extra-
cellular matrices (ECMs) play in tissue morphogenesis, homeostasis, and repair, these natural scaffolds
provide several attractive characteristics worthy of “copying” or mimicking to convey functionality for
molecular control of cell function, tissue structure, and regeneration. Four ECM “themes” have been
targeted (i) motifs to promote cell adhesion, (ii) growth factor binding sites that control presentation and
delivery, (iii) protease-sensitive sequences for controlled degradation, and (iv) structural motifs to convey
mechanical properties.

39.1 Extracellular Matrices: Nature’s Engineered Scaffolds

ECMs comprise a complex, insoluble, three-dimensional mixture of secreted macromolecules, includ-
ing collagens and noncollagenous proteins, such as elastin and fibronectin, glycosaminoglycans, and
proteoglycans that are present between cells. In addition, provisional fibrin-based networks constitute
specialized matrices for wound healing and tissue repair. ECMs function to provide structure and order
in the extracellular space and regulate multiple functions associated with the establishment, maintenance,
and remodeling of differentiated tissues [1]. Matrix components, such as fibronectin and laminin, mediate
adhesive interactions that support anchorage, migration, and tissue organization and activate signaling
pathways directing cell survival, proliferation, and differentiation. ECM components also interact with

39-1
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growth and differentiation factors, chemotropic agents, and other soluble factors that regulate cell cycle
progression and differentiation to control their availability and activity. By immobilizing and ordering
these ligands, ECMs control the spatial and temporal profiles of these signals and generate gradients
necessary for vectorial responses. Moreover, structural elements within ECMs, namely collagens, elastin,
and proteoglycans, contribute to the mechanical integrity, rigidity, and viscoelasticity of skin, cartilage,
vasculature, and other tissues. Finally, the composition and structure of ECMs are dynamically modulated
by the cells within them, reflecting the highly regulated and bidirectional communication between cells
and ECMs.

39.2 Bioadhesive Materials

Following the identification of adhesion motifs in ECM components, such as the arginine–glycine–aspartic
acid (RGD) tri-peptide for fibronectin [2] and tyrosine–isoleucine–glycine–serine–arginine (YIGSR) oli-
gopeptide for laminin [3], numerous groups have tethered short bioadhesive peptides onto synthetic or
natural substrates and three-dimensional scaffolds to produce biofunctional materials that bind adhesion

(Figure 39.1). Nonfouling supports, such as poly(ethylene glycol), poly(acrylamide), and alginate, are
often used to reduce nonspecific protein adsorption and background adhesion. The density of tethered
peptide is an important design parameter as cell adhesion, focal adhesion assembly, spreading and migra-
tion [7–10], neurite extension and neural differenitiation [11,12], smooth muscle cell activities [13], and
osteoblast and myoblast differentiation [14,15] exhibit peptide density-dependent effects. More import-
antly, tethering of bioadhesive ligands onto biomaterial surfaces and scaffolds enhances in vivo responses,
such as bone formation and integration [16–18], nerve regeneration [19,20], and corneal tissue repair [21].

These results indicate that functionalization of biomaterials with short adhesive oligopeptides
significantly enhances cellular activities. In addition to conveying biospecificity while avoiding
unwanted interactions with other regions of the native ligand, short bioadhesive peptides allow
facile incorporation into synthetic backbones and enhanced stability of the tethered motif. These
strategies, however, are limited by (i) low activity of oligopeptides compared to native ligand
due to the absence of modulatory domains, (ii) limited specificity for adhesion receptors and cell
types, and (iii) inability to bind certain receptors due to conformational differences compared to
the native ligand. Conformationally constrained (e.g., cyclic) RGD [22], oligopeptides mixtures
[23,24], and recombinant protein fragments spanning the binding domains of native ligands [25]
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FIGURE 39.1 Biomimetic materials supporting cell adhesion. (a) Basic strategy focusing on RGD tethering to
promote binding of cell adhesion receptors. (b) Biomolecular approaches to improve ligand activity and specificity.

receptors and promote adhesion and migration in various cell types (as reviewed in References 4 to 6)
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FIGURE 39.2 Biomimetic strategies for controlled growth factor interactions.

have been explored to improve ligand activity. Similarly, substrates presenting RGD in combina-
tion with other peptides, such as heparan sulfate-binding lyrine–arginine–serine–arginine (KRSR)
[26] and Phenylalanine–histidine–arginine–arginine–isoleucine–lysine–alanine (FHRRIKA) [27], display
improved cell adhesion and selectivity over materials modified with RGD alone. Finally, self-assembling
peptides reconstituting the triple helical structure of type I collagen have been used to target collagen integ-
rin receptors and promote enhanced osteoblastic differentiation and mineralization on biomaterial sup-
ports [28,29]. The improved activity and selectivity of these “second generation” biomolecular materials
are expected to reconstitute additional features of natural ECMs and promote enhanced cellular activities.

39.3 Materials Engineered to Interact with Growth Factors

Natural ECMs interact with soluble growth and differentiation factors to control their activity by
regulating their presentation, delivery kinetics, and stability [1]. Three general strategies have been
pursued to convey growth factor activity to synthetic materials (Figure 39.2). Covalent immobil-
ization of growth factors onto biomaterial supports, either via conventional peptide chemistry or
enzymatic cross-linking, results in enhanced signaling activity [30,31]. Furthermore, enzyme-regulated
release of tethered growth factors by incorporating protease-sensitive sequences in the tether has
been applied to modulate release kinetics [32,33] and shown to improve blood vessel growth [34].
Mimicking the natural affinity of ECM glycosaminoglycans for heparin-binding growth factors, hep-
arin has been covalently immobilized onto scaffolds to control the presentation and release kinetics
of heparin-binding growth factors, such as basic fibroblast growth factor [35,36] and transforming
growth factor-β [37]. Similarly, engineering of basic heparin-binding motifs, such as phenylalanine–
alanine–lysine–leucine–alanine–alanine–arginine–lysine–tyrosine–arginine–lysine–alanine (FAKLAAR-
LYRKA) and tyrosine–lysine–lysine–isoleucine–lysine–lysine–leucine (YKKIIKKL), into scaffolds and
sequestering of heparin-binding growth factors via a heparin bridge results in enhanced delivery kinetics
and nerve regeneration [38,39].

39.4 Protease-Degradable Materials

Cell-mediated local degradation of ECMs is critical to tissue development, maintenance, and remodeling
[40]. To mimic this behavior, proteolytically sensitive substrate motifs specific for natural ECM enzymes,
including matrix metalloproteinases and plasmin, have been incorporated into biomaterial scaffolds [41]

neurite extension through engineered networks require protease activity specific for the incorporated pro-
tease substrate motifs [42,43]. Structure–function analyses of cell invasion into synthetic hydrogels have
shown that the extent of invasion depends on protease substrate activity, adhesion ligand concentration,

(Figure 39.3). Consistent with migration behaviors in collagen and fibrin ECMs [40], cell migration and
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FIGURE 39.3 Enzyme-sensitive materials incorporating protease substrate motifs.

and network cross-linking density [44]. Furthermore, poly(ethylene glycol)-based hydrogels containing
RGD oligopeptides and substrates for matrix metalloproteinases engineered to deliver BMP-2 to bone
defects exhibit enhanced healing compared to standard treatments [44]. Bone regeneration in this model
is dependent on the proteolytic sensitivity of the matrices and their architecture.

39.5 Artificial Proteins as Building Elements for Matrices

Artificial analogues of ECM proteins incorporating structural motifs to reconstitute secondary structures
(e.g., coiled coil,α-helix) and convey controlled mechanical properties have been engineered via both syn-
thetic routes and recombinant DNA technology [45]. These artificial proteins provide opportunities to
generate novel hybrid macromolecules with additional or new functionalities and enhanced cost-efficiency,
while overcoming limitations associated with natural ECMs, such as a restricted range in mechanical prop-
erties, processability, batch-to-batch variability, and the potential of pathogen transmission. For example,
artificial proteins consisting of terminal leucine zipper domains flanking a central polyelectrolyte segment
produce coiled-coil domains that render the material into a reversible, self-assembling hydrogel [46].
Polymers containing the glycine–valine–glycine–valine–proline (GVGVP) repeat from elastin have been
designed to mimic the mechanical behavior of elastin [47]. These materials can be formulated as fibers and
networks to create artificial ECMs [48,49]. Moreover, combination of elastin and fibronectin motifs has
resulted in novel materials with biological and mechanical properties similar to those from natural ECMs
[50]. Engineering of biofunctionalized and synthetic glycosaminoglycan polymers represents another
promising avenue to artificial ECMs [51–53].

39.6 Conclusions and Outlook

Biomimetic materials incorporating bioactive motifs from natural ECMs have emerged as promising,
novel biofunctional materials for tissue maintenance, repair, and regeneration. Although considerable
progress has been attained in mimicking particular characteristics of ECMs, next-generation, bio-inspired
materials must incorporate multiple characteristics from biological matrices to recapitulate the robust
activities associated with these natural scaffolds. Furthermore, advances in materials engineering should
provide routes for integrating multiple ligands, ligand gradients, nanoscale clustering, and dynamic,
environment-responsive interfacial, and bulk properties. Finally, these biomimetic materials must be
designed to support the activities of multiple cell types to successfully mimic desired tissue behavior and
function.
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40.1 Introduction

In recent years, a great deal of attention has been directed toward nanotechnology and the potential
benefits that this growing field may bring to a wide variety of engineering applications. One of the
many applications of nanotechnology toward the biomedical sciences is the advancement of biomaterials
designed for tissue engineering, especially those intended for biological tissues with complex properties.
Nanoscience will be particularly useful in tissue engineering since the interactions between cells and
biomaterials occur in the nanoscale and the components of biological tissues are nanomaterials themselves.

Bone tissue, for example, is a nanocomposite composed of rigid hydroxyapatite (HA) nanocrystals

plates that are tens of nanometers in length and width and 2–3 nm in depth, impart compressive strength
to bone. Collagen fibrils (1.5–3.5 nm in diameter) form triple helices and bundle into fibers (50–70 nm
diameter) responsible for the unique tensile properties of composite bone tissue [2]. The unique and
complex mechanical properties of bone tissue arise from the interaction of these two components in the
nanoscale [3].

Similarly, nanomaterials possessing superior properties compared to conventional materials are cap-
able of imparting some of their properties onto macroscopic materials to form nanocomposites. In this
manner, biomaterials may gain enhanced properties for medical applications with the addition of nanoma-
terials. Biodegradable polymers, for example, are generally too weak for load-bearing tissue applications.
However, the incorporation of nanofillers into the polymer matrix can greatly improve the polymer’s
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(60%) precipitated onto collagen fibers (30%) (Figure 40.1) [1]. Hydroxyapatite, which occurs as small
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FIGURE 40.1 Nanocomposite structure of bone. The interaction between collagen fibers and HA nanocrystals in the
nanoscale gives rise to the complex mechanical properties of bone tissue observed in the macroscale. Cells operating
on this collagen/hydroxyapatite nanocomposite continually remodel bone on the microscale.

properties. More specifically, nanofillers have been shown to improve a composite material’s flexural mod-
ulus [4], tensile strength, stiffness, toughness [5–8], fatigue resistance [9], wear resistance [10], thermal
stability [11,12], and gas permeability properties [13]. Nanophase ceramic materials have been shown
to also improve bone cell functions [14] and can impart osteoconductivity and improved biocompat-
ibility to synthetic polymers [15,16]. Alternatively, HA nanocrystals can improve the osteoconductivity
and biocompatibility of natural polymers, such as collagen, by mimicking the natural composition of
bone [17–19]. The present chapter highlights current efforts toward nanocomposite scaffolds for tissue
engineering applications.

40.2 Nanocomposite Materials

40.2.1 Nanomaterials Overview

Nanomaterials, as described here, are defined as materials with at least one of three dimensions <100 nm.
Spherical nanoparticles, such as alumoxanes or silica nanoparticles, are nano-sized in all three dimensions.
Nanotubes (carbon nanotubes), rods, or needles (HA) have two nanometer-sized dimensions. Nanosheets,
such as layered silicates, have only one dimension in the nanoscale. Each of these nanomaterials offers
mechanical reinforcement or osteoconductivity by dispersing into a matrix and chemically interacting with
the macroscopic material. However, these particles are typically hydrophilic while the macroscopic material
into which they are dispersed is usually hydrophobic. Thus, nanomaterial dispersion and promotion of
interactions between the nanofillers and the macroscopic material are the two primary challenges for
nanocomposite development.

ical scaffolds. Each section of this chapter discusses the synthesis of a nanomaterial as well as the fabrication
Table 40.1 describes some of the many different nanomaterials currently being investigated for biomed-
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TABLE 40.1 Nanomaterials for Biomedical Composites

Composite materials for
Nanomaterial Chemical formula biomedical applications References

Carboxylate [Al(O)x (OH)y (O2CR)z ]n PPF Horch et al. [4]
Alumoxane
Montmorillonite Mx (Al4−x Mgx )Si8O20(OH)4 PLLA Lee et al. [11]

Polyurethanes Xu et al. [26]
Hydroxyapatite Ca10(PO4)6(OH)2 PMMA Fang et al. [39]

PEG, PMMA, PBMA, Liu et al. [40–42]
PHEMA, PEG/PBT
Chitosan Hu et al. [43]
PPF Lewandrowskiet al. [44]
Collagen Zhang et al. [45]

Silica SiO2 PMMA, PCL Rhee et al. [16, 46–47]
Yoo et al. [48]

Alumina Al2O3 Ce-TZP Nawa et al. [8,49]
Tanaka et al. [10]
Uchida et al. [50]

Carbon nanotube C PMMA Cooper et al. [65]
PLA Supronowicz et al. [67]

of nanocomposites from this material. A brief description of relevant issues and results of physical and
biological testing is also included for each material.

40.2.2 Functionalized Alumoxane Nanocomposites

Carboxylate-alumoxanes are alumina-based nanoparticles developed as inorganic ceramic fillers for a
variety of engineering applications. Alumoxanes are prepared directly from boehmite mineral in a “top-
down” synthesis involving acid hydrolysis [20]. Nanoparticle size is controlled by conditions during
synthesis and particles are easily functionalized based on the type of carboxylic acid used during synthesis
[21]. Certain functional groups can be added to the hydrophilic alumoxane nanoparticles to aid in
dispersion and covalent interaction with the composite medium. Vogelson et al. [6] modified alumoxanes
with lysine and p-hydroxybenzoic acid to reinforce organic epoxy resins and yield sizable increases in
thermal stability and tensile strength over blank resin [6].

In our laboratory, we have studied the effects of various surface-modified alumoxane nanoparticles
on the mechanical properties of a biodegradable polymer for load-bearing bone tissue applications [4].
Alumoxane nanoparticles with three different surface modifications were tested — “activated” alumox-
anes possessing two reactive double bonds available for interaction with the cross-link network of the
polymer; “surfactant” alumoxanes modified with long fatty acid chains to aid in dispersion within the
hydrophobic polymer; and “hybrid” alumoxanes modified with a surfactant chain and a reactive double

able poly(propylene fumarate)-based (PPF) system and the nanocomposites were tested for flexural and
compressive mechanical properties.

Unmodified boehmite particle composites showed no significant improvement in mechanical proper-
ties compared to polymer resin alone and demonstrated a significant decrease in flexural fracture strength
with increased loading. This is explained by the formation of large aggregates within the hydrophobic

expected to covalently interact with the PPF matrix, but instead tended to aggregate into micron-sized
clusters, which decreased flexural fracture strength with increased loading. Surfactant alumoxane nano-
composites demonstrated significant improvements in flexural modulus over blank polymer resin due
to the fine dispersion of nanoparticles within the polymer matrix as determined by scanning electron
microscopy (SEM). The hybrid alumoxane nanocomposites performed the best out of all materials by

bond within the same substituent (Figure 40.2). These nanoparticles were incorporated into a biodegrad-

polymer, which promote crack formation (Figure 40.3a). The activated alumoxane nanocomposites were
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FIGURE 40.2 Chemical structures of modified alumoxanes: (a) diacryloyl lysine–alumoxane (activated), (b) stearic
acid–alumoxane (surfactant), and (c) acryloyl undecanoic amino acid–alumoxane (hybrid).

FIGURE 40.3 SEM images of fracture planes of nanocomposite samples after mechanical testing: (a) unmodified
boehmite crystals in polymer, bar is 1 µm; (b) hybrid alumoxane nanocomposite, bar is 1 µm.

improving the flexural modulus of PPF at loading concentrations between 0.5 and 5 wt.%. At a 1 wt.%
loading, the flexural modulus reached 5410 ± 460 MPa, a factor of 3.5 greater than polymer alone

fracture strength up to 5 wt. % loading (Figure 40.4b). SEM images revealed that the surfactant chain
within the functional group of hybrid alumoxanes aided in dispersion within the polymer (Figure 40.3b)
while the significant increase in mechanical properties may be explained by covalent interaction between
PPF polymer and alumoxane nanoparticles. Thus, surface modification of alumoxane nanoparticles sig-
nificantly increased the flexural modulus of polymer nanocomposites without a detrimental effect on
fracture strength.

40.2.3 Polymer-Layered Silicate Nanocomposites

Layered silicates, derived from smectite clays, are commonly used as fillers for polymeric materials for
many different applications as their chemistries have been extensively studied [22]. Polymer-layered silicate
nanocomposites have shown improvements in mechanical, thermal, optical, physicochemical, and barrier
properties as well as fire resistance compared to pure polymers or conventional composites (composed of
micron-sized particles) [5,12].

(Figure 40.4a). Additionally, hybrid nanocomposites caused no significant loss of flexural or compressive
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FIGURE 40.4 Flexural testing of hybrid alumoxanes. Flexural modulus (a) and flexural fracture strength (b) of
hybrid alumoxane nanocomposites as a function of nanoparticle loading weight percentage. Error bars represent
mean ± standard deviation for n = 5. The symbol “*” indicates a statistically significant difference compared to the
pure polymer resin (p < .05).

These materials, unlike the other nanophase materials described in this chapter, are nano-sized in only
one dimension and thereby act as nanoplatelets that sandwich polymer chains in composites. Mont-
morillonite (MMT) is a well-characterized layered silicate that can be made hydrophobic through either
ionic exchange or modification with organic surfactant molecules to aid in dispersion [5,23]. Polymer-
layered silicates may be synthesized by exfoliation adsorption, in situ intercalative polymerization, and
melt intercalation to yield three general types of polymer/clay nanocomposites. Intercalated structures
are characterized as alternating polymer and silicate layers in an ordered pattern with a periodic space
between layers of a few nanometers [13]. Exfoliated or delaminated structure occurs when silicate layers
are uniformly distributed throughout the polymer matrix. In some cases, the polymer does not intercalate
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the layers of silicate, resulting in a phase-separated structure containing micron-sized clusters of multiple
silicate layers [5]. Typically, the greatest improvement of properties is observed in exfoliated structures
based on the degree of layered-silicate dispersion within the polymer [13,24,25], though intercalated
systems show more significant improvements in certain properties such as fracture behavior [23].

For biomedical applications, layered silicates have been incorporated into biodegradable lactide-based
polymers to improve mechanical properties for hard-tissue applications. Lee et al. [11] incorporated
MMT nanoplatelets into poly(l-lactic acid) (PLLA) with the aim of improving the intrinsic stiffness of
porous polymer scaffolds. Exfoliated composites were prepared by the exfoliation-adsorption process and
thermal and tensile mechanical properties were examined. The authors observed decreased glass transition
temperatures with the addition of MMT to PLLA along with a larger amorphous region, which may have
a positive effect on the biodegradation behavior of the composite. The tensile modulus of PLLA loaded
with 5.79 wt.% MMT increased approximately 40% compared to pristine PLLA while maintaining more
than 90% porosity.

Biomedical polyurethanes have also been modified with organically modified layered silicates (OLS) to
improve mechanical properties and reduce gas permeability. Xu et al. [26] demonstrated an increase in
tensile modulus with increased OLS concentration without the loss of strength and ductility that is typical
for filler systems. Additionally, they observed a fivefold decrease in water vapor permeability, which is a
major advantage for blood-contacting biomedical devices.

40.2.4 Hydroxyapatite Nanocomposites

As the nanostructure of bone was revealed, many researchers started to synthesize nanoscale HA and
investigate its properties. Among various methods to prepare HA, the wet chemical method is most
commonly used because it is well developed and easily adjusted for mass production [27]. Briefly, solutions
of either calcium hydroxide and orthophosphoric acid or calcium salts and phosphate salts are mixed in
a Ca/P ratio of 5 : 3. Under these conditions, HA will precipitate from the solution [28]. Researchers can
finely tune this simple method to make HA nanocrystals in various shapes such as spheres, rods, needles,
and plates [28–33].

Due to its low flexural strength and toughness, commercial HA powders (of micron-sized particles)
are usually limited to use as non-load-bearing implants or bioactive coatings on stronger materials, such
as titanium alloys, to promote bone ingrowth [34]. Nanocrystalline HA with an average grain size of
100 nm possesses superior bending strength (182 MPa) and compressive strength (879 MPa) compared
to conventional HA (in the range of 38–113 MPa in bending and 120–800 MPa in compression) [35].
Improved osteoblast adhesion, proliferation, and mineralization were also observed on the surface of
nanoscale HA [14,36–38].

It is very attractive to introduce nanoscale HA as a filler for widely used biopolymers to improve bioactive
and mechanical properties. As mentioned previously, however, the major challenge is achieving uniform
dispersion of hydrophilic HA nanoparticles throughout hydrophobic polymer matrixes. Surfactants, such
as lecithin, can be used to prevent aggregation of HA nanocrystals and homogeneously distribute them
into poly(methylmethacrylate) (PMMA) polymer [39]. Liu et al. [40,41] successfully modified the surface
of HA nanocrystals with poly(ethylene glycol) (PEG), PMMA, poly(butyl methacrylate) (PBMA), and
poly(hydroxyethyl methacrylate) (PHEMA) to produce chemical bonding between the filler and matrix
[40,41]. In another study, tensile strength and modulus of composites were significantly enhanced by
the improved interface of HA nanocrystals and PEG/poly(butylenes terephthalate) (PEG/PBT) block
copolymer [42].

Natural polymers have also been investigated for nanocomposites. In fact, a biodegradable chitosan/HA
nanocomposite made by in situ hybridization exhibited higher bending strength and modulus than
PMMA [43]. Moreover, nanoscale HA fillers can reduce water absorption, thus retaining material mech-
anical properties under moisture conditions for the potential application of internal fixation of bone
fractures [43].



© 2006 by Taylor & Francis Group, LLC

Nanocomposite Scaffolds for Tissue Engineering 40-7

In an in vivo study, the biocompatibility and osteointegration of biodegradable PPF polymer grafts
were improved when nanoscale HA was employed as opposed to micron-sized particles [44]. In another
study, HA nanocrystals were reported to grow on the surface of self-assembled collagen triple helices
along the longitudinal axes of their fibrils [45]. This designed hierarchical structure is very close to the
actual nanostructure of bone. Thus, HA nanocomposites provide significant advantages for successful
orthopaedic and dental applications in that they closely mimic natural bones and improve the bioactivity
of many materials.

40.2.5 Other Ceramic Nanocomposites

In an effort to enhance the osteoconductivity of PMMA bone cement, Rhee and Choi [16,46] incorporated
silica nanoparticles into the polymer. This composite was synthesized by sol–gel processing with the goal
of improving binding at the bone-implant interface. The authors observed high mechanical properties in
addition to crystalline apatite formation on implants in simulated body fluid.

While PMMA is useful as a bone cement, it is not ideal for tissue engineering applications as it is
nondegradable. Researchers incorporated the same type of silica nanoparticles into the biodegradable
poly(ε-caprolactone) (PCL) and also observed apatite formation and favorable mechanical properties
[47,48].

Another noteworthy effort at nanocomposite fabrication applied ceramic nanoparticles to a ceramic
material to enhance osteoconductivity and mechanical performance. Nawa et al. [49] developed a
ceria-stabilized tetragonal zirconia polycrystal (Ce-TZP) ceramic and incorporated alumina (Al2O3)
nanocrystals into it via wet chemistry methods for load-bearing bone applications. Further studies of this
material investigated its ability to induce apatite formation [50], in vivo biocompatibility, and resistance
to wear [10] with favorable results.

40.2.6 Carbon Nanotube Nanocomposites

Carbon nanotubes are among the strongest materials known because of their almost defect-free graphite
architecture with the sp2 type of carbon–carbon covalent bond, which is one of the strongest chem-
ical bonds in nature [51,52]. There are two types of carbon nanotubes: multiwalled carbon nanotubes
(MWNTs), first discovered in 1991 [53], and single-walled carbon nanotubes (SWNTs), first reported in
1993 [54,55]. Depending on the quality of nanotubes, elastic moduli can be as high as 1 TPa for SWNTs
and 0.3 to 1 TPa for MWNTs, while strength ranges from 50 to 500 GPa for SWNTs and 10 to 60 GPa for
MWNTs [56]. Owing to their very small diameters (ranging from 0.42 nm to dozens of nanometers) and
lengths of more than several micrometers, the aspect ratio (length-to-diameter ratio) of carbon nanotubes
can be more than 1000, while those of conventional carbon fibers are only about 100 [57]. Therefore,
carbon nanotubes could become the best reinforcing fiber for composite materials.

Both types of carbon nanotubes are synthesized by three methods involving gas phase processing,
namely, arc-discharge, laser ablation, and chemical vapor deposition (CVD) [58]. Subsequent purific-
ation procedures are required to remove impurities, such as catalyst particles, amorphous carbon, and
nontubular fullerenes, from the nanotubes [59].

One of the greatest challenges for developing carbon nanotube nanocomposites is separating nanotube
bundles, which aggregate into ropes due to strong inter-tube van der Waals attractions. This makes it
quite difficult to obtain a uniform dispersion of individual nanotubes into a matrix material. Another
significant challenge is effectively transferring load from a matrix to nanotubes, which have atomically
smooth surfaces. The main dispersion methods include mechanical procedures, sonication of nanotubes
in solvents and surfactants, and surface functionalization [60]. Among them, surface functionalization
seems superior in that functional groups on the surfaces can not only isolate individual nanotubes from
each other and therefore achieve uniform distribution throughout a matrix, but can also provide possible
sites for covalent bonding between nanotubes and matrix to facilitate load transfer. Dyke and Tour [61]
added various functional moieties to the surfaces of SWNTs by diazonium-based reactions and were able
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to separate bundles into individual nanotubes. Mitchell et al. [62] showed that such functionalized SWNTs
demonstrated much better dispersion in polymer than nonfunctionalized ones.

Many researchers have reported significant improvements of mechanical properties in thermoplastics
and epoxy resins by the addition of MWNTs or SWNTs [63,64]. Cooper et al. [65] found that impact
strengths of both types of carbon nanotubes in PMMA were significantly improved compared to pure
polymer. Carbon nanotubes provide another opportunity for creating dense ceramic composites with
enhanced mechanical properties by absorbing energy through their highly flexible elastic behavior during
deformation [66]. With the addition of 5 or 10% well-dispersed MWNTs, both the strength and fracture
toughness of alumina were greatly increased [56]. In addition to their exceptional mechanical properties,
carbon nanotubes also possess superior electric properties [58]. In an in vitro study, current-conducting
composites of polylactic acid (PLA) and multiwalled carbon nanotubes were effectively used as substrates
to expose osteoblasts to electrical stimulation, which promotes cellular functions for new bone formation
[67]. Though carbon nanotubes are a relatively new material for biomedical applications, they show great
potential for engineering biomaterials for hard tissue scaffolds.

40.3 Conclusions

As is evident by the described studies, a great deal of progress has been made toward improving bio-
materials for tissue engineering through nanotechnology. Nanocomposite scaffolds have demonstrated
enhanced mechanical properties and improved osteoconductivity of polymers as well as other materials.
The challenge remains to design a nanocomposite scaffold with mechanical properties suitable for hard,
cortical bone regeneration therapies. Future studies of nanocomposites should focus on answering an
important question: How do these novel materials perform in vivo? The in vivo biocompatibility and
osteoconductivity must be well characterized before the high potential of nanocomposite scaffolds for
tissue engineering can be achieved.
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In a very broad sense, preservation can be defined as the process of reversibly arresting the biochemical
reactions and therefore the metabolism of an organism (in a state of suspended animation [1]) in order
to sustain function after a “prolonged” exposure to otherwise lethal conditions. The lethal conditions are
created by the inadequacy of the surrounding medium in supplying nutrients and removing by-products,
exposure to draught, or the extremes of temperature that would disturb the biochemical processes vital
to the organism.

The rates of biochemical reactions are dependent on the proximity and mobility of the reactants.
Mobility is determined by the mutual interactions of the solvent with the solutes. The state of water (the
solvent) determines the mobility of the solutes and in return, the solutes change the structural organization
of nearby water molecules through hydrophilic and hydrophobic interactions. In the cytoplasm, the
thermodynamic state of the medium (and therefore the molecular mobility) determines the rate of
metabolic activity.

41-1
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FIGURE 41.1 Effect of timescales on cell response.

In this chapter, the mechanisms enabling preservation of biological systems will be examined from
the perspective of “molecular mobility” exploring the effects of the timescales for cooling, freezing,
crystallization, vitrification, structural relaxation, and diffusion. Following example underlines the
importance of timescales in preservation.

The timescales of biochemical reactions and the preservation conditions applied to the organism play
crucial roles in determining the success of preservation. For example, the ratio of the timescale of water
diffusion, τD, across the cell membrane (τD = r/3Lp��, where r , Lp, and �� are the cell radius,
membrane permeability, and osmotic pressure differential, respectively) to the timescale of cooling the
cell experiences, τC (τC = (2cpρr�T )/(3q′′), where cp, ρ, q′′, and�T are the specific heat, mass density,
heat flux, and temperature differential, respectively) determines the fate of a cell during freezing such that
(Figure 41.1):

• τD/τC > 1 causes excessive dehydration of the cell.
• τD/τC ∼ 1 establishes an intra/extracellular equilibrium such that the intracellular water trans-

ported across the membrane balances the extracellular osmotic increase induced by freezing
(the solute-concentration effect [2]) minimizing the amount of intracellular free water.
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• τD/τC < 1 results in rapid cooling (faster than the cell can reach equilibrium with its surroundings)

for the correlation between IIF and post-thaw viability of mammalian cells).
• τD/τC � 1 theoretically, yields to ultrafast cooling without ice crystallization (if as an additional

constraint τα/τC � 1 where, τα is the timescale of structural relaxations) enabling vitrification of
the extracellular medium, and more importantly the cytosol.

41.1 Water–Solute Interactions and Intracellular Transport

Water is the most abundant substance in and around an organism, yet it is the least understood in terms
of its role in biological function and preservation. Water has unique physical and chemical properties

a = 4 to 7 kJ/mol
[7]) with bond energies similar to the local thermal fluctuations are continuously formed and broken
between neighboring water molecules organizing them into flickering clusters of minimum free energy.
These loosely bonded hydrogen clusters have very short life spans (τW = 10−11 to 10−12 sec) and are
quickly destroyed just to form new ones in a never-ending cycle. This behavior establishes the basis of
molecular mobility of water such that even in pure liquid form, a single water molecule is not inde-
pendent in its motion but, at any instant of time, moves in coordination with a cluster of molecules. It is
therefore widely believed that for water a cluster (rather than an individual water molecule) is the element-
ary structural unit and the interactions of clusters are responsible for its unique chemical and physical
properties [8].

There is a continuous tug-of-war between the hydrogen bonds trying to stabilize the network of
water molecules and the temperature dependent random motions breaking these bonds. With decreasing
temperature, the magnitude of local thermal fluctuations decrease, increasing the lifetime of the hydrogen
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FIGURE 41.2 Self-diffusivity of water. Data of water diffusivity in 70% trehalose solution: NMR by Ekdawi-Sever
et al. [112], NMR by Rampp et al. [42] and DMS by Conrad and de Pablo [41]; water diffusivity in 75% sucrose
solution: Ekdawi-Sever et al. [112]; water diffusivity in the supercooled region: DMS by Paschek and Geiger [113] and
NMR by Price et al. [114]; water diffusivity in ice: Onsager and Runnels [115] and Petrenko and Whitworth [116];
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inducing Intracellular Ice Formation (IIF) known to be lethal to most cells (see Figure 41.2 Toner [3],

[4] (for a complete review, see Franks [5], for an extensive collection of the properties and the anom-
alies of water, see the excellent electronic source by Chaplin [6]). Hydrogen bonds (E
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bonds among water molecules (i.e., the number of available neighboring hydrogen bonding sites per water
molecule at any given time decreases). Water mobility (and its self-diffusion coefficient, Dw, as shown in

and grow [7]. Water mobility is not only a function of temperature but also the thermodynamic state. For
example, Dw of liquid water decreases only by an O(2) over a range of 150 K whereas it drops by an O(6)
upon freezing at 0◦C (Figure 41.2). In the frozen state, each water molecule makes hydrogen bonds with
only four neighboring molecules in a three-dimensional tetrahedron-like configuration. The degree of
tetrahedricity (perfectness of the tetrahedral configuration) increases with decreasing temperature [10].
The strong interations between water molecules also cause an unexpected decrease in Dw when the density
is decreased by increasing hydrostatic pressure. In water, density decrease lowers the hydrogen bonding
possibility, therefore reduces mobility. In other liquids however, mobility is increased due to the increase
in the free volume.

Any surface (hydrophilic or hydrophobic) or solute (charged or uncharged) disrupts the bonding
patterns of the water molecules in its near vicinity causing local polarization and altering the life cycles of
the surrounding water clusters [6,11]. This results in variations in water mobility, which can be detected
by methods such as Nuclear Magnetic Resonance (NMR) and Fourier Transform Infrared Spectroscopy
(FTIR). Close to a hydrophilic surface exerting a higher attraction force, water mobility decreases (the water
molecules make stronger bonds with the surface and they are less available to join in a cluster). This causes
depression of the freezing temperature and is the origin of the “unfreezable water” concept frequently
used by the cryobiologists. Similarly, in close proximity to a hydrophobic surface or a solute, in this case
entirely due to geometrical factors limiting hydrogen bonding possibility (that the water molecules can not
make bonds with the hydrophobic surface), in the direction perpendicular to the surface, water mobility
and therefore diffusion decreases. Parallel to the hydrophobic surface however, water diffusivity is not
different from that of free water [12]. The coexistence of hydrophobic and hydrophilic surfaces on most
proteins therefore creates large spatial gradients of water mobility, which may be closely related to protein
function (e.g., the alternating regions of high and low water mobility within the hydration shells of actin
filaments are thought to be contributing to the movement of myosin along these filaments [13]). Ions also
affect nearby water molecules and alter their mobility [14]. For example, structure-breaking solutes such
as urea [15] and large ions such as I− and Cs+ [14] increase the mobility of the water molecules in their
immediate vicinity. Small ions such as Mg++ and F−, on the other hand, have the opposite effect on their
hydration layer. Interactions with nearby surfaces and solutes change the lifetime and the stability of each
vicinal water cluster and change their physical properties (e.g., low mobility vicinal water has lower mass
density, lower freezing point, and higher specific heat than bulk water).

The interaction of water with solids and surfaces is mutual. Water is not only a solvent but is also a react-
ant itself. It is a substance functioning in cooperation with the solutes [16] altering their charge, conforma-
tion, and reactivity. The range of water–solute interactions (the distance a water molecule should be from a
surface or a solute to be fully isolated from its effects) is one of the most controversial topics in the literature,
however it is widely accepted that vicinal water layers do not extend beyond 1 to 10 water molecules.

41.1.1 Intracellular Water and Molecular Mobility

In isotonic conditions, approximately 70% of the cell’s volume is water. However, it would be wrong to
think that the intracellular solutes and macromolecules bathe in a dilute solution. It has long been known
that most, if not all, of the intracellular water exhibits physical properties unlike those in the bulk [17]
(see the Dw

of proteins (200 to 300 g/l) [18], ions, amino acids, fatty acids, sugars, and other small solutes in the
cytoplasm enmeshed in a network of cytoskeletal macromolecules (actin filaments, microtubules, and
intermediate filaments). In individual organelles (such as mitochondria) the protein concentration may
be even higher [19]. Within the cytoplasm, at any given time, water molecules are either a part of a
tight cluster (bulk water) or in the close vicinity (vicinal water) of a surface (cell or organelle membrane)
or a solute (a macromolecule, ion, or amino acid). There is not a consensus in the literature on the relative

Figure 41.2) therefore decreases [9,10] while the water clusters they participate in get more densely packed

in erythrocytes in Figure 41.2). This is attributed to the presence of high concentrations
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populations of vicinal and bulk water within the cytosol. The estimates vary in a range of 0 to 100% of the

to the various subpopulations of water molecules in the close proximity of surfaces/solutes also vary from
one source to another (hydration, bound, vicinal, essential, structural, ordered, unfreezable, osmotically
inactive, etc.).

Overall cytosolic mobility is directly related to the metabolism and function of a cell [20,21]. However,
the mobility of water in the cytosol is not spatially homogeneous [22,23] as evidenced by the presence of
compartmentalization inside the cytoplasm (regions of solute aggregation and variable water mobility)
using Fluorescence Recovery After Photobleaching (FRAP) [24] and Raman Scattering Microscopy (RSM)
[25]. It is postulated that the intracellular mobility gradients determine the active and resting states of
cells [26,27] and are altered in response to osmotic stress [28] and in the presence of carcinogens [26].

As opposed to dilute solutions, where the chemical reactions are transition-state-limited [29], most
of the biochemical reactions in crowded environments are diffusion-limited. However, the diffusion
mechanism in the cytoplasm is different from that in a dilute solution and is altered by the increased
frequency of close-range interactions such as binding of and collisions between solutes and surfaces.
In order to determine the hydrodynamic properties of the cytosol (translational, rotational diffusion
coefficients and viscosity) various techniques have been utilized (NMR, FRAP, Electron Spin Resonance

(e.g., cytosolic viscosity values vary from 0.5 to 5 times that of water) and contradict each other (see

different methods and tracer molecules). The main reason for the discrepancy among the reported values
is believed to be originating from the differences in the methodologies applied (such as the measurement of
the translational diffusivity of a very large number of tracer molecules over a large volume [∼1/10 to 1/20
of the volume of an attached cell] with FRAP or the shortcoming of NMR in distinguishing the signals
from the intermolecular and intramolecular bonds and the requirement for relatively long acquisition
times [31]), the characteristics of the tracer used (e.g., its size [24]), and inability of most of these
methods to distinguish among different molecular interactions (free diffusion, binding, or collision) in this
crowded environment [32]. The differences observed between the cytoplasmic viscosity values measured
by rotational vs. translational diffusion of tracers indicate that physical interactions (such as binding and

TABLE 41.1 Most Common Methods for Measurement of Molecular Mobility

Method Quantity measured Range/limitations

Nuclear magnetic
resonance (NMR)

Relaxation times T1, T2 of proton
(1H) and carbon (13C) nuclei of
water–carbohydrate samples

Cannot distinguish between the intermolecular and
intramolecular bond signals. Measurement times are
higher than the measured relaxation times

Dielectric spectroscopy Complex dielectric permittivity Water dipole moment relaxations in the kHz–GHz
range

Differential scanning
calorimetry (DSC)

Specific heat change�Cp|T=Tg May be used in the 100–1500 K range. Measures the
glass transition temperature of the bulk sample

Fluorescence recovery after
photobleaching (FRAP)

Translational diffusivity of the
tracer molecule

Measures mobility of very large number of molecules
in a large area (∼1 µm3). Measurements in a glass
are not feasible due to photobleaching

Electron spin resonance
(ESR)

Spin relaxation of molecular
probes (such as tempol)

Rotational mobility range [110]:
t = 10−12–10−8 sec (continuous-wave EPR),
t = 10−7–103 sec (saturation tranfser EPR). Probe
properties change with hydration level [111]

Fourier Transform Infrared
Spectroscopy (FTIR)

Molecular bond vibration Strong absorption of IR light by water

Circular dichroism
Quasielastic neutron

scattering (QNS)
Measurement time∼10−12 sec,

Measurement distance∼1A [17]

(ESR), etc. See Table 41.1 for details). The values reported in the literature lie in a very broad range

total intracellular water (for details, see Clegg [17] and the references therein). Similarly, the names given

reviews by Luby-Phelps et al. [24] and Arrio-Dupont et al. [30] for cytosolic diffusivity measurements using
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the small solutes and ions, and it is therefore not feasible to assign a single parameter for mobility. Even
though the viscosity of the cytosol is not significantly higher than water, some large macromolecules
do not diffuse at all in the timescale of hours [34]. This would limit the reaction rates of some of the
intracellular biochemical processes, if they depended on diffusion only. Nature overcomes this problem
by crowding certain reactants in small regions (compartmentalization) of the cytoplasm [35], which also
explains the spatial heterogeneity of water mobility observed intracellularly [22,23].

41.1.2 Transmembrane Water Transport Effects

The cell membrane shows very low resistance to water transport. However, it is the biggest obstacle to the
transport of solutes. Membrane permeability to solutes depends on the size, charge, and the hydrogen

Transport across the cell membrane in response to osmotic gradients is at the cornerstone of biopreser-
vation studies since it is directly related to administration of preservation agents and to the amount
and mobility of the intracellular water. Water is transported into the cell by three different methods
(a) diffusive transport across the membrane, (Lp ∼ 2–50× 104 cm/sec), (b) facilitated transport through
membrane channels (Lp ∼ 200 × 104 cm/sec), and (c) cotransport through glucose transporters and
ion channels (Lp ∼ 4× 104 cm/sec) [37]. Methods for quantifying membrane transport are reviewed by
Verkman [38].

Both desiccation and freezing (as well as their complementary processes; rehydration and thawing)
induce very high osmotic gradients across the cell membrane. Cells are capable of responding to mild
osmotic gradients by adjusting their volume, mainly by water transport. Applying an osmotic gradient
almost all of the free water (called the osmotically active water) in a cell can be removed temporarily without
any permanent damage. The water of hydration (participating in the osmotically inactive volume) on the
other hand, is tightly associated with the solutes and surfaces and upon removal causes polarization of
surfaces, aggregation and denaturation of the macromolecules [20,21].

41.2 Molecular Mobility in Preservation

In a dilute, nonreacting, binary solution diffusivities of the solvent and the solute depend on their relative
molecular sizes [39] as well as their concentrations and temperature. For this system, Stokes–Einstein
relationship correlates the hydrodynamical properties of the solution as,

Dtranslational = kT

nπrη
, (41.1)

where, D, k, T , r , and η are the diffusivity, Boltzmann’s constant, absolute temperature, hydrodynamic
radius of the diffusing particle (van der Waals radius), and the viscosity, respectively. The constant n, takes
the value of 6 for a “stick (hydrophilic) boundary” condition and the value of 4, for a “slip (hydrophobic)
boundary” condition. With increased solute concentration, diffusion becomes more restricted and differ-
ent interactions such as collisions with other solutes and binding between molecules start to dominate
and deviations from the Stokes–Einstein relationship is observed.

For a supersaturated solution, crystallization is the energetically most favorable path. However, if the
concentration increases very rapidly (or the temperature drops very fast) a meta-stable “glassy” form can
be reached. For a glass-forming system, the transition from a dilute to a concentrated solution diffusion
mechanism is determined by the concentration corresponding to the crossover temperature, Tc, predicted
by the Mode Coupling Theory [40]. At the crossover temperature there is a transition from liquid-
like to solid-like dynamics. Note that Tc ∼ (1.14–1.6)Tg for most glass-forming solutions, where Tg is
the glass transition temperature. Diffusion in very high concentration solutions (close to glass transition

collisions) present a higher obstacle to diffusion when compared to fluid phase viscosity (see e.g., Figure 1
in Mastro and Keith [33]). Crowding and solute concentration affect larger macromolecules more than

bonding characteristics of the solute (for a review of membrane transport phenomena, see McGrath [36]).
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Free diffusion:
Unrestricted diffusion down the osmotic gradient. With increased concentration,
limiting factors (such as chemical interactions between solutes or interparticle
collisions) start to dominate

Cooperative diffusion:
Appears with the transition from liquid- to solid-like behavior at the critical
temperature, Tc, during rapid cooling (or at the critical concentration during
isothermal desiccation) requiring the collaboration of all of the molecules in a
non-crystalline cluster to loosen their cage to give enough space to a single
molecule to diffuse. At this regime a and b-relaxation times start to decouple

Decoupled diffusion:
Decoupling of the diffusion of the
matrix molecules making up the
glass from that of the solvent and
small solutes. Starts with the
stopping of the a-relaxation
processes of the glass-forming
matrix at the glass transition

Jump diffusion:
In a crystal, diffusion is directly
correlated to the presence of defects
(vacancies or additions). Solvent or
small solute molecules jump from
one vacancy in the crystal matrix to
another

FIGURE 41.3 Mechanisms of diffusion.

temperature) is governed by the frequency of jumping between the cages surrounding the tagged molecule
(either the solvent or a small solute) and is comparable to the time the molecule spends entrapped in the
cage rattling (β-relaxation) [41]. This is similar to the mechanism of diffusion in crystalline systems, where
the diffusing molecule jumps between the crystal defects (vacancies). Frequency of jumping is inversely
related to the structural relaxation (α-relaxation) time, τα of the matrix. Temperature dependence of
ταdistinguishes between the “fragile” and “strong” glasses, where the variation in τα with temperature is
steeper in the former case. In Figure 41.3 changes in the mechanism of diffusion with the thermodynamic
state of the system is summarized.

In a concentrated and crowded environment such as in the cytosol, the motion of a small solute can

by the α-relaxation timescale of the system), which results in a net displacement of the molecule down
its osmotic gradient and (2) the random motion, which does not result in a net displacement. The
random motion is governed by the physical and chemical interactions with the solvent and the sur-
rounding solutes and is characterized by the β-relaxation timescale of the system, which includes rotation
and Brownian motion. When the solvent is frozen, as a function of the storage temperature and the
perfectness of the crystal structure formed, α-relaxation timescale increases. Depending on the relat-
ive magnitudes of the solvent and the solute molecules (and the size of the pores formed) β-relaxation
may still continue (Figure 41.4b). Note the unfrozen bound water molecules in close proximity to the
protein surface with lower mobility. If the system is desiccated (to a point where some of the water
molecules in the hydration layer is also removed), both α and β-relaxations of the system may be stopped
completely, however, due to removal of the hydration layer, the protein may denature and its active
site may not be available for the binding of the ligand (Figure 41.4c). If denaturation of the protein is
irreversible, even after rehydration (when molecular mobility is restored) the ligand can still not bind
to the protein. Carbohydrates may be administered in order to prevent the denaturation of the pro-
tein while water is removed from the system lowering the mobility within the medium forming a glass
(Figure 41.4d,e).

be divided into two main components (Figure 41.4a) (1) the translational diffusive motion (governed
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FIGURE 41.4 Molecular mobility in biopreservation.

For high solute concentrations in the absence of crystallization, Vogel–Tammann–Fulcher (VTF)
equation predicts the changes in the timescales of molecular motion as:

τ = τo e−(BTo)/(T−To), (41.2)

where τ is the timescale of molecular motion, T0 is the Kauzmann temperature corresponding to the zero
mobility state, τo is the timescale of motion at the Kauzmann temperature (usually taken to be in the
order of 1017 sec), and B is a constant related to the energy of activation of the relaxation process. The
values of B, for different carbohydrate solutions can be found in Rampp et al. [42].
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41.2.1 Molecular Mobility in Supercooling and Phase Change

At temperatures below the freezing temperature (0◦C, 1 atm) water may exist as a supercooled liquid or
ice. The theoretical limit for the presence of free water in the liquid form is −40◦C, where homogeneous
crystallization is initiated. For freezing to occur at any given temperature, certain number of water clusters
should form at the same time and reach a critical size (known as the formation of a nucleation embryo).
With decreasing temperature, the critical number of water molecules required to form a nucleation
embryo for the initiation of freezing decreases (from approximately 16,000 at −10◦C to 120 at −40◦C
[5]) and at −40◦C, it becomes statistically impossible for free water to remain in the liquid phase. In
biological systems, due to the presence of small hydrophobic solutes with low surface energy (such as
ice nucleating proteins in certain plants and bacteria that survive freeze injury), ice nucleation in the
supercooled state is initiated well before the theoretical limit is reached. This is believed to help protect
against the freeze-induced damage by minimizing compartmentalization and creating a more uniform ice
structure.

With decreasing temperature, the diffusivity of liquid water decreases (approximately O(2) 370 to 240 K,
see due to change in the mechanism of diffusion from unrestricted to cooperative

O(6) as shown in Figure 41.2). The reduction in water mobility with supercooling and liquid-to-solid
phase change in addition to the decrease in most chemical reaction rates at low temperatures, makes
cryopreservation feasible.

41.2.2 Cryopreservation

Certain organisms are known to synthesize carbohydrates upon exposure to cold and desiccation (such as
trehalose synthesis by Escherichia coli [43], yeast [44], and nematodes [45]), which is crucial for their
survival [46]. It was discovered (by accident) that glycerol also protects against freeze injury. These findings
have fueled researchers to explore ways to use these chemical agents (cryoprotectants) for the preservation
of biological organisms, which are normally not freeze or desiccation resistant. Over the years, this has led
to the discovery of other cryoprotectants such as dimethylsulfoxide (DMSO) and ethylene glycol.

Cryoprotectants traditionally are divided into two main groups as membrane permeable and imper-
meable. Most effective and widely used cryoprotectants, DMSO [47], ethylene glycol, and glycerol are
highly membrane permeable whereas most of the carbohydrates (trehalose, hydroxyethyl starch, dextran,
etc.), proteins, and polymers are normally not. Exposure to membrane impermeable (or low permeability
when compared to that of water) cryoprotectants creates an osmotic gradient across the membrane, to
which a cell responds by shrinking. If a membrane permeable cryoprotectant is present on the other hand,
after initial shrinkage, with prolonged exposure and penetration of the chemical, the cell recovers to its
original volume. Similarly after thawing, to remove intracellular cryoprotectants, the cells are exposed to
hypotonic solutions. This results in swelling of the cell followed by return to its isotonic volume. It is widely
accepted that a significant part of freeze damage is related to the uncontrolled swelling response during
thawing, that the membrane stretches beyond its mechanical limit and ruptures. The volume response of
the cell to cryoprotectants creates changes in the cytoplasmic molecular mobility due to the changes in
(a) the amount of cytoplasmic free water present at any time, (b) the intracellular solute concentration,
and (c) the changes in the electrical potential gradients due to proximity of macromolecular surfaces.
Additionally, during freezing, depending on the freezing-rate-dependent solute concentration (as presen-
ted previously in the first part of this chapter) volume of the cell changes responding to osmotic gradients

indirectly correlated to the presence of intra/extracellular ice (such as solute concentration, membrane
potential change, mechanical damage by ice crystals, steep electrical potential, and osmotic gradients,
etc.), however the exact mechanism of freeze injury is not known.

Cryopreservation is a process, which inherently disrupts intra/extracellular continuum and introduces
heterogeneity within the cytoplasm. During freezing of a complex solution, there always is a mutual

Figure 41.2)
(Figure 41.3). Upon freezing, the drop in water diffusivity becomes even more significant (approximately

(Figure 41.1). Briefly, damage to cells during cryopreservation is attributed to various factors directly or
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interaction between the two phases present simultaneously: the frozen liquid phase, which rejects solids
and the supercooled liquid phase, which cannot freeze due to the increased concentration of the solutes
rejected by the ice. Presence of solutes depresses the freezing temperature of the water, as a function of
their mole fraction. The tug-of-war between these two phases introduces compartmentalization yielding
to very high osmotic and electrical gradients within the cytosol. This may explain the low survival rates
recorded at relatively high subzero temperatures.

To this date numerous post-thaw viability and function experiments have been performed with virtually
every kind of cell using cryoprotectants at different concentrations, freezing/thawing rates, and storage
conditions. Interested readers are directed to reviews by Mazur [48] and McGrath [36]. Interestingly,
the mechanism of cryoprotection offered by the most widely used chemicals, for example DMSO and
glycerol, is not known [49,50] beyond the colligative action (that they replace the water molecules in the
cytosol) and their “strong interaction potential with water” at low temperatures. The colligative action
of cryopreservatives in the absence of water can be divided into the space-filling effect, which prevents
structural collapse and the osmotic effect, which presents the cryoprotectant as an alternative solvent
reducing solute concentration. DMSO has a very high hydrogen bonding affinity toward water creating
a nonideal mixture behavior (e.g., even though the freezing point of water and DMSO are 0 and 18.6◦C
respectively, the freezing point of a 1 : 3 molar ratio DMSO–water solution is −70◦C).

Given that, DMSO is toxic at high temperatures [51] and has been shown to cause gene activation

surprising that it works so well for preservation at low temperatures in spite of its biological inadequacy: an
indication that the preservation phenomena is directly related to the thermodynamical properties of most
cryoprotectants (freezing point depression), their effects on the structure of water (such as eliminating
ice crystallization), and to the degree of molecular mobility reduction they offer (e.g., DMSO increases
cytoplasmic viscosity [50]).

A mechanism offered to explain the protective potential of membrane permeable cryoprotectants and
certain solutes introduced artificially into the cell (such as carbohydrates) is that they have the ability to
retard ice formation by replacing water and imposing an ordered water structure resistant to crystallization.
Raman Scattering, NMR, dynamic molecular modeling, and Quasi Elastic Neutron Scattering data indicate
that especially trehalose, even at low concentrations breaks the structure of adjacent water molecules and
slows down their mobility [54,55] and therefore makes them more resistant to crystallization at low
temperatures [56]. Similarly, DMSO can alter the structure and the rotational and translational mobilities
of water (e.g., 10% DMSO reduces the self-diffusion coefficient of water by half [50]) as a function of its
concentration and environmental temperature [57]. Analysis of osmotic stress injury to frozen cells [58]
in the presence of DMSO, glycerol, and ethylene glycol [59] also point to different reasons to explain the
protective mechanism offered by these cryoprotectants beyond their colligative action.

Even though the chemical reaction rates are expected to slow at low temperatures following Arrhenius
kinetics, due to freeze concentration, which decreases the distance between reactants and changes the pH
of the medium in addition to the possible catalytic effects of ice crystals [60] (and given that proton mobil-
ity is higher in ice than in water due to the organized crystal structure), some enzyme-catalyzed chemical
reaction rates do increase by orders of magnitude in the frozen state as compared to supercooled state
[61]. Combined with the detrimental effects of IIF, the factors stated above formed the scientific reasoning
behind development of an alternative preservation method: preservation of cells in an undercooled state
[62]. It is known that with the addition of each mole of solute to one liter of water suppresses the freezing
temperature by approximately 2◦C by increasing the entropy of the liquid phase. It was shown that if
structural stability at subzero temperatures could be ensured so that the probability of intra/extracellular
ice formation is at a minimum, short-term storage could be feasible for certain cells. This can be
achieved for example, by adding ice nucleation retarding solutes, applying high pressures, or using smaller
water volumes with minimum peripheral contact (such as utilization of small water droplets suspended
in oil).

The intracellular ice formation (IIF) has been thought to be the main source of viability loss for
preserved biological systems. It is postulated that the ice crystals in the cytosol mechanically disrupt the

(for a review, see Ashwood-Smith [52]) and have mutagenic potential [53] at high concentrations, it is
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cytoskeleton and the macromolecules in addition to causing very high localized solute concentrations due
to solute rejection from the frozen phase. It is also suggested that IIF can not form by itself and is usually
induced by Extracellular Ice Formation (EIF) breaching the cell membrane through membrane pores,
enlarging them and causing the membrane to rupture.

It was therefore suggested that if IIF and EIF can be eliminated altogether (in spite of the disadvantages
of having to load very high concentrations of cryoprotectants into the cells and keeping them at liquid
nitrogen temperatures) then the preservation of cells, organs, and even whole human bodies would
be possible in a vitrified state [63]. With high cryoprotectant concentrations (as high as 9 M [63])
and low temperature storage, ice formation within the cells can be completely eliminated and also an
intracellular amorphous (or glassy?) state may be reached. This line of work however, is not supported by
detailed theoretical, experimental, and numerical analysis of molecular motion confirming the presence
of intracellular glass. Given that the glass transition temperatures for DMSO, glycerol, and ethylene
glycol (at 100% w/w) are −122.2, −187, and −115◦C, respectively [64] when compared to that of
pure water (−135◦C) even if their primary mechanism of action in preservation at high concentration
is by vitrification, then their only role is relaxing the high cooling rate (106 K/sec) requirement for
the vitrification of water. Actually, for a 5 M solution of DMSO in water, the critical cooling rate for
vitrification (the cooling rate at which crystal formation is minimum) is approximately 10 K/sec. This is
achievable, however the critical warming rate is still unattainable (108 K/sec) [65].

41.2.3 Vitrification

The discovery of the presence of a vitrified state in the cytoplasms of desiccated plant seeds [66], Artemia
cysts, and fungal spores started extensive research for desiccation preservation of mammalian cells
and tissues. For plants and certain animals, it was shown that the transition to the glassy state was
enabled through the accumulation of certain carbohydrates (glucose, sucrose, raffinose, and stachyose in
plants, and trehalose in microorganisms and animals making up about 15 to 25% of their dry weight).
Having the same chemical groups (–OH) as water, carbohydrates are hypothesized to replace the hydrogen
bonds formed between water molecules and the macromolecules in the cytoplasm and the lipid mem-
branes stabilizing their conformations in the absence of water [5]. This has formed the basis of the “water
replacement hypothesis” [67] that was offered as an explanation for the protective capacity of certain
carbohydrates against freezing and desiccation damage. Another theory proposed is based on the “prefer-
ential exclusion” of carbohydrates from macromolecule surfaces [68,69]. This theory predicts that when
water is scarce in the cytoplasm (as would be the case during desiccation or freezing), water molecules
in the hydration shell of the macromolecules remain undisturbed while the void left by the removed free
water is filled by the carbohydrates eliminating structural collapse. It is not known to this date which
one of these hypotheses explains the protection mechanism responsible for reducing macromolecule and
membrane denaturation during desiccation.

Additionally, a recently introduced hypothesis based on molecular mobility measurements suggests that
the main protective effect of carbohydrates is by breaking the structure of the surrounding water molecules
(especially at low water concentrations) and creating more structured water clusters, therefore enabling
encapsulation of biological macromolecules in a rigid matrix [70]. This hypothesis is in agreement with
the additional claim made by the first two hypotheses that upon removal of the free water, a cytosolic
glass with reduced molecular mobility is formed, virtually stopping all biochemical processes. In addition
to carbohydrates, certain solutes abundant in the cytosol (such as proteins, amino acids, ions, and salts)
are also thought to be participating in the formation of the cytoplasmic glass [71] (for a recent review,

determined by the glass transition temperatures of its constituents. Since it has a very low glass transition
temperature (Tg = −135◦C), water significantly reduces the glass transition temperature of carbohydrates
as a function of its concentration.

Chemical reaction rates have been shown to decrease in the presence of high concentrations of carbo-
hydrates, facilitating protein dynamics studies [73,74], slowing down oxygen diffusion therefore increasing

see Buitink et al. [72]). It should be noted that the glass transition temperature of an ideal mixture is



© 2006 by Taylor & Francis Group, LLC

41-12 Tissue Engineering and Artificial Organs

the stability of fluorescent molecules [73], reducing degradation of enzymes [75,76] and proteins [74,77],
and enabling lyophilization of bacteria [78] and viruses [79] supporting the cytosolic vitrification hypo-
thesis by experimental evidence. However, contradicting reports also exist, where researchers did not find
any difference between the state diagrams (glass transition temperature as a function of water content)
of desiccation tolerant and intolerant plants [80]. This has been offered as the basis of why cytosolic
vitrification alone can not be responsible for preservation in the desiccated state.

It was shown that for the carbohydrates to protect against desiccation damage, they should be present
on both sides of the membrane [81]. Almost all of the glass-forming carbohydrates and polymers are
membrane impermeable and should be introduced artificially with the exception of glucose. Currently
applied reversible membrane breaching methods are microinjection [82], osmotic shock [83], electropor-
ation [84,85], thermal shock [86], acoustical exposure [87,88], endocytosis [89], and transport through

method utilized is the genetic modification of mammalian cells to express genes for coding carbohydrates
intracellularly [92]. It is still perceived as a challenge to upload mammalian cells with high concentrations
(0.2 to 0.3 M ) of carbohydrates required for preservation.

A glass is a metastable liquid with very low molecular mobility of its main structural ingredient, which
forms an amorphous matrix rather than an energetically more favorable crystal. Whether achieved by
rapid cooling, desiccation, addition of cryoprotectants or carbohydrates, amorphous to glassy phase
transition is characterized by a sharp discontinuity in the temperature–density curve. As an indication of
very compact packing in the molecular arrangement in the glassy phase, density is a very weak function
of temperature. At the glass transition temperature, specific heat also decreases significantly since a
higher percentage of the thermal energy transferred to the system causes a temperature change without
being dissipated by the exceedingly confined molecular motions of the matrix molecules. Even though
vitrification is characterized by a very significant change in viscosity (O(7–9)), and the stopping of α-
relaxation processes, depending on the relative sizes of the matrix molecules and the solvent remaining in
the system, molecular motion does not completely stop [42]. During drying of thin films or small droplets
of high molecular weight polymer and carbohydrate solutions for example, evaporation continues even
though early on a glassy film is formed on the surface. The decoupling of matrix mobility from that of the
solvent at glass transition may present a challenge that the diffusion of the solvent and the small solutes
can not be prevented during storage of biological materials. The glass transition temperature increases
with increasing molecular weight. Therefore, with increasing molecular weight of the matrix, the mobility
of the solvent at matrix glass transition also increases [93,94]. This has led some researchers [95] to
conclude that a glassy matrix (actin embedded in a glass formed by dextran, a very high molecular weight
carbohydrate) can not protect against desiccation damage. Apparently, in this particular case even though
the matrix was glassy, decoupling of matrix and solvent (and small solute) mobilities were very significant
resulting in denaturation of actin.

It would be wrong to conclude however, that the diffusion of small solutes and the solvent in a glassy mat-
rix would not be affected by the presence of the glass. With increasing solute concentration, the mobility of
the solvent is increasingly limited and therefore the solvent switches from the free, unrestricted diffusion

that the transition in the diffusion mode of water coincides with the point, where the carbohydrates have
been shown to form a three-dimensional hydrogen bonded network [97]. The diffusion constant shows
an Arrhenius type dependence on temperature above and below the glass transition temperature (with
different activation energies) indicating decoupling of the solvent and the carbohydrate matrix mobility
[98–100]. For example, during desiccation diffusivity of water in the Artemia cysts decreases with decreas-
ing water content, however below a critical water content corresponding to 0.15 gwater/gdrymatter [101], it
starts to increase.

As opposed to diffusion in a glassy matrix, where translational mobility is dictated by cooperative
diffusion, in cryopreservation, diffusion is dependent on the presence of defects in the crystalline structure
(and the presence of grain boundaries). In a perfect crystal (without any defects or grain boundaries),

to jump-diffusion (Figure 41.3) between the cages formed by the glassy matrix [96]. There is evidence

mobility of the solvent and small solutes are exceedingly hindered (Figure 41.2).

switchable membrane pores [90,91]. For details of these methods, see Acker et al. [81]. An alternative
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For glass-forming liquids, with increasing cooling rate, the probability of reaching the glassy state
increases (when compared to crystallization). However, since a glass is intrinsically a liquid with a higher
energy than its crystal, given enough time (depending on the characteristics of the carbohydrate and the
storage conditions this could be weeks, years, or even centuries) it will crystallize.

In the absence of chemical and electrical interactions, the size of a molecule determines its mobility
in a glassy matrix. In dextran solutions, for example with increasing molecular weight of the dextran,
water mobility at glass transition increases. For successful storage therefore, the size of the molecules to be
preserved should be larger than that of the molecules making up the glassy matrix and the free volume of
the matrix they form. Rigidity of the glassy matrix may also contribute to its storage potential by reducing
solvent mobility. For example, it was shown by Elastic Incoherent Neutron Scattering measurements that
the glassy matrix formed by trehalose (which is known to be superior in terms of its protective potential) is
more rigid than the glasses formed by maltose and sucrose [102]. If the preserved molecules are polar, their
mobility may further be reduced since they can form strong hydrogen bonds with the glassy matrix. Due to
the facts presented above, we may conclude that a high glass transition temperature alone is not sufficient
in determining the storage potential offered by a particular glass former. Even though dextran has a higher
glass transition temperature than trehalose and sucrose, it has been repeatedly shown to have inferior
protective capacity against desiccation and freezing damage. One reason for its low protective capacity
may be its large size making it less flexible and therefore its hydration sites less accessible. However, there
is reason to believe that the main factor is the high pore size of the glassy matrix it forms presenting lower
resistance to the diffusion of solutes and solvents. With the technological advances making it feasible to
measure molecular mobility in the glassy state, this hypothesis can be put to test.

41.2.4 Vitrification by Ultrafast Cooling

If the kinetic energy can be reduced faster than the rotational and translational diffusion timescales at any
temperature, then vitrification without crystallization can be achieved for an aqueous glass former at any
water content. If it can be cooled fast enough (106 to 107◦C/sec), even water can be vitrified at a tem-
perature of −135◦C. For biological materials, these cooling rates can not be achieved using conventional
techniques such as liquid nitrogen immersion. However, methods utilizing cooling with simultaneous
heating are promising [103]. Ultrafast cooling, if achieved, does not expose cells to osmotic and dehyd-

at noncryogenic temperatures is desired, methods to reduce mobility at high temperatures should be
developed.

41.2.5 Vitrification by Desiccation

During isothermal drying, the glass transition temperature of the solution increases. Evaporation of the
solvent causes a decrease in the free volume increasing the viscosity and the structural relaxation times.
Mode Coupling Theory [40] predicts a crossover temperature located at approximately 40 to 50 K above
the glass transition temperature of a glass-forming solution, where there is a transition from liquid-like
to solid-like molecular dynamics. The structural relaxation time, τα, is related to the collective motion of
a group of molecules to loosen up the cage they form around a single molecule and enable it to make a
translational diffusive motion. The short timescale relaxation time, τβ, however involves the temperature
dependent vibrational motion of a single molecule, which also involves rotation. τα reaches a value of
102 sec (τα = 10−7 sec at the crossover temperature) very close to glass transition (for an extensive review,

(each evaporating water molecule making it more difficult for the next one in the solution to evaporate) is
thought to make vitrification improbable in the experimental timescales considered. However, vitrification
of carbohydrate solutions can be accelerated using a cocktail of carbohydrates [105] and salts [120].

ration stresses and therefore also eliminates compartmentalization (Figure 41.1). However, if storage

see Novikov, 2003 [104]). The O(9) decrease in the structural relaxation time with proximity to glassy state
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41.2.6 Lyophilization

Cryopreservation (either in the frozen or the vitrified state) requires very low temperatures for storage and
transportation and therefore is not economical for many purposes. An alternative to cryopreservation is
lyophilization, where the reduction of molecular mobility reached at low temperatures by cryopreservation
can be achieved at relatively high temperatures by the removal of water (the universal plasticizer), thus
increasing the glass transition temperature [106]. The product to be stored is initially frozen in the
presence of cryoprotectants and carbohydrates. Then, by the application of vacuum, frozen water is
sublimated at progressively increasing temperatures. Removal of water increases the glass transition
temperature of the product and establishes stability at ambient temperatures. In the pharmaceutical and
food industries, lyophilization is widely used for the preservation of proteins, enzymes, bacteria, and
foodstuff.

The main advantage of lyophilization over desiccation is in minimizing the exposure to osmotic stresses.
During diffusive or convective drying, by the removal of water, the solutes concentrate and the product
to be preserved is exposed to increasing osmotic stresses over long periods of time. In lyophilization, the
product is first frozen and then the water is removed, minimizing osmotic stress buildup. However, the
removal of water from the frozen structure leaves pores within the protective matrix and the product.
These pores in time may collapse and the structural integrity of the product may be lost. In order to
prevent this during lyophilization, the primary and secondary drying temperatures are kept above the
collapse temperature of the matrix. Certain high molecular weight carbohydrates (such as dextran) are
also incorporated to increase the structural stability of the matrix.

41.3 Storage

During storage the preserved organism does not need a steady supply of nutrients (and removal of the
by-products). On the down side, it does not have the metabolic activity to repair the accumulating
damage. In the preserved state, the harmful environmental factors are, to a degree, physically isolated
from the organism by the surrounding matrix (the frozen liquid crystal structure in cryopreservation or
an amorphous matrix of carbohydrates during desiccation) reducing the amount of accumulated damage.

Regardless of the processing method, the final thermodynamic state of the product and the molecular
mobility at that state determine the storage stability as a function of storage parameters (primarily humid-
ity, temperature, and pressure). If at the storage condition, the product is not at equilibrium (internally
or externally with the environment), the chemical processes will continue even at slow rates toward the
minimum energy state. For example in vitrification, since the glass formed is inherently at a higher
energy state it will crystallize in time. Crystallization is accompanied by compartmentalization [105] and
heteregeneous devitrification, resulting in an increase in mobility. It also creates high mechanical stresses
that can damage the product. The structural mobility of the glass determines its crystallization lifetime,
while the mobilities of the solvents and small solutes within the glass determine the degradation of the
stored product. One way to eliminate crystallization is to use cocktails of carbohydrates and salts. For
example, raffinose and stachyose are very effective in inhibiting sucrose crystallization [107]. The pres-
ence of small solutes and proteins in the cytoplasm may also help reduce crystallization of sugars [108].
In cryopreservation, the grain boundaries between the frozen sections and the interfaces between the ice
crystals and the solutes rejected during freezing have higher free energy and therefore mobility. Molecular
mobility in these regions determine the stability of the stored product.

Vitrified products can be stored at higher temperatures, however their storage conditions still need
to be regulated carefully since molecular mobility increases significantly with increasing water con-
tent. For a trehalose glass the glass transition temperature decreases by 50 K by a very slight change
in the water content (0.05 gwater/gdrymatter). If the water activity in the environment is higher than
that in glass, the product absorbs water and the molecular mobility within increases. On the opposite
end, if the environmental water activity is lower, the stored product may desiccate further, losing its
hydration water. For most lyophilized bacteria, it has been shown that irrespective of the preservation
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agent used, for successful revival, the water content within the product should not drop below a certain
limit.

The other important factors that need to be considered for successful storage in vitrified state are
oxygen and light. Free oxygen radicals have very high diffusivity and are extremely reactant. Even at
very low mobility environments, they may jump-start enzymatic reactions. Some carbohydrates, such as
trehalose are known to prevent oxygen radical damage [109] as well.

41.4 Summary

The “molecular mobility” hypothesis analyzed here suggests that, if all of the reactants in an organism
can be reversibly immobilized in their native configuration, the biochemical processes can be stopped

halt the diffusion-limited biochemical reactions, which dominate in a crowded, confined environment
such as in the cytoplasm [29]. However, not all of the chemical reactions in an organism is governed
by diffusion. In order to respond to sudden changes in its environment (under certain conditions, the
metabolic rate has been known to increase up to 35 times), the mammalian cell has devised strategies to
accelerate certain reactions without being limited by diffusion timescales, for example by accumulating
reactants in aggregates (compartmentalization), reducing the degree-of-freedom of the reactants (such
as the case with membrane proteins) and advection (bulk mixing due to cell motion). The effects of the
currently applied and proposed biopreservation methods on this kind of chemical reactions remain to be
researched.

The important points that are highlighted in this chapter are:

(1) Glass transition is a collaborative phenomena involving the solvent and the solute. With increasing
difference in the molecular sizes of the solvent and the solute mobility of the solute molecules making
up the glassy matrix and that of the solvent (or other small solutes suspended in the solvent) decouple
strongly at glass transition. Mobility of the solvent may be significantly higher than that of the matrix,
even below the glass transition temperature of the system, enabling certain chemical reactions to proceed.
High molecular weight carbohydrates increase the glass transition temperature of the system, however
they do not necessarily decrease the solvent (or small solute) mobility in the same degree.

(2) If noncryogenic temperature storage is desired, the mobility within and surrounding the preserved
product should be lowered. This may be achieved by loading high amounts of protectants (cryoprotectant
solvents such as glycerol, DMSO, etc. or carbohydrates, proteins, etc.) into the product to displace water
or change the properties of the intracellular water. It is unlikely that any organism can be successfully
preserved by vitrification at conditions requiring complete removal of all of its water. The “essential water”
in the product upon removal causes irreversible damage. This quantity is not easily measurable. The water
affinities of the macromolecules and membranes in the preserved product and that of the added protectant
are different and also change with the decrease in the availability of water. Decreasing the water content
of the overall system comprised of the product to be preserved and the surrounding protectant matrix
(frozen, amorphous, or glassy) does not necessarily mean that the water contents of the matrix and the
product are equally reduced.

(3) The importance of diffusion-limited reactions for the metabolic activity of the product should
be established. Reduction of mobility within the medium is most likely to reduce the diffusion of any
size molecule, however there is increasingly more evidence collected showing that the majority of the
biochemical reactions do not depend on diffusion alone. For preservation to be successful, mobility of all
molecules in all size scales should be stopped without irreversibly disrupting their native configurations.

(4) The state of intracellular water is directly related to the metabolism and functioning of an organism.
All of the chemical agents known to have protective capacity against freezing and desiccation damage
modify the structure of the intracellular water. More research is required to establish the role of water
in organisms in order to develop successful preservation methods and to increase the efficiency of the
currently applied ones.

and preservation can be achieved (Figure 41.4). The condition set forth by the hypothesis is sufficient to
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42.1 Introduction

42.1.1 Significance

The science of tissue engineering takes an integrated approach to replacing nonfunctional or missing tissue
by gathering input from many different scientific disciplines [1]. An integral part of the emergence of a
mature tissue from cells both in vitro and in vivo involves guiding cells through their development. Apart
from the choice of materials used for cell and tissue culture, the use of pharmacologically active substances
such as cytokines and growth factors has emerged as an important tool in tissue engineering research and
development in recent years [2–4]. By taking advantage of these substances at the right time and in the
right context, cells can be induced to proliferate, differentiate, or to migrate in a controlled way. The
positive impact of growth factors, such as vascular endothelial growth factor (VEGF) and basic fibroblast
growth factor (bFGF), which both stimulate the vascularization of tissue in vivo, and members of the
bone morphogenic protein family, used to enhance bone formation, illustrate how useful drug-delivery
strategies have been for tissue engineering applications in recent years [5,6].

Although many drugs can simply be added to cell- and tissue culture media or administered in vivo
in the form of an injectable solution, we can take better advantage of many compounds, when they
are administered in a controlled way. Protein and peptide drugs, for example, have short half-lives [7]
and must, therefore, be administered continuously, which can be very cumbersome for large volumes of
solution. In addition, undesired side effects may arise when substances intended for local delivery to a
specific tissue are not spatially contained. It is obvious that for these and for many other reasons it has been
deemed necessary to administer drugs according to regimes that cannot solely be achieved through the

42-1
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administration of solutions. The field of drug-delivery research has emerged over the last 30 years to
overcome such limitations. In recent years, tissue engineering has profited tremendously from integrating
drug-delivery technology into more traditional design schemes [8].

It is the goal of this chapter to elucidate the significance of drug delivery within the field of tissue
engineering. We first review a number of definitions and basic drug-delivery technologies with a special
focus on drug release mechanisms. We then briefly describe the fundamentals of tissue engineering within
the realm of drug delivery. We then have a look at the specifics of drugs that are attractive for tissue
engineering applications. Thereafter, we address classical drug-carrier systems that have already been used
to deliver drugs to cells and tissues and concomitantly give an outlook on systems that hold great promise
for similar applications in the future. We then give an overview over the area of using cell carriers for
drug delivery. Finally, we review the specifics of some growth factors that have special requirements with
respect to stability and pharmacokinetics. At the end, we provide a brief glance at the challenges that have
still to be addressed, in an attempt to give an outlook on the further developments that are currently under
way. More information can be found in a number of excellent reviews on related topics [9–12].

42.1.2 Goals of Drug Delivery

Defining the term “drug delivery” is not an easy task, because a plethora of definitions can be found in the
contemporary literature. They range from brief statements such as “method and route used to provide
medication” [13] to more detailed ones, such as “systems of administering drugs through controlled
delivery so that an optimum amount reaches the target site. Drug-delivery systems encompass the carrier,
route, and target.” [14]. Some of them already imply that there is a close relation to tissue engineering
research: “delivering agents to specific cells, tissues, or organs” [15].

While all of the definitions make it very clear that drug delivery is intended to control the kinetics of
drug release, it is not at all obvious, why one should do so. The reasons are manifold and some of them
date back more than 100 years to when Paul Ehrlich (∗1854–†1915) coined the term of the “magic bullet”
[16]. Since then it has been a well-accepted fact by the scientific community that hitting a biological target
with high precision has significant advantages. While Ehrlich intended to avoid side effects during an
antibacterial therapy by targeted drug delivery, we nowadays have more incentive than “only” avoiding
collateral damage to control the delivery of drug in a biological environment. Thus, the pharmacokinetics,
that is, the kinetics of drug resorption, distribution, and elimination processes, may force us to finely dose
a drug over a defined time interval to account for its rapid clearance from an application site. Another
motivation involves the short tissue half-lives of therapeutic agents, especially of protein and peptide
drugs, which are frequently inactivated by proteases and peptidases [17,18] and need, therefore, to be
substituted continuously by “fresh” compound from the drug-delivery device’s reservoir. These are just a
few of the many reasons that may illustrate the need for drug delivery. It is easy to imagine that in the
post genomic era, when the number of drug candidates dramatically increases with continuing progress
in proteomics [19], even more reasons may arise, leading us to use controlled drug-delivery devices for
tissue engineering applications.

Drug delivery is often linked to the concepts of “sustained release” or “controlled release,” meaning that
a pharmaceutical compound is released over a certain period of time or in a somehow predetermined way,
respectively. While “sustained” suggests only that the drug is released over an extended period of time,
“controlled” suggests that the kinetics are well defined, but does not necessarily imply that the release runs
over long time periods.

42.2 Mechanisms of Drug Delivery

The means that we can exploit to release a drug in a controlled way and which are an indispensable part of
a drug-delivery device are manifold and different in nature. We can roughly classify them into three major
mechanisms: diffusion, erosion, and swelling [20–23]. Besides these three major instruments that we have
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in our hands, a plethora of additional strategies have been used [24–27]. Among them are electric fields
[28–30] that allow for the transport of charged molecules, osmosis whereby molecules are “squeezed” out
of a reservoir due to a build up in osmotic pressure [31–33], convection by which the drug is moved along
some stream of gas or fluid [34,35], or even the mechanical stimulation of a drug carrier [36,37]. This
list of examples is not nearly complete, but it is beyond the scope of this chapter to describe all of them.
As excellent reviews on the topic can be found in the contemporary literature [38–42], we only further
describe the most important mechanisms with respect to applications in tissue engineering.

42.2.1 Diffusion

Diffusion is one of the most important transport mechanisms in drug-delivery applications. It is a ther-
modynamically driven process with well understood kinetics [43,44]. Diffusion is caused by Brownian
motion, which is a random walk of particles that are typically micrometer-sized or smaller. Macroscop-
ically, we observe that the particles appear to move along a concentration gradient. Fick’s second law of
diffusion describes the net transport of particles in time and space:

∂C(x , y , z , t )

∂t
= ∂2C

∂x2
+ ∂

2C

∂y2
+ ∂

2C

∂z2

For this partial differential equation, numerous algebraic and numerical solutions have been derived, two
of which are depicted in Figure 42.1. The solutions depend strongly on the initial conditions (such as
the drug concentration inside a drug-delivery device) as well as the boundary conditions (such as the
geometry of a drug-delivery device) of the diffusion problem. An advantage of diffusion controlled drug-
delivery systems is certainly that we can usually predict the kinetics of drug release very well. One of its
major disadvantages is that the flux (the mass transport per unit area and time) out of a device is usually,
according to above outlined nature of the process, concentration dependent. Therefore, as the release
progresses, the process can lead to a break down of concentration gradients and, as a result, the release
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FIGURE 42.1 Drug release profiles resulting from diffusion controlled release. Equations represent exemplery solu-
tions of Fick’s second law of diffusion in one dimension describing release profiles (a) from a matrix type device,
(b) via diffusion through a membrane.
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rates may decline. This is usually the case whenever we release a substance from a monolithic system

A method that allows the system to maintain a fairly constant flux over an extended period of time
utilizes release through a membrane. In that case, an almost constant release over time is possible, especially
when the drug reservoir contains large amounts of substance (Figure 42.1b). This is the more the case
when the drug reservoir hosting the substance is oversaturated, so that a constant drug concentration can
be maintained over an extended period of time.

42.2.2 Erosion

The materials and design of a drug carrier may be chosen to either encourage or hinder release via erosion.
A carrier that erodes over time either precludes the necessity of postapplication removal or does not persist
at the application site, which is an additional advantage for applications in tissue engineering.

Erosion is usually defined as the sum of all processes leading to a mass loss from a drug-delivery device
[45]. In some cases, the material can simply dissolve in an aqueous environment, while in other cases,
like with lipophilic degradable polymers, the material degrades into water soluble oligomers that allow
for the initiation of matrix erosion. Polymers that are insoluble in water have been classified according to
their erosion mechanism into surface-eroding and bulk-eroding materials [46,47]. While in the case of
the first class, erosion phenomena are confined to the material surface [48], bulk-eroding materials tend
to degrade over extended periods of time until a critical degree of degradation is reached, after which the
whole material bulk is undergoing erosion (Figure 42.2) [49].

It is obvious that surface-eroding polymers allow for the control of drug release via the erosion process,
which usually proceeds at constant velocity. A classification of polymers as surface and bulk eroding can be
made based mainly on the nature of the bond between the monomers. As a rule of thumb, one can assume
that the faster a bond is cleaved (usually by hydrolysis) the more the material is likely to undergo surface
erosion. In recent years, models have been developed that allow for the calculation of a dimensionless
“erosion number” that predicts the erosion mechanism of a polymer device [50].

42.2.3 Swelling

The swelling phenomena of polymers has widely been used to control the release of drugs from a device
[46,51]. The major mechanism thereby is an increase of polymer chain mobility due to the uptake of
water, which lowers the glass transition temperature of the polymer [52,53]. Drugs that are trapped
inside a polymer matrix profit from the resulting increase in flexibility by an enhanced diffusivity and
consequently an enhanced release rate [54]. In many cases, one can observe the formation of swelling
fronts that separate a glassy polymer matrix core from the swollen polymer surface. It is obvious that
diffusion plays a major overall role, as both the process of water uptake and drug release are diffusion
controlled. Excellent reviews are available that provide more detail [55–57].

Surface erosion Bulk erosion

Time

FIGURE 42.2 Schematic illustration of surface erosion and bulk erosion. (Reprinted from Gopferich, A. and
Tessmar, J., Adv. Drug Deliv. Rev., 54, 911, 2002.)

(Figure 42.1a).
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FIGURE 42.3 Schematic illustration of release profiles (closed lines) and resulting tissue concentrations (broken
line). (a) Pulsatile release, (b) constant (zero order) release, (c) concave release kinetics, (d) repeated pulsatile release
kinetics.

42.2.4 Competing Mechanisms and Overall Kinetics

In many drug-delivery systems, the mechanisms outlined above compete with one another. Release from
a degradable polymer, for example, is usually a complex mixture of all three pathways of drug-release
control. However, from a design point of view, it is highly desirable that one of the mechanisms dominates
the overall release kinetics, as otherwise unfavorable release profiles may result.

A plethora of release profiles are available to choose from, ranging from the continuous delivery of a
drug over an extended period of time to pulsatile release kinetics, by which an incorporated compound
is set free according to a preprogrammed pattern [58]. Excellent overviews on the multitude of release
kinetics can be found in the literature [59]. Figure 42.3 illustrates schematically typical drug-release profiles
and the resulting tissue concentrations that one may expect, assuming that the substance is cleared from
the application site according to first order kinetics, that is, in a concentration dependent way.

The kinetics that one should choose depends on the biological needs of the specific application. In tissue
engineering, this may for example be defined by a desired cell phenotype or by the pharmacokinetics of the
drug when applied to a tissue or administered in vivo. Typically, more continuous release profiles will lead
to more constant tissue levels in vivo, while the pulsatile application of a drug will result in concentration
peaks that rapidly fall.

42.3 Protein Drug Properties

Prior to a detailed look at the various drug-delivery strategies, it seems necessary to have a glance at
the properties of active compounds that are currently in use for tissue engineering applications. Most
of these drugs are growth factors and, therefore, peptides or proteins. A brief list of compounds that
have been formulated to drug-delivery systems for the use in tissue engineering applications is given in
Table 42.1.
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TABLE 42.1 Growth Factor and Delivery Systems that have been
Developed

Growth factor Carrier/delivery system Regenerated tissue Ref.

BMP PLA Long bone [60]
Porous HA Skull bone [61]

rhBMP-2 Porous PLA Spinal bone [62]
Skull bone [63]

Collagen sponge Skull bone [64]
Gelatin Skull bone [65]
PLA-coating Long bone [66]
Porous HA Skull bone [67,68]
PLA–PEG copolymer Long bone [69]
Si–Ca–P xerogels [70]

rhBMP-7/ OP-1 Collagen Spinal bone [71,72]
Long bone [73]

HA Spinal bone [74]
aFGF PVA Angiogenesis [75]

Alginate Angiogenesis [76]
bFGF Alginate/heparin Angiogenesis [77]

Agarose/heparin Angiogenesis [78]
Gelatin Skull bone [79]
Fibrin gel Long bone [80]
Chitosan Dermis [81]
Collagen Cartilage [82]

EGF Gelatin Dermis [83]
TGF-β1 Alginate Cartilage [84]

Poloxamer; PEO gel Dermis [85]
PLGA Skull bone [86]
Collagen Dermis [87]

PDGF Fibrin Ligament [88]
CMC gel Dermis [89]

VEGF Alginate Angiogenesis [90]
Collagen Angiogenesis [91]
PLGA scaffold Angiogenesis [92]
Fibrin mesh Angiogenesis [93]

VEGF/PDGF PLGA scaffold Angiogenesis [94]
NGF PLGA Nerve [95]

Collagen minipellet Nerve [96]

BMP, bone morphogenic protein; rhBMP; recombinant human bone morpho-
genic protein; OP-1, osteogenic protein 1; aFGF, acidic fibroblast growth factor;
bFGF, basic fibroblast growth factor; EGF, endothelial growth factor; TGF-β1,
transforming growth factor beta 1; PDGF, platelet derived growth factor; VEGF,
vascular endothelial growth factor; NGF, nerve growth factor; PLA, poly lactic
acid; PLGA, poly(lactic-co-glycolic) acid copolymer; PEG, poly(ethylene glycol);
HA, hydroxyapatite; PVA, poly(vinyl alcohol).

In the case of these proteins we have to deal with highly efficient substances with often substantially
limited stability, such as in physiological fluids, due to proteolytic enzyme activity [97]. The choice of an
appropriate delivery system for these substances is, therefore, not only a matter of the intended therapeutic
use or the pharmacokinetics but also of the physicochemical properties of the drug. Special attention
must be paid to the chemical stability and physical integrity of a protein drug even during the formulation
process. Examples for chemical and physical instabilities are deamidation, redox reactions, hydrolysis,
and aggregation. These and other instability mechanisms have been extensively reviewed by numerous
authors [98–100]. In addition environmental effects like pH, organic acids, metal ions, detergents, and
temperature can induce a denaturation of proteins [101].
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Another source of inactivation is the biological environment that we expose a protein to. Even if a
growth factor of choice can be stabilized during formulation and inside a delivery system the biological
environment can pose another severe threat. Half-lives of growth factors are typically in the range of
minutes due to degradation by peptidases. Intravenous injections are indicative of this problem [102].
Platelet-derived growth factor (PDGF), bFGF, and VEGF, for example, have plasma half-lives of 2 [103],
3 [104], and 50 [105] minutes respectively. Besides rapid degradation, unfavorable distribution [104]
or elimination by glomerular filtration [97] are problematic after intravenous administration. Direct
systemic administration of growth factors, therefore, requires substantial drug doses that may lead to
side effects [2,106], or if direct injection into the target site is possible, repeated administration to achieve
biological efficacy is required. Prolonging the half-life of growth factors is, therefore, an important research
goal. A promising approach to increase half-life is to conjugate proteins with poly(ethyleneglycol) (PEG)
chains. Pegylation seems to cause a significant reduction of protein clearance from plasma [107–109].
The pegylation of growth hormone-releasing hormone (GRF) analogues, for example, led to an enhanced
in vivo stability with acceptable biological activity [110]. In addition pegylation seems to reduce the
velocity of enzymatic degradation [111]. Detailed reviews on protein and peptide pegylation can be found
in the literature [112–115].

The incorporation of proteins into a controlled release drug-delivery device can protect it from inac-
tivation, but the formulation process is sometimes another source of protein inactivation. One class
of problem that occurs frequently is related to the interaction of proteins with interfaces. Considering
the small quantities that have to be handled when growth factors are formulated to applicable systems,
physical phenomena like protein adsorption to solid–liquid or liquid–liquid interfaces and subsequent
denaturation can lead to massive protein loss in some instances [116–118]. Approaches to minimize pro-
tein adsorption to glass or plastic include competitive “coating” with bovine serum albumin [119,120], the
use of PEG and glycerol solutions or the application of surfactants [121,122]. Enhanced denaturation and
aggregation of proteins at interfaces have been observed under certain conditions like the application of
mechanical forces [123]. It has, for example, been shown that simple vortex mixing of a 0.5 mg/ml porcine
growth hormone solution for 1 min can lead to a loss of 70% of the protein due to aggregation [124,125].
Unfortunately the problem of adsorption on solid surfaces is not the only one that can occur during
formulation. When microparticles are prepared by using emulsion techniques [126], for example, there is
frequently the need for the use of organic solvent and vigorous mixing. The liquid–liquid interfaces and
the high shear forces are two factors that may lead to denaturation and hence activity loss [125,127,128].
Moreover during the degradation of polymers a very harsh microclimate can be created [129] in which
even chemical reactions such as an acylation of proteins and peptides can occur [130,131]. To stabilize
proteins in polymers numerous approaches have been tried [132–135], many of them being very specific
for an individual drug-delivery system.

The unfavorable interactions of growth factors with synthetic materials made many groups have a
closer look at how they are created and stored in their natural biological environment. Transcription of
genes encoding for growth factors create unstable mRNA [136–138], which leads to short half-life and only
limited growth factor synthesis. Growth factors are released by cells either for instant signalling or are stored
in the extracellular matrix (ECM). Some growth factors such as transforming growth factor beta (TGF-β)
are secreted as biologically inactive latent precursors [139]. The release of growth factors from the ECM is
controlled by matrix degradation. This natural environment provides a dynamic and responsive growth
factor delivery system which can react according to specific cellular requirements and can, therefore, also
serve as a cell guidance system [2,139,140]. This led various research groups to the development and use
of ECM [141] derived materials for the design of controlled delivery systems for growth factors. Especially
gel like systems can simulate the interaction of growth factors and the extracellular matrix [142,143] and
can, therefore, provide similar stabilizing effects like the natural ECM. Interestingly, it was found that
the bioactivity of vascular endothelial growth factor (VEGF) delivered from alginate microspheres was
higher than VEGF alone [144]. It was speculated that that effect was due to stabilization of the factor in
the system over alginate interaction. A detailed review about on the interactions between growth factors
and the ECM can be found in the literature [145].
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FIGURE 42.4 Schematic illustration of components of tissue engineering.

42.4 Drug Delivery in Tissue Engineering

It is certainly beyond the scope of this chapter to provide the reader with a complete overview of tissue
engineering; however, it is necessary that we review several aspects that may be crucial (or beneficial) for
a better understanding of drug-delivery applications in this field.

In the early days of tissue engineering, pioneers like Langer and Vacanti stressed its interdisciplinary
character in their definitions [1]. At that time four fundamental components of tissue engineering were
identified (Figure 42.4):

1. Cells that will form the desired type of tissue
2. A matrix that allows for cell proliferation and differentiation
3. Suitable cell culture conditions
4. Finally the use of cytokines and other drugs

While each of these components alone may be sufficient for an application, it is obvious that for
in vivo as well as in vitro approaches it is important to guide cell- and tissue development into the right
direction. Cytokines and growth factors have therefore emerged in recent years as precious substances for
tissue engineering applications. That a controlled delivery of these and other pharmacologically active
substances is very beneficial for tissue engineering applications is well accepted in the field.

The strategies to deliver a drug to cells or tissues are diverse. However, we can classify them into
four major categories, which follow immediately from the blue print of tissue engineering as depicted in
Figure 42.4.

A first strategy, which is all too obvious, is to use classical established technology for the delivery of

Doing so has the advantage that we can use systems that have been developed and described thoroughly
in the contemporary literature [38,146–148]. Among these systems, we find essentially everything that
has been developed for the parenteral application of drugs, such as implants, microspheres, and injectable
gels, just to name a few. Despite their advantages, they may also cause some problems. They must always
be administered in addition to tissue engineering specific components, such as cells and cell carriers.

substances either in cell culture media or near a tissue site in vivo (Figure 42.5a).
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FIGURE 42.5 Drug-delivery strategies for tissue engineering applications: (a) Use of “classical” controlled delivery
devices such as microspheres or monolithic systems incorporated into a cell carrier, (b) genetically altered cells serving
for protein and peptide drug expression, (c) the cell carrier itself serving as a drug-delivery system, (d) covalent
attachment of drugs to the polymer surface.

Moreover, they may not unequivocally allow for a homogeneous distribution in the tissue and may
thereby cause undesirable drug concentration gradients.

A second approach is to deliver drugs via cells (Figure 42.5b) [149]. It is possible to genetically alter
a portion of the cells or all of them to produce a certain protein or peptide drug. For this approach,
numerous viral and nonviral gene delivery approaches are available [150–154].

A third approach is to use the scaffolds intended for cell attachment and proliferation as a drug-delivery
system (Figure 42.5c). Many of these materials provide tremendous opportunities to control the release
of drugs. Especially biodegradable polymers and hydrogel materials have been used extensively as porous
scaffolds to allow for erosion controlled drug or DNA release.

Finally, we can implement the pharmacologically active substances that we want to use for signaling to
cells into the design of materials that are used for cell proliferation and differentiation. In this scheme,
drugs and cytokines are tethered to the surface of a material [155] (Figure 42.5d). The term “biomimetic”
has been coined in recent years to describe materials that have been modified in this way [156,157]. There
are numerous publications that illustrate the principle behind and advantages of this strategy [158–162].

In the following pages, we focus on aspects of classical drug-delivery systems and on the use of scaffolds
as release systems, as the other two delivery strategies are covered in the sections on gene delivery and
biomimetic materials of the handbook. We try to give a brief overview of the vast number of devices that
have already been used for the delivery of drugs in tissue engineering applications and some of the more
recent trends, such as the use of scaffolds concomitantly as a cell carrier and for the delivery of a drug.

42.4.1 The Use of Classical Drug-Delivery Systems

When designing a drug-delivery device for an application in tissue engineering, there are numerous aspects
to be considered beyond the pharmacological aspects that are usually linked to the nature of the drug to
be administered. Of utmost significance is the pharmacokinetics of the drug. The clearance rate from
the site of application, in particular, should be determined as this, together with the drug efficacy and
the intended time of application, dictates the dosing regimen. Once the required dosage is known, the
corresponding release kinetics may be determined. The type of drug-delivery system to be used may then
be chosen, taking the drug loading and release into account. Thereafter, further fundamental questions,
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such as, which material provides a maximum of drug stability, biocompatibility, and functionality with
respect to a desired controlled-release pattern or with respect to biodegradability, can be addressed. Once
these questions are answered, more individual aspects such as shaping the material to defect sites or to a
specific type of application such as via injection may be considered.

Unfortunately, the information needed to address all of the problems listed above is often unavailable. In
particular, there is usually little known about newly formulated compounds besides the pharmacological
effect of the substance. At that stage of development, one goal of drug delivery is frequently to provide
release systems that are capable of stabilizing and releasing the drug over an as long a period of time as
possible. Controlled release technology can then help to find out if long-term applications are beneficial
and what the reaction of a tissue to such an exposure is. In the case of proteins, this is usually not a trivial
task. In the following section, we try to illustrate the options that we currently have to deliver drugs for
tissue engineering applications. The reader should be aware that this is just a brief glance at the field
that hosts a plethora of systems and technologies. To allow for better orientation, we classify the field
roughly into:

• Monolithic systems of macroscopic geometries
• Particulate systems comprising microparticles and colloids with a size range from 1 to 1000 µm

and from 1 to 1000 nm respectively
• Gel-like systems

42.4.1.1 Monolithic Systems

The foundations for the controlled release of bioactive substances especially of protein and peptide drugs
from monolithic systems were laid in the 1970s when Folkman and Langer described the use of polymeric
membrane systems made of poly(ethylene-co-vinyl acetate) (EVAc) for the release of bovine serum albu-
min, which served as a model compound. These delivery systems were among the first that achieved a
controlled-release pattern for protein drugs [163]. Although these systems allowed for an excellent control
of drug release [164,165], one of their major limitations was that they were not degradable. Since the 1980s
a number of degradable polymer materials have been synthesized with the goal of enhancing the in vivo
performance of devices made thereof. A plethora of polymer classes, such as poly(a-hydroxyesters) [42],
polyanhydrides [166], and poly(orthoesters) [167], have been developed for this purpose, to mention just
a few. More materials are described in the literature [46,168,169]. Materials that undergo biodegradation
are typically significantly more complex than nondegradable materials, as they add several new variables to
the already intricate system. In poly(lactic acid) (PLA) and poly(lactic-co-glycolic acid) (PLGA) matrices,
for example, the degradation of the material can cause the pH of the surrounding region to drop below
2 [170], the osmotic pressure inside aqueous pores to increase far above physiological values [171], and
chemical reactions between degradation products and peptides have been reported as well [172].

The first delivery systems that were made of these materials were monolithic matrices because they are
easy to manufacture by techniques such as solvent casting, extrusion, or injection molding and usually
provide excellent control over drug release. Furthermore, these matrices are able to carry large doses of
drug and the release can be tailored to a required direction by changing the matrix material, drug loading,
or use of co-dispersants [164]. The release of drug in nondegradable systems is primarily controlled by
diffusion processes. The degradable systems, in contrast, offer the possibility of erosion-controlled release.
Thus, there are more variables that may be adjusted in degradable systems, leading to more control over the
release rate. In PLA/PLGA, for example, the degradation rate is influenced by factors such as crystallinity,
copolymer composition [173,174], and molecular weight [175].

The materials that have been used for the manufacture of monolithic matrix-type delivery systems for
tissue engineering have mainly been made of cross-linked hydrogels. Lipophilic degradable materials, such
as PLA or PLGA, would also be suitable, however, over long time periods they are sometimes detrimental to
the stability of a protein. Thus, gelatin has been used extensively for the manufacture of matrices by cross-
linking gels either with glutaraldehyde or water-soluble carbodiimide [176]. Cross-linking can also be
used with other hydrogel materials, such as alginate [177] or collagen. The latter has been used extensively
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for the manufacture of drug-delivery systems. Fujioka et al. extensively reviewed collagen-based systems
that were developed for the delivery of cytokines and growth factors [178].

42.4.1.1.1 Particulate Systems
A major disadvantage of monolithic systems is the problem of application. A surgical procedure is usually
needed for implantation. In the last 20 years, micro- and nanoparticulate systems have been developed as
an alternative to facilitate the application of substances in a minimally invasive way. An excellent overview
of the use of biodegradable microspheres has been given in recent reviews [179,180]. An advantage of
the use of microparticles in tissue engineering is that they can be evenly distributed either in a tissue
by injection or in a cell suspension, which guarantees that drug gradients, which often result from the
application of monolithic systems, are avoided. An additional advantage for tissue engineering is the use
of microencapsulation technology for the encapsulation of cells [181,182]. In addition to microparticles,
nanoparticles and liposomes have found their way into tissue engineering applications [183,184], but we
will focus on microparticulate systems in the next section because the have been applied more frequently.

Particulate systems have been used intensively in the past to deliver growth factors with the intention
to regenerate tissue. Thus, Haller et al. reviewed efforts to deliver nerve growth factors [185]. The
authors conclude that polymeric NGF release systems are useful for supporting cellular therapies for the
treatment of neurodegenerative diseases. They found that microparticles made of EVAc and PLGA are
suited for the release of nerve growth factor (NGF) [186]. Lipophilic degradable polymers have been
especially popular for the delivery of protein drugs [179] and a multitude of further applications can be
found in the contemporary literature, in many cases leading to very successful drug-delivery applications
[179,180,187–189]. Despite the advantages that lipophilic degradable polymers such as PLA and PLGA
and others offer, however, they are problematic materials for the reasons outlined above. De Weert et al.
[190] summarized the problems with a special emphasis on the stability of protein drugs in an excellent
review, in which they identify problems related to protein loading, microsphere formation, and drying.
Despite the numerous countermeasures used to stabilize protein in these polymers, mounting problems
led to tremendous research efforts to develop alternative systems.

Hydrogels, in particular, have emerged as a class of material that hold great promise for the release of
sensitive protein and peptide drugs from microsphere systems. Among the first systems that were used
are alginate beads, which can be manufactured by dropping or spraying alginate solutions into solutions
containing divalent cations, such as calcium [191]. The ease of manufacture allows for a simple procedure
to load growth factors. Gu et al. [192] could show, for example, that VEGF can be released at a fairly
constant rate over a period of two weeks. Collagen and gelatin emerged as promising materials, as they
can be considered biocompatible and biodegradable. Usually these materials are first processed in a gel
state to microparticles, are then cross-linked to stabilize their geometry and finally loaded with proteins
by immersion into a protein solution [193]. Tabata et al. [194] used this technology to deliver bFGF for
de novo adipogenesis following subcutaneous microparticle injection into mice.

A problem that can exist with hydrogel-based microparticles is that they frequently require cross-linking
procedures that can be detrimental to the stability of protein drugs. Therefore, alternative materials,
such as lipids, have been intensively studied in the past to encapsulate protein and peptide drugs as well
[195]. Like lipophilic degradable polymer microspheres, these substances offer the advantage that they
can release drugs over an extended period of time [196]. Cortesi et al. [197] describe the manufacture of
lipid microspheres from triglycerides and monoglycerides using emulsion and melt dispersion techniques.
Reithmeier et al. achieved the manufacture of lipid microspheres that are able to release a tripeptide over
a period of a few days [198] and insulin over a period of several days [199].

42.4.1.1.2 Gel-Like Systems
Like particulate systems, the ease of application of gel-like systems provides a significant benefit. Many
systems have already been developed and have become precious materials for tissue engineering applic-
ations [200]. Gels offer the advantage of a fairly good compatibility with sensitive protein and peptide
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drugs. A disadvantage of these systems can be that they allow for drug release only over a short period
of time.

Numerous systems with outstanding properties have been developed in recent years. In many cases,
hydrogels have served as drug-delivery carriers for the delivery of growth factors. Cross-linked gelatin, for
example, has served as a carrier for BMP-2 [201] and TGF-β1 [202], while cross-linked amylopectin was
used to release bFGF [203]. Zisch et al. [204] reviewed the use of hydrogels for the release of angiogenic
factors in more detail. A closer look at the literature reveals that more and more sophisticated systems
have been developed in recent years. Kim et al., for example, has described a block copolymer that consists
of poly(ethylene oxide), poly(l-lactic acid), and a urethane unit that exhibited a sol–gel transition at 37◦C
and was able to release dextrans that served as high molecular weight model compounds over a period of
several days [205]. Similar principles can be used in tissue engineering applications to lift cells or tissues
off of culture surfaces by decreasing the temperature below the lower critical solution temperature of the
system at which the solidified gel to which the tissue is attached becomes liquid, leading to the detachment
of cells from the culture plate [206]. Zisch et al. [207] describe the synthesis of a hydrogel network that
consists essentially of branched PEG molecules that are linked by peptides; this material was then used as a
substrate for matrix metalloproteinases. VEGF, which was covalently attached to this network, is liberated
when tissue grows into the hydrogel, supporting tissue vascularization. Other systems take advantage of
the binding of growth factors to heparin, which allows for the development of delivery systems in which
heparin regulates the release of the protein by slowly releasing it from the complex [208].

42.4.2 The Delivery of Drugs via Cell Carriers

While the examples given above depend on the use of controlled-delivery devices in addition to a cell
carrier, the carrier itself can serve as a delivery system. This can happen in two ways: we can either use a
drug-delivery system, such as microspheres, and process it together with another material into a scaffold,
or we can incorporate the drug directly into it. The use of multicomponent systems has the advantage that
we can rely on off-the-shelf technology for the stabilization of a drug and for the control of its release.
Doing so has, however, the disadvantage of being more complicated than loading a matrix directly with
a drug.

42.4.2.1 Cell Carriers Loaded with Drug-Delivery systems

Holland et al. proposed the use of gelatin microspheres that have previously been developed for the
delivery of proteins, such as bFGF [143,209], for the controlled release of transforming growth factor-β1
(TGF-β1) from oligo(poly(ethylene glycol) fumarate) (OPF) [210,211]. The authors took advantage of
the fact that the polymer can be dissolved in water and suspend the microspheres therein. Upon chemical
cross-linking, the particles were trapped inside the hydrogel and released the factor over a period of
several weeks in vitro. The system can thus be used as an injectable scaffold material that also delivers a
growth factor. Concomitantly, while gelatin degrades over time, this property allows cells to migrate into
the biomaterial. Alternatively, such materials might be loaded with cells prior to cross-linking. Hollinger
et al. [212] report a technique that allowed them to incorporate proteins into PLGA microparticles and to
incorporate them into PLGA scaffolds.

42.4.2.2 Cell Carriers Loaded with Drugs

While the opportunities to incorporate a complete release system into a cell carrier are limited by the nature

an overview of the possibilities that we can choose from.
The choice of drug-loading method depends on the circumstances, such as the stability of the drug, the

dose that we need, and the desired release kinetics, to mention just a few. In this section we will try to give
a few examples that shed some light on the advantages and disadvantages of the individual approaches.

of the complexity of the endeavor, there are many options to incorporate a drug directly. Figure 42.6 gives
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FIGURE 42.6 Schematic illustration of drug-loading strategies for cell carriers (further details provided in the text).
(a) Dissolution of drug in the matrix material, (b) adsorption of drug to the matrix surface, (c) incorporation via
emulsion droplets, (d) coating with drug–matrix emulsions, (e) suspension of drug inside the matrix.

42.4.2.2.1 Dissolution of Drug
In the simplest case, we can simply dissolve the drug in the bulk material prior to processing. This
requires, however, that we find a solvent that dissolves both the matrix material and the drug. Kim et al.
[213] describe the incorporation of ascorbate-2-phophate (AsAP) and dexamethasone into poly(d,l-lactic
acid) (PLGA). Both drugs have been used to enhance the differentiation of mesenchymal stem cells to
an osteoblastic phenotype. While dexamethasone dissolved in a PLGA, AsAP formed a suspension. The
whole dispersion was then processed via solvent casting particulate leaching techniques. Both substances
were released over a period of several weeks and enhanced the mineralization of the cells, which can be
regarded as a differentiation marker.

Whenever we use hydrogels we have a fair chance that we will be able to dissolve them together with the
drug in an aqueous solution. This is especially attractive when we intend to deliver a protein drug, which
usually has very good stability in an aqueous environment. Lee et al. [141] used cross-linked alginate gels
to control the release of VEGF. They could show that the mechanical stimulation of matrices lead to a
significant increase in the release velocity.
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42.4.2.2.2 Adsorption
Another simple strategy to “load” a scaffold with a drug is by simply adsorbing it to the material surface
or incorporating it into the material bulk. The release of the drug is then controlled by the desorption
kinetics, which are controlled by the drug/material interactions as well as transport mechanisms, such
as diffusion. While polymers offer ample alternative options for the incorporation of drugs into a tissue
engineering scaffold, inorganic materials, in particular, can typically only be loaded by adsorption. In one
case, Ziegler et al. [214] adsorbed bone morphogenic protein 4 (BMP-4) and basic fibroblast growth
factor (FGF) to a variety of materials, such as porous tricalcium phosphate ceramic and a neutralized glass
ceramic (GB9N) as well as a composite of the latter with PLGA. They found that the adsorption behavior
depends on the nature of both the material and the protein and that a phase of fast initial release during
the first hours is followed by a phase of slow release from the investigated carriers.

Similar strategies can be used for loading polymer hydrogels after cross-linking as described earlier.
These systems are usually capable of taking up drugs from solution by diffusion into the cross-linked gel.
This has successfully been demonstrated by Tabata [215], who loaded cross-linked gelatin microspheres
with bFGF. He could show that the release of growth factor takes place over a span of days and that
the released drug is still bioactive. Ueda et al. [216] later transferred this strategy to the manufacture of
porous collagen sponges. It could be shown in a cranial defect model that the growth factor was released
in active form and that bone repair was enhanced significantly. It is interesting to note that the release of
the proteins from such systems is not only a matter of diffusion, but also dependent on the electrostatic
interactions between the charge protein carrier and the protein drug.

42.4.2.2.3 Emulsion Techniques
Whang et al. [217] describe a method that allows for the incorporation of a drug into lipophilic biode-
gradable polymer scaffolds made of poly(d,l-lactic-co-glycolic acid) (PLGA). This technique, which was
originally developed for the incorporation of hydrophilic drugs into lipophilic microspheres, relies on the
formation of a W/O emulsion. While the drug is dissolved in the aqueous phase, the polymer is dissolved
in organic solvents such as methylene chloride. Porous polymer scaffolds were manufactured from the
liquid formulation by lyophilization. The technology was successfully applied to the controlled release
of rhBMP2 [218]. Another approach developed by Jang and Shea [219] uses a multiple emulsion tech-
nique to manufacture PLA microspheres loaded with DNA. The particles that were made via a W/O/W
technique [220] were fused to a porous scaffold by mixing with sodium chloride crystals compressed into
discs by incubation at 37◦C and 95% relative humidity. After drying in a pressurized CO2 atmosphere,
the particles were leached in water. The scaffolds released the DNA over a period of more than 3 weeks.

An approach related to the use of emulsions as a raw material for scaffolding is the use of emulsions
for coating. Sohier et al. [221] used a W/O emulsion of poly(ethylene glycol) terephthalate/poly(butylene
terephthalate) multiblock copolymer loaded with lysozyme as a model protein to coat porous scaffolds
made of the same material. They could release the protein over several days and were able to show that
the activity of lysozyme was maintained. While the use of emulsions has the advantage of creating an
even distribution of drugs inside the material, in some cases, sensitive drugs may not be stable in such an
emulsion system [222–224].

42.4.2.2.4 Suspension of the Drug and Physical Mixtures
Drug suspensions and mixtures can be especially useful for the manufacture of a cell carrier. While the
matrix material is dissolved in a solvent, the drug obviously needs to be insoluble in this mixture. This is
especially attractive for the incorporation of proteins into lipophilic polymers, because proteins exhibit
an extraordinary stability against organic solvents when they are in the solid state [225].

Physical mixtures have also been of interest to scientists working in tissue engineering. In this case,
the matrix material and the drug are mixed in the solid state and subsequently processed into porous cell
carriers. This process has been used by Shea et al. [226] to load PLGA scaffolds with plasmid DNA. For
their studies, they used PLGA granules and suspended them in an aqueous solution of plasmid DNA at
pH 7.4 in 10 M HEPES buffer containing mannitol, which was used as a lyophilization constituent. After
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freeze drying, the mixture was compressed with NaCl particles into discs, the polymer particles fused using
pressurized CO2 and the porogen finally removed by leaching in water. The porous scaffolds allowed for
the delivery of DNA over several weeks and showed excellent transfection efficiency.

42.5 Outlook

The field of tissue engineering has profited significantly from controlled release research and technology.
Numerous growth factors and cytokines have been successfully applied via controlled drug-delivery devices
in recent years. Despite this progress, there are numerous challenges ahead of us. First of all, we have to
develop release systems that are on the one hand very flexible with respect to controlled drug release and
that are on the other hand able to stabilize sensitive drugs, such as proteins and peptides.

Furthermore, more research will be needed on delivery systems that target intracellular compartments,
cells, and tissues. This would allow for the delivery of DNA as well as drugs more specifically and safely.

We must also take better advantage of progress in medicinal chemistry, which will provide us with
low molecular weight ligands that have a high affinity for well-defined targets. So far our efforts in tissue
engineering research have profited only minimally from the opportunities that low molecular weight
drugs offer.

Currently, release systems suffer from an inability to adequately mimic biology, in that typically only one
drug is delivered. Guided by an increasingly better understanding of cell biology, drug-delivery systems
that release several drugs according to a well-defined time pattern hold great promise.

Continuing progress will depend significantly on the availability of new materials for the development
of drug-delivery systems. Biomimetic materials or materials that respond to biological stimuli are good
examples. We have to overcome the problem that the rate-limiting step for the bench to beside process is
not solely determined by our scientific progress, but also by tedious regulatory hurdles that new materials
have to overcome.
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43.1 Introduction

Gene therapy is the delivery of genetic material into cells for the purpose of altering cellular function. This
seemingly straightforward definition encompasses a variety of situations that can at times seem unrelated.
The delivered genetic material can be composed of deoxyribonucleic acid (DNA) or RNA, or even involve
proteins in some cases. The alteration in cellular function can be an increase or decrease in the amount
of a native protein that is produced, or the production of a protein that is foreign. The delivery of the
genetic material can occur directly, as is the case with microinjection, or involve carriers that interact with
cell membranes or membrane-bound proteins as a part of cellular entry. Polynucleotides can be single or
double stranded, and can code for a message, or not (as is the case for antisense gene delivery). Even the
location of cells at the time of gene delivery is not restricted. Cells can be part of a living organism, can
exist as a culture on a plate, or can be removed from an organism, transfected, and replaced into the same
or a different organism at a later time.

Gene therapy came into being after the development of recombinant DNA technology and initially
moved forward using viruses to target sites in vitro [1]. With the understanding of retroviruses and
their possible uses as vectors for delivery, gene therapy progressed to applications involving mammalian
organisms during the 1980s [1]. Since then, new techniques for gene delivery have been developed
that utilize both viral and nonviral carriers. These techniques have been successful enough that proposed
disease treatments have evolved to the clinical trial stage with encouraging success. Although many cellular
processing mechanisms remain unclear and the search for the ideal gene delivery vector remains ongoing,
the tools and methods for gene therapy have provided a strong base from which to build.

43-1



© 2006 by Taylor & Francis Group, LLC

43-2 Tissue Engineering and Artificial Organs

43.2 Nucleotides for Delivery

43.2.1 DNA (deoxyribonucleic acid)

DNA is the building block of life and as such it remains a staple in the delivery of genetic material to the
cell. There are many strategies as to how the DNA will interact with the existing genome and what is the
best way to produce the desired effect.

43.2.1.1 Plasmids

A plasmid is a circular piece of DNA. Extrachromosomal plasmids can be replicated or transcribed inde-
pendently of the rest of the DNA in the nucleus. This attribute makes plasmids an ideal tool for gene
therapy. Plasmids can include a selectable marker for identification of transfectants/transductants, a mul-
tiple cloning site for ease of inserting/deleting additional nucleotide strands, the exon(s) of interest, and
regulatory/binding elements such as promoters and enhancers. A common promoter used in gene therapy
is the cytomegalovirus immediate early promoter (CMVie), used because of its strength in transcription
initiation in nearly every mammalian cell. However, several other promoters have been investigated, such
as the glucose-related protein promoter [2] and many cell-specific promoters. Enhancers include the
simian virus 40 (SV40) enhancer as well as long terminal repeats (LTRs) [2]. The exons that are delivered
may code for necessary cell-specific proteins, engineered protein polymers [3], or what has become a
common objective in cancer cell research: suicide genes [4].

43.2.1.2 Nucleotide Decoys

DNA and RNA decoys are small oligonucleotide fragments that mimic the start sequences of potentially
harmful genes. By doing so, the decoys can effectively trap the transcriptional and translational machinery,
thereby causing a sharp decrease in mRNA or protein production. There has been success with this
approach in human immunodeficiency virus (HIV) research. DNA and RNA decoys have been used to
halt the function of REV proteins, which are responsible for making late transcripts of RNA and exporting
them to the cytoplasm [5], and the TAT protein, which binds and activates the natural promoter for
HIV-1 [6].

43.2.2 RNA

RNA also holds a valuable place in gene therapy because it can be used to alter cellular function. Two
examples of RNA use in gene therapy are antisense RNA and small interfering RNA (siRNA). Antis-
ense RNA provides functional alterations in cells by acting on host gene products post-transcriptionally.
Antisense RNA functions by binding to cellular mRNA transcripts, which prevents ribosomal binding
and therefore translation. Antisense RNAs have been investigated for their use in applications such as
beta-globin gene inhibition as a possible treatment for sickle cell anemia [7], bcr/abl interference in myel-
oid leukemia research [8], and CXCR4 disruption for HIV-1 gene therapy [9], among others. The use
of siRNA can interfere directly with genomic DNA transcription. First described by Elbashir et al. [10]
in 2001, siRNAs have very high specificity that can be used to target a single-nucleotide polymorphism
(SNP) on a single mutant allele [11,12]. The result would be to silence the mutant allele while permitting
continued transcription of the wild type gene. This technology has been used in vivo to successfully target
spinocerebellar ataxia type 3 and frontotemporal dementia [13].

43.3 Gene Delivery

Simply administering naked genetic material in the vicinity of cell exteriors is usually not sufficient to
bring about the desired cellular response at adequate levels. Carriers have been employed to aid in the
transfer of genetic material from the cell exterior to the cytoplasm or nucleus. There is a wide variety of
carriers available, each with links back to one of the main branches of natural science: biology, chemistry,
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TABLE 43.1 Examples of Virus Families and Members Used for
Gene Delivery

Family Example References

Adenoviridae Adenovirus [14]
Baculoviridae Baculovirus [15]
Herpesviridae Pseudorabies virus [16]

Simplex virus [17]
Parvoviridae Adeno-associated [18]

Parvovirus [19]
Poxviridae Vaccinia [20]

Yaba monkey tumor virus [21]
Retroviridae Human immunodeficiency virus 1 and 2 [22,23]

Lentivirus [24]
Murine leukemia virus [25]
Retrovirus [26]

and physics. It is possible for hybrid systems that combine two or more basic technologies to exist, but the
individual classifications will be discussed separately for clarity.

43.3.1 Biological Delivery Methods

Because they are a product of millions of years of biologic evolution, viruses are included here as the
biological forms of gene delivery in spite of the fact that viruses are not technically alive (they do not
respire). Viruses are the most efficient vectors for large-scale gene delivery. Some also offer permanent
expression of delivered genes through the integration of genetic material into the transduced organism’s
genome. Table 43.1 lists some of the major viral families and specific members that have been used in
gene therapy. Many of the references in the table cite review articles of the specific virus classification for
further reading.

Currently, herpes simplex virus (HSV) is being used to transduce cells in the central nervous system.
By altering the genome of the virus, researchers have been able to decrease cytotoxicity and increase
transfection efficiency [27]. HSV is also desirable because it is relatively large to allow packaging of larger
plasmids, does not integrate its DNA into the host genome which avoids the deleterious effects that are
possible with random integration, and is easily deliverable into the brain due to its ability to actively travel
towards the nuclei of the neurons through the axons in the peripheral nervous system. HSV has also been
applied to the transduction of skeletal muscle. Recent reports have described successful HSV-mediated
gene transfer into skeletal muscle cells in vitro and in vivo and outlined possible applications for the
delivery of large genes such as that coding for dystrophin [28].

In the liver, the virus AcMNPV (of the family baculoviridae) has yielded promising transfection effi-
ciencies [29]. The YABA-like virus, which exhibits very similar attributes to the vaccinia virus but does not
produce immune responses in the host, has successfully targeted and treated ovarian cancer in mice [30].

Adeno-associated virus (AAV) requires coinfection with a helper virus (typically adenovirus) to be pro-
ductive. AAV offers an advantage to the gene therapist in that it has been reported to provide permanent
expression of delivered genes. In utero experiments in mice and nonhuman primates indicate that recom-
binant AAVs can successfully alter the genome of the host organism to produce stable transductants [31].
Adeno-associated viruses are commonly used and successful in targeting the central nervous system [32].
Although repeated viral transduction is associated with inflammatory and immunological responses in
the host, it has been reported that these responses can be reduced by carefully balancing recombinant AAV
dosing with prudent timing [33].

Retroviruses offer good transduction efficiencies in vivo. Hallmarks of retroviral transduction are that
RNA is delivered into cells as opposed to DNA, cDNA is made using viral reverse transcriptase, and
this cDNA is introduced into the host genome via the protein integrase to produce stable transfect-
ants. Immunodeficiency viruses are commonly investigated retroviruses, and include HIV and feline
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immunodeficiency virus (FIV). Investigations into retroviral genome alterations, such as self-inactivation
via promoter deletion, are being conducted in an attempt to render HIV-1 a safe vector for gene trans-
fer [34]. Use of FIV has shown efficient transduction of nondividing cells without many of the inherent
risks associated with delivering recombinant HIV to humans [35]. Lentivirus, which belongs to the same
family as HIV and FIV, has been developed to produce concurrent regulated multiple gene delivery upon
transduction [36].

43.3.2 Chemical Delivery Methods

Many chemical methods of transfection have been engineered and utilized in the past 20 years. The
use of synthetic gene delivery vehicles, such as polymers or cationic lipids, offers several advantages.
Nonviral gene delivery is not restricted to plasmid DNA sizes based upon the ability to fit into a viral
head of finite size, as is evidenced by successful delivery of a 2.3 Mb artificial human chromosome using
poly(ethylenimine)(PEI) [37], and a 60 Mb artificial chromosome into Chinese hamster ovary cells using
liposomes [38]. Although nonviral gene delivery usually results in transient gene expression, an advantage
of this characteristic is that there is little or no risk of random integration into host genomes. Random
integration poses a problem in that it can knock out a vital gene such as a housekeeping gene or a tumor
suppressor gene. An additional advantage of nonviral gene delivery is the reduced threat of immune
response in vivo versus repeated viral injections.

Several cationic polymers exist that exhibit strong transfection qualities. Many of these polymers
are based on polypeptide chains containing multiple lysine, histidine, or arginine residues. Historically,
poly(l-lysine) has been the most commonly used peptide transfection agent. However, several arginine-
based combinations of peptides have been formed into polyplexes of varying sizes and charge ratios which
may yield better transfection results than the previously used polypeptide chains composed of a single
amino acid [39]. Histidine–lysine polyplexes have also produced good transfection results that positively
correlated with the amount of histidine in the complex [40]. There are also additions that can be made
to these complexes in order to increase transfection efficiency and lower cytotoxic effects. These include
ligands such as nerve growth factor, and hydrophilic polymers such as polyethylene glycol (PEG), which
has been shown to increase transfection efficiency and lower cytotoxicity of poly(l-lysine) both in vitro
and in vivo [41].

PEI is a highly cationic polymer that is available in both linear and branched forms. Each form of the
polymer has a repeating [–CH2–CH2–N<] structure, with each nitrogen taking the form of a primary (end

attached to secondary and tertiary amines are typically additional [–CH2–CH2–N<], although terminal
amines can be modified through the attachment of moieties for targeting or degradation purposes. Because
of the large number of amines present in PEI, many of which carry a positive charge at physiological pH,
DNA and RNA easily bind with the polymer via electrostatic interactions to form stable complexes.
The transfection efficiency of branched PEI correlates with its molecular weight, with weight-average
molecular weights of approximately 25,000 Da working best [42,43]. PEGylation of PEI polymers can,
as was also the case for poly(l-lysine), increase transfection efficiency; this has been indicated in delivery
of complexes to the central nervous system in vivo [44]. PEI has also been successfully used in in vitro
transfections of rat endothelia and chicken embryonic neurons as well as in vivo in mice [45]. Conjugates
of PEI are also being developed, such as silica microspheres coated with the polymer–DNA complexes.
These conjugates have been used successfully for in vitro transfection, and offer the potential for relatively
simple covalent surface modifications [46].

Dendrimers are highly branched polymers built around a single atom or molecule. Poly(amidoamine)
(PAMAM) dendrimers are often used for gene delivery because of their high nitrogen content which
aids in DNA binding and condensation. With a central atom of nitrogen, these polymers are built by
the addition of amine-containing molecules, such as [CH2–CH2–NH2] (Figure 43.1). The result is a
maximally branched molecule of known molecular weight; a sort of controlled version of PEI. PAMAM
dendrimers, sometimes referred to as starburst dendrimers, have shown good transfection efficiencies in

group), secondary (middle of a straight chain), or tertiary (branch point) amine (Figure 43.1). The groups



© 2006 by Taylor & Francis Group, LLC

Gene Therapy 43-5

N
N

N
N

N

N

N

N
H

2

N

NH 2

NH2

N

N

N N
NH

2

N
H 2

H

H

H

H
H

NH

N
H 2

N

N

NH 2

H

H

N
N

N

N
N

N

N

N

N

N

NH
2

N
H 2

N
H

2

NH2

NH2

N
H

2

NH2

NH
2

NH2

N
H

2

N
H

2

NH2

CH2-CH2-NH
n

H3C-CH2-NH CH2-CH2-NH2
(a)

(b) (c)

FIGURE 43.1 Three polymers based upon the [–CH2–CH2–N<] basic unit. Amines are shown in the uncharged
state for clarity. (A) Linear PEI; (B) An example of a branched PEI. The polymerization permits 2◦ amines and one
cyclization via a back biting reaction. The polymer is somewhat irregular; (C) Third generation PAMAM dendrimer.
All amines are tertiary amines (except for chain termini).

mammalian cells with little or no cytotoxicity in vitro [47]. A current application of this dendrimer is its
coupling with an Epstein–Barr virus-based plasmid for suicide gene therapy in cancer cells [48].

Chitosan is another polymer that has been well characterized for use in transfection [49]. This nat-
ural nontoxic polysaccharide lends DNAase-resistance to its cargo while condensing the DNA to form
stronger complexes [50]. The efficiency of chitosan is thought to rely upon its ability to swell and burst
endolysosomes, which allows the delivered DNA to continue its path to the nucleus [51].

Alginate, a polycationic polysaccharide that can be used in the form of a hydrogel, has been used
alone for transfection [52], as well as in combination with poly(l-lysine) complexes to form an
oligonucleotide “sponge” [53]. Through slow degradation, these gels were shown to release embedded
oligonucleotides over time. Possible applications of these gels to deliver antisense RNA are currently being
pursued [53].

Microgels are similar to the alginate complex just mentioned. A thermosensitive microgel, composed of
poly[ethylene glycol-(d, l-lactic acid-co-glycol acid)-ethylene glycol] (PEG–PLGA–PEG) triblock copoly-
mers, has been created to have the property of being a liquid at room temperature but solidifying at
37◦C. Once solidified, the gel slowly degrades over the course of 30 days, releasing its component oligo-
nucleotides to the surrounding cells. Possible applications of this gel system to wound healing are being
pursued [54].

Lipids, particularly cationic lipids, have been used for gene delivery in a process termed lipofection. Sev-
eral lipofection agents have been used for successful transfection of cells both in vitro and in vivo. Because
of the aqueous environment inside cells and tissues, the hydrophobic tails of the lipids will coalesce to form
hollow micelles, the interiors of which can contain oligonucleotides for cellular delivery. The combination
of more than one hydrophobic entity can often yield higher transfection efficiencies than using a single type
of lipid. In primary cortical neurons, a combination of N -[1-(2,3-dioleoyloxy)propyl]-N ,N ,N -trimethyl-
ammonium methylsulfate and cholesterol (DOTAP : Chol) shows high transfection efficiency [55]. Using
intraveneous administration of N -[1-(2,3-dioleoyloxy)propyl]-N ,N ,N -trimethylammonium chloride–
Tween 80 (DOTMA-Tween 80) complexes with high DOTMA : DNA ratios, transient transfection to
several organs has also been accomplished [56]. The use of helper lipids such as cholesterol or dioleoyl
phosphatidylethanolamine (DOPE) can increase transfection efficiency significantly through endosomal
membrane destabilization [57].
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43.3.3 Physical Delivery Methods

A highly efficient way of transferring naked DNA into a select cell or group of cells is via physical
transfection methods. Microinjection by a skilled operator offers nearly perfect delivery efficiency on a
cell-by-cell basis. This technique can be used to transfer oligonucleotides to cell cytoplasms or nuclei [58],
or entire nuclei into enucleated eggs, as is the case with cloning [59,60]. However, the use of microinjection
to transfect hundreds or thousands of somatic cells in vivo would be an infeasible venture, both in terms of
getting to and visualizing the cells of interest, and the amount of time and effort required for the procedure.
There exist alternative physical delivery methods that can be used to deliver genetic material directly into
a larger number of cells, albeit in a slightly less precise fashion. These methods include electroporation
and the gene gun.

Since 1982, electroporation has been a promising approach for both in vitro and in vivo gene
delivery [61]. Electroporation causes disruption of the plasma membrane and formation of membrane-
associated DNA aggregates, which enter the cytoplasm through transient pores [62]. These complexes
have been shown to enter the cytoplasm 30 min after administration of current, and proceed to peri-
nuclear locations by 24 h postadministration [62]. Electroporation has shown promising results in the
administration of complexes to skeletal muscles, indicating a possible role for the technique in future
in vivo muscular applications [63]. Electroporation can be combined with chemical transfection methods,
including dendrimers, to increase the overall efficiency of transfection [64]. A similar approach, termed
nucleofection, utilizes an electrical current in conjunction with specific solutions to deliver DNA not only
into the cell but also into the cell nucleus [65].

The gene gun provides a ballistic means of transporting genetic material into cells. A typical application
of the gene gun would entail attaching DNA to gold particles that are on the order of 1 µm in diameter.
The coated gold is then loaded onto a cartridge or onto a disc and propelled down the barrel of the gun
via pressurized helium at a force on the order of 200 to 300 psi. The end of the gun barrel is too small
for the disk to exit, so its motion is halted abruptly before exit. The coated gold colloids detach from
the disc and continue their path, passing through or becoming embedded within cells. When passing
through cell membranes, cytoskeletons, and other structures, some of the DNA can become dislodged
and remain within the cells for processing. This method provides good transfection of tissue surface layers
and offers an advantage over microinjection in that many cells in a specified area are quickly transfected.
However, cell damage and depth of gold penetration are two limiting factors of this method. The gene
gun has been used successfully in vivo to transfect murine tumors with cytokines, successfully restricting
cell growth [66]. Direct gene gun transfer of gold-adhered DNA particles has also been used in successful
transfections of beating hearts with genes encoding the green fluorescent protein [67].

43.4 Intracellular Pathways

The mechanisms governing the transport of nonviral gene delivery complexes into the cytoplasm and
on into the nucleus vary between different vectors. Endocytosis is the primary means for cellular import
of nonviral gene carriers, which makes complex modification through the addition of specific ligands
beneficial. Endocytosed complexes enter the cytoplasm in endosomes, which mature from early to late
endosomes before meeting up with lysosomes to form endolysosomes. As this vesicle maturation occurs,
membrane bound H+/ATPases create an acidic environment within the compartments. It is this acidic
environment which allows lysosomal enzymes (acid hydrolases) to remain active and potentially degrade
the endocytosed material. The endolysosome therefore presents a major obstacle to nonvirally mediated
gene therapy, as evidenced by increases in transfection efficiency in the presence of the lysosomotrophic
agent chloroquine [68–70]. Research into lysosomal disruption has produced a peptide that can degrade
the membrane of the late endosome, based on its cholesterol content. This method has reportedly increased
the transfection efficiency of parenchymal liver by 30-fold [71].

PEI has been hypothesized to serve as a proton acceptor within endolysosomes, serving to buffer the
pH of the endolysosome while additional H+ is pumped in. According to this hypothesis, Cl− ions will
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leak into the vesicles to alleviate the electric gradient, thereby creating an osmotic gradient which will be
offset by an influx of water molecules into the endolysosomes. The result will be swelling and bursting
of the endolysosomes [45]. PEI has been shown to enter cells via endocytosis, and the endosomes have
been shown to swell within a period of under 6 h [72]. However, there exists a question of the degree
of lysosomal involvement during PEI-mediated transfection. PEI/DNA-containing endosomes have been
imaged while passing through lysosomal beds without lysosomal interaction [73]. In addition, PEI has
been reported to utilize microtubules of the cytoskeleton as a direct pathway to the nuclear envelope,
thereby eluding lysosomes [74]. It is perhaps the large excess of positive charges in PEI/DNA complexes
that help direct the complexes in a seemingly atypical fashion during cellular processing. More research is
required to elucidate the complete cellular mechanism of PEI-mediated transfection.

If the delivered genetic material is DNA, and the desired outcome of the transfection is expression of
the delivered gene, then the next major hurdle to successful transfection is getting the delivered DNA
into the cell nucleus for transcription. Many studies have monitored the effect of cell cycle stage upon
transfection efficiency. Some viral vectors show strong transduction during all phases of the cell cycle
because of their strong nuclear-importation machinery [75]. However, polyplex and lipoplex carriers
show optimal transfection if they are administered during the G1 or S phases of the cell cycle [75]. It is
known that the nuclear envelope is dismantled during late mitosis, hence perhaps these findings can be
explained by the length of time required for transfection complexes to proceed from endocytosis to the
outer nuclear membrane being roughly equal to the amount of time needed for the cell to progress from
G1 or S phase to late mitosis. Other work indicates the barrier to transfection presented by the nuclear
envelope through results that reveal very low transfection efficiencies in nondividing cells when cationic
lipid-mediated vectors were used [76].

Aside from entering the nucleus by virtue of location during mitotic nuclear membrane disruption,
genes and gene delivery complexes can be delivered to the nucleus via import. Possible mechanisms
for nuclear import include interactions between the complexes and other proteins bound for nuclear
import and interactions between the complexes and nuclear import receptors themselves. Proteins in the
cytoplasm that are bound for nuclear import typically have a conserved peptide sequence that is recognized
by the cell as a nuclear localization signal (NLS). Such signals can be manufactured in the laboratory for
inclusion as an integral part of the gene delivery complexes [77,78]. Many factors govern the success of
NLS-mediated nuclear import: the type of NLS, the manner in which the NLS is incorporated, DNA form,
and the proper definition of the complexes [79].

43.5 Cell and Tissue Targeting

Each of the physical delivery methods listed in Section 43.3.3 is an excellent way to deliver genes to a
specific region. Certainly, microinjection is a very straightforward way to introduce genes into a single
cell of interest. However, physical delivery methods can be technically difficult, insubstantial in the
number of cells that are transfected, or impossible for delivery to remote areas of the body. To provide
feasible alternatives when such challenges exist, molecular targeting methods have been developed, yielding
encouraging results.

The use of cell-specific ligands or receptors to target extracellular attributes is a good method for
gene delivery to specific cell types or classes. Neuronal cells have been targeted for transduction via
a neuron-specific viral envelope in conjunction with specific glycoproteins, leaving nonneuronal cells
unaffected [80]. Other examples of ligands that have been used include LOX-1 to potentially target
endothelial cells [81], the human hepatitis B virus preS1 peptide to target hepatocytes [82], plus transferrin
[83], folate [84], anti-CD34 [85], and galactose [86], among others. The list of potential and realized target
ligands is very large, which suggests the utility of this targeting technique.

Using cell-specific transcription regulation sequences (binding elements such as promoters or enhan-
cers) is another way to target cells without modification of the gene delivery vehicle, which allows for cell
targeting with known delivery and release kinetics without having to repeat the same work for modified
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vectors. This type of targeting, known as promoter or expression-targeting, works on the principle that
many cell types could take up the delivered genes, but only the cells of interest will transcribe them because
the transcriptional machinery that binds to the utilized promoters is present only in the target cells. This
type of targeting has been used to target megakaryocytes via the promoter for integrin αIIβ (for a possible
treatment for platelet disorders) [87]. Targeting liver cells has been achieved by using the promoter for
liver-type pyruvate kinase and SV40 enhancer [88]. Expression-targeting has also been used to target an
entire class of cells (Cox-2 overexpressing cells), which could be an important technique in the treatment
of carcinomas or inflammation [89]. The use of two specific binding elements, a promoter/enhancer
combination, has been employed to deliver the suicide gene for thymidine kinase to prostate tumors [90].
Expression-targeted gene delivery could prove to be a valuable tool in clinical gene therapy, alone or in
conjunction with ligand-targeted systems.

43.6 Applications

43.6.1 In Vitro

In 1977, a chemically created somatostatin gene was fused to an Escherichia coli β-galactosidase gene
and introduced into a bacterium resulting in expression of the gene [91]. The alteration of both cells and
cellular functions has expanded greatly since then to produce many new experimental applications. In vitro
modeling is valuable in learning more about living systems without the involvement of animals, while
potentially leading to in vivo applications. For example, liposomal delivery of the gene for adenomatous
polyposis coli (APC), delivered to produce a potential anticancer agent, has produced excellent results in
diminishing a human duodenal cancer in the presence of bile in vitro [92].

The proliferation of cells in vitro not only serves as a model for in vivo studies but also serves as a
valuable component of most ex vivo applications. However, it is often the case that cell behavior differs
between in vitro and in vivo environments. Hematopoietic stem cells show this characteristic, displaying
substantial proliferation in vivo but dividing at a more conservative rate in vitro. Building on the retroviral
overexpression of the homeobox B4 gene, a 40-fold increase in in vitro growth has been observed in
mouse bone marrow cells [93]. However, the difference between cell behavior inside and outside the living
organism along with the involvement of a wider array of cell types and cellular proteins continue to be
significant barriers to scientific research, and are reasons why in vitro investigations are not enough to
produce treatments ready for the clinic. In vitro research is still important because it allows greater control
over experimental conditions for molecular studies and reduces the need for research animals.

In vitro gene therapy also has applications in the creation of regulation vehicles for the complexes
needed in vivo. The delivery of l-dopa and dopamine to the nervous system by genetically altered cells
can be regulated by embedding the cells in hydrogels, created and currently being tested in vitro, and
implanting these systems into the affected area [94]. Another regulation device has been created from
freeze-dried PEI/DNA complexes along with sucrose and PLGA to create a porous medium filled with
encapsulated transfection complexes [95]. In vitro, the use of this PLGA sponge has caused expression of
a reporter gene in adherent fibroblasts for 15 days.

Besides delivery regulation mechanisms there are in vitro transfection applications that treat cells as
microfactories to create pharmaceutical products. An example of using gene delivery to utilize cells as
manufacturing plants is the injection of engineered plasmids into silkworm eggs for the production of
type III procollagen [96]. This application is a useful way of producing protein-based polymers with
high sequence specificity and low polydispersity. This technology could be used to create scaffolds for
cell-seeding in tissue engineering applications.

43.6.2 Ex Vivo

Ex vivo gene therapy involves the methods of in vitro cell therapy coupled with the reintroduction of the
altered cells into an organism. Likely candidates for this approach are bone marrow progenitor cells of
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the adult (mesenchymal and hematopoetic) embryonic and adult stem cells. Delivery of the transfecting
(or transducing) gene can be accomplished via any of the methods mentioned previously in this chapter.
There has been much success with this application of gene therapy, which has progressed to the clinical
trial stage. Transplantation of nerve growth factor (NGF)-producing grafts of neural progenitor cells into
the septum and nucleus basalis of the rat cerebrum has been shown to diminish the atrophy of the brain
associated with aging [97]. Several more ex vivo investigations are outlined in Section 43.7 of this chapter.

43.6.3 In Vivo

To transport gene delivery complexes into living organisms, there exist several strategies that do not entail
surgery. The first method that might come to mind is injection via syringe. Injections can be very simple,
entailing introduction of complexes into a vein [98], into the peritoneum [99], or directly into a tissue such
as muscle [98] or tumor [100]. Even the blood–brain barrier can be circumvented via direct injection [101]
or injection into the jugular vein using the brain-specific promoter GFAP [102]. Additional approaches
for gene delivery to the central nervous system include injection into the cranial nerves for retrograde
transport of PEI/DNA complexes into the brainstem [103], and intraveneous administration of lipoplexes
conjugated with transferrin to effectively cross the blood–brain barrier via its transferrin receptors [104].
Permanent transfection via nonrandom integration has even been achieved via high-pressure tail vein
injection, in which plasmids coding for bacteriophage φC31 integrase were co-injected with plasmids
containing attB and a gene for human factor IX to yield site-specific genomic integration of the factor
IX gene in rat hepatocytes at native pseudo attP sites [105]. This concept could be applied to achieve
permanent transfection in many nonviral applications, which lend themselves to IV administration.

Another method of complex administration in vivo is through inhalation. Inhalation of aerosols is an
intuitive choice for gene delivery to the respiratory system. In mice, aerosol administration of a liposome–
DNA complex has yielded transfection results that persisted for 21 days [106]. More recently, aerosol
delivery of adeno-associated viral vectors through the nasal cavity produced positive transfection that was
apparent in the bloodstream in addition to that in the lungs [107]. Aerosol delivery is a logical method
of delivering transfection complexes to the lungs, while intravenous delivery might be better suited for
organs such as the spleen or liver, as demonstrated by results from a recent study that compared the two
delivery methods for PEI/DNA transfection complexes [108].

Mucosal administration of gene delivery complexes by oral or rectal routes is another option for in vivo
gene therapy. Mice that were fed chitosan-coated plasmid particles showed expression of the delivered
gene in the intestinal epithelium [109]. Another delivery method involves particle-mediated gene delivery
directly into the oral mucosa [110]. In the cited study, several marker and cancer-targeting genes were
delivered and shown to be expressed in the oral cavities of canines. Transrectal complex administration
(enema) has also been used to deliver genes to canines, where a recombinant adenovirus vector carrying
a marker gene (β-galactosidase) was used to demonstrate successful transduction in the colon [111].

43.7 Clinical Applications

To date, over 900 reported gene therapy clinical trials are underway worldwide; approximately 2% of these
are phase III investigations [112]. Well over half of the current trials utilize viruses as the gene delivery
vehicle. Physical and chemical (especially liposomal) delivery methods are also represented. Over half of
the current trials are cancer investigations [112]. Following is an overview of some of the more visible trials.

Severe combined immunodeficiency (SCID) was the first clinical application of gene therapy to go
into human trials, commencing in 1990. The treatment involved removing bone marrow stem cells,
altering them by exposure to healthy T-cells in culture, and then reintroducing the differentiated marrow-
derived cells to the host organism [113]. Another malady involving immunocompromise is the HIV
infection, a retrovirally caused disease that affects T-helper cells and can eventually lead to acquired
immunodeficiency syndrome (AIDS). Phase I, II, and III clinical trials are currently underway for several
applications of HIV-related gene therapy. Ex vivo manipulation of T lymphocytes with ribozymes, followed
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by reintroduction of the cells into the host, shows promise in that the T-cells have a greater survival time
and are clinically safe for the subject [114]. A separate study conducted on twins was completed in 2002,
and showed the safety and efficacy of ex vivo lymphocyte manipulation for expression of an anti-HIV
gene (revTD) [115].

Clinical investigations for tissue- or organ-related maladies are also underway. Ischemic heart disease
is the result of poor circulatory perfusion of cardiac muscle, commonly from coronary artery blockage.
The delivery of vascular endothelial growth factor (VEGF), first described as a tumor-produced vascu-
lar permeability factor, has been shown to stimulate angiogenesis in several tissues including cardiac
muscle [116]. Phase I studies have indicated that direct injection of naked [117] or adenovirally delivered
[118] plasmids encoding VEGF into cardiac tissue yields both safe and effective transfection/transduction.

Cystic fibrosis is another tissue/organ malady. The disease is the result of a mutation in a gene encoding
a cellular cAMP-mediated chloride channel, known as the cystic fibrosis transmembrane conductance
regulator (CFTR). With inadequate chloride transport capabilities, affected cells will develop an osmotic
gradient that is relieved by internalization of water from the extracellular environment. In cells that are
bathed in mucus, such as lung airway epithelia, the result is a loss of water from the coating mucus, raising
mucus viscosity and lowering the body’s ability to transport it via ciliary movement. Bacterial colonization
is often the result of such stasis. Clinical trials for the treatment of cystic fibrosis have been conducted
using different target administrations. A trial of liposome-mediated transfection for cystic fibrosis patients
showed the efficacy and safety of delivery of the CFTR gene to nasal epithelium cells [119]. Aerosolized
adenoviral particles carrying CFTR cDNA have also been used clinically for transduction in the lungs [120].

Neurologic disorders have also been the target of clinical gene therapy trials. A phase I study of
Alzheimer’s disease involved the removal of primary fibroblasts from subjects, effectively transducing the
harvested cells with nerve growth factor and reintroducing the cells into the brain [121] (also reviewed in

aim of preventing neural degradation and elevating levels of acetylcholine transferase.
Gene therapy applications for cancer treatment are very well represented in the group of clinical trial

investigations. Phase I and II trials directed at malignant gliomas are using a modified herpes virus to
target glioma cells in order to cause an immune response to diminish the number of cancerous cells [123].
The referenced study is currently focused on drug dose amount in subjects with recurrent glioblastoma.
A phase II study of ovarian cancer commenced in the year 2000 to determine the safety and efficacy
of genetically altered herpes simplex thymidine kinase-producing cells (HSV-TK) delivered into cancer-
affected ovaries [124]. The amount of cancer research that is underway is too large to allow a proper
presentation of the area in sufficient detail here.

43.8 Summary

Gene therapy is a very diverse and rapidly growing field. Researchers in many areas, including biology,
chemistry, physics, engineering, and medicine can find new applications for their creations and discoveries
in gene therapeutics. Since molecular biology and genetic recombination laid the foundation for controlled
genetic alteration, the field of gene therapy has expanded dramatically. The ability to alter cellular function
through the introduction of exogenous genetic material has drawn considerable hope that this technology
can be used to discover new disease treatments as well as explicate some of the mysteries of life at the
level of basic science. As laboratory and clinical trials proceed and knowledge of the area becomes more
rational and objective within the general public, gene therapy should prove to deliver beneficial and lasting
advances from the world of biomolecular science.
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44.1 Introduction

The main goal of tissue engineering is the creation of artificial tissue having the ability to repair or simply
replace lost or damaged tissue. Common tissue engineering strategies involve the extraction of cells from
a small piece of tissue and their in vitro culture for later implantation using a carrier that allows the

factors, consisting of cells (generally stem cells, or progenitor cells), a scaffolding material, and growth and
differentiation factors [2]. The in vitro creation of an efficient construct can be accelerated by applying
certain stimuli that can elicit specific responses to the cells. Stimulation can be done in two major ways:
chemically and electro/mechanically.

Chemical stimulation is carried out by using growth and differentiation factors specific for different
responses. Growth factors play a major role in cell division, matrix synthesis, and tissue differentiation [3].
Examples of these proteins are: bone morphogenetic proteins (BMPs), which have been demonstrated to
induce the differentiation of mesenchymal stem cells into an osteoblastic lineage (BMP-2 and BMP-7),
and the vascular endothelial growth factor that greatly enhances angiogenesis [4,5]. The need for in vitro
mechanical stimulation in tissue engineering is drawn from the fact that most tissues function under
specific biomechanical environments in vivo. These environments play a key role in tissue remodeling and
regeneration. The stresses can be translated into different kinds of forces that range from load bearing to
hydrodynamic forces due to fluid flow [6]. Thus, the mechanochemical microenvironment that progenitor
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formation of new tissue (Figure 44.1) [1]. Most approaches in this field are based on common bioactive
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FIGURE 44.1 Basic steps in the process of tissue engineering: cells are harvested from the patient and proliferated
in a three-dimensional environment, followed by the application of mechanical and chemical stimuli in a bioreactor
prior to implantation.

cells grow into is expected to control the fate of these cells while undergoing differentiation toward different
lineages.

A bioreactor is generally defined as a device capable of creating the proper environment for the creation
of a certain biological product [21]. Therefore, a bioreactor is described as a simulator, a device in which
biological as well as biochemical processes can be carried out. In tissue engineering, bioreactors are used to
impart certain forces that imitate different electromagnetic and mechanical stimuli occurring in the body.
However, these devices are not limited to the sole application of electromechanical stimuli; they must meet
other requirements in order to create grafts that, when implanted, will lead to the regeneration of damaged
organs. A bioreactor must efficiently transport nutrients and oxygen to the construct, maintaining an
appropriate concentration in solution. In most tissue engineering applications, a scaffold is seeded with
cells and supports the formation of extracellular matrix (ECM). Consequently, the bioreactor has to induce
a homogeneous cell distribution throughout these structures in order to generate a uniformly distributed
ECM. Tissue engineering bioreactors can be used for cell seeding and long-term cultures.

This chapter describes some of the most popular bioreactor designs available for the engineering of dif-
ferent tissues. Hydrodynamic conditions and transport phenomena considerations are addressed, as well
as applications to functional tissues and unique devices for specific applications. Design considerations,
challenges, and new directions are also presented.

44.2 Most Common Bioreactors in Tissue Engineering

The choice of a bioreactor to cultivate three-dimensional constructs depends upon the tissue to be engin-
eered and its functional biomechanical environment. Emulation of physiological conditions is the main
objective when developing these kinds of systems, and this issue has been addressed in different ways. The
incorporation of convective forces has become a common characteristic among most bioreactors. In this
section, we describe some of the most common bioreactors found in the engineering of several functional
tissues such as bone, cartilage, and cardiovascular applications, among others.
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(a) (b)
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FIGURE 44.2 Common bioreactors used in tissue engineering. (a) Static culture, (b) spinner flask, (c) rotating wall,
(d) perfusion system, and (e) perfused column.

44.2.1 Spinner Flask

The spinner flask (Figure 44.2b) represents one of the simplest bioreactor models. It was first designed
with the idea to use convection in order to maintain a well-mixed system. The scaffolds are threaded into
needles connected to the cover of the flask, and submerged in the culture medium. Convection is generated
through the usage of a magnetic stir bar or a shaft that continuously mixes the media surrounding
the scaffolds, providing a practically homogenous distribution of oxygen and nutrients [7,8]. The fluid
dynamic environment at the external surface of the scaffolds is turbulent and characterized by the existence
of eddies that may enhance the transport of nutrients into the porosity, and locally expose cells residing at
the exterior of the construct to relatively high shear forces. The magnitude of the shear stresses can vary
significantly between different locations; therefore, not all the cells are exposed to the same shear stresses.
The presence of convective forces external to the scaffolds may not suppress concentration gradients
appearing deep inside large three-dimensional constructs, where diffusion is the controlling mechanism
of nutrient transport [9,25].

44.2.2 Rotating-Wall Vessels

Initially designed by NASA as a microgravity environment for cell culture, the rotating-wall bioreactor
(Figure 44.2c) is now widely used in the formation of engineered bone, cartilage, and other tissues
[7,8,10–12]. This device consists of two concentric cylinders whose annular space contains the cell culture
medium [13]. The inner cylinder is static and permeable to allow gas exchange for oxygen supply. The
outer cylinder, on the other hand, is impermeable and horizontally rotates at a speed that causes centrifugal
forces that can balance, if tuned properly, the gravitational forces; thus, generating a pseudo microgravity
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environment [7,13,14]. Unlike the spinner flask, in the rotating-wall vessel the fluid flow is mostly laminar
and the range of shear forces experienced by the cells at the outer surface is relatively narrow, with the
existence of a stagnation zone at the upstream edge. As reported by Williams et al. [15], shear stresses
decrease in the direction of flow and no significant variations from scaffold to scaffold are observed.
Medium can be recirculated between the annular space and an external gas membrane. A modification
of the original design, called rotating-wall perfused-vessel bioreactor, includes the rotation of the inner
cylinder. In this model, media is perfused from the vessel’s end cap to the pores of the inner cylinder [14].

The conditions of operation of a rotating-wall vessel must be carefully controlled. Large rotation speeds
of the outer wall will affect mass transport since most of the inlet fluid bypasses the vessel volume, whereas
an increase on the differential rotation enhances the radial and axial distribution of the fluid at low mean
shear stresses [14].

44.2.3 Perfusion Chambers and Flow Perfusion Systems

Flow perfusion bioreactors provide continuous flow through chambers were the scaffolds are located. The

is continuously recirculated through the chamber, thus improving the transport of nutrients and oxygen
to the constructs [16,17,22]. Nevertheless, the flow of medium in these chambers is distributed between
the inner network of the construct and its surroundings, minimizing convective flow through the scaffold
[18]. To ensure that the flow of medium occurs exclusively through the porosity of the material, new
designs of flow perfusion bioreactors include the confining of the construct in chambers (Figure 44.2d).
In this way, a more controllable flow is achieved and nutrient transport limitations are virtually eliminated.
Internal flow can also expose the cells inside the scaffold to fluid shear forces that have been known to
be stimulatory for some cell types such as osteoblasts and endothelial cells [19,20]. A standard design
of this kind of reactors does not exist, but all of them are based on the same principle. A more detailed
description of a perfusion system is given later in this chapter.

44.3 Cell Seeding in Bioreactors

The first step to culturing cells in a three-dimensional environment is the seeding of scaffolds [21].
Along with the characteristics of the material, this process plays a crucial role in the development of
efficient constructs for tissue engineering. Seeding of scaffolds determines the initial number of cells in
the construct, as well as their spatial distribution throughout the matrix. Consequently, proliferation,
migration, and the specific phenotypic expression of the engineered tissue will be affected by the utilized
seeding technique [22]. In the case of tissues that require a fibrous or porous material, static seeding has
been the most widely used method of cell seeding (Figure 44.2a). Burg et al. [26] compared different
seeding techniques using rat aortic cells in polyglycolide fibrous meshes. Static seeding produced the
poorest cellular distribution. In addition to preventing a homogeneous spatial distribution of the cells,
static seeding also produces a low yield [23,26]. Holy et al. [23] reported a 25% efficiency of attachment
after seeding 0.5 to 10×106 cells on porous PLGA 75/25 scaffolds. A low yield diminishes the development
of specific functions related to cell–cell interactions and increases the required amount of cells; therefore,
the usage of new seeding techniques becomes imperative.

In order to address these issues, researchers have incorporated convection into the process of cell
seeding, suppressing some of the mass transfer limitations encountered in the static procedure. Spinner
flask bioreactors (Figure 44.2b) have been implemented to create convection and, thereby, hydrodynamic
forces that could help increase mass transport. Poly(glycolic acid) (PGA) scaffolds were threaded onto
needles and chondrocytes suspensions with a total number of cells between 2 × 106 and 10 × 106 were
used. A yield of 60% was obtained after 2 h of seeding. A more uniform distribution of the cells in the
scaffold was seen (compared to the static seeding); nonetheless, the concentration of cells in the outer layer
of the construct was 60 to 70% higher than that in the bulk [24]. This behavior may be due to the poor

perfusion column (Figure 44.2e) was one of the first designs of this kind of bioreactors. Culture medium
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convection to the interior of the scaffold, making migration the only way for cells to reach the interior of
the scaffold.

It has been reported that, in the spinner flask, the shear forces at the external surface of the scaf-
fold are highly nonuniform. Such variability may influence the homogeneity of the seeded cells even
when considering only the external surface area [25]. To avoid such problem, Mauney et al. rotated
the scaffold every 2 h for the first 6 h of seeding so that each face of the construct could be exposed
to the flow field, reaching a homogenous distribution of the cells and a higher efficiency than that
of the static methodology. However, despite the high efficiency of seeding achieved with the spinner
flask bioreactor, a more homogeneous distribution of the cells throughout the construct volume is still
desired.

One way to guarantee mass transfer to the interior of the scaffold and a better distribution of cells is
by applying perfusion [26,27]. In this technique, the construct is press fitted into a chamber, and the cell

terephthalate) matrices at a rate of 1 ml/min. The cell suspension was recycled to increase the yield. Cell
density increased along with the inoculation cell number, with an efficiency of about 65%, while with the
static seeding, the yield stayed constant and lower than that achieved with the perfusion [22]. Similarly,
Kim et al. seeded hepatocytes on polymeric matrices using a flow perfusion system. A suspension of rat
hepatocytes at a density of 5 × 106 cells/ml was pumped through decellularized bone matrices at a flow
rate of 1.5 ml/min for 4 h. A total of approximately 4.4× 106 cells were attached to the matrix, which was
considered successful. Furthermore, scanning electron microscopy and histology confirmed a uniform
distribution of hepatocytes throughout the scaffold.

Wendt et al. [27] monitored seeding efficiency and uniformity of static, spinner flask, and perfusion
systems. Using the same inoculation concentrations, there was not statistical significance among the
efficiencies of the static and perfused techniques, both producing a larger yield than the spinner flask.
Uniformity, however, was optimized by the perfusion apparatus, while the static and the spinner flask
generated cell-scaffold constructs with low spatial uniformity [27].

44.4 Bioreactor Applications in Functional Tissues

After being seeded with the specific type of cells needed for the application, scaffolds must be subjected
to longer periods of culture under the desired physical stimuli. The appropriate stimulation relies on the
mechanical, biological, and ultrastructural characteristics of the native tissue. Bioreactors for engineered
vascular grafts must mimic the natural fluid dynamic conditions of blood flow, including relatively high
flow rates and pulsatile flow [42]. Bone tissue has also been shown to be stimulated by fluid flow [19].
Engineered ligaments and tendons need mechanical loading to emulate the conditions that they normally
experience [87]. In this section we highlight some of the most important bioreactor applications in the
engineering of different tissues; different designs and their efficiency in the development of inductive
constructs are discussed.

44.4.1 Tissues of the Cardiovascular System

Several types of bioreactors have been used for the regeneration of tissues from the cardiovascular system.
Spinner flasks and rotating-wall vessels have been employed in the regeneration of heart tissue. Cardiac
myocytes were cultured on PGA scaffolds in a spinner flask, rotating-wall vessels and perfusion systems
[28,29]. After 14 days of culture, the medium in the rotating-wall vessels showed higher levels of oxygen.
The cell number in the spinner flask and rotating-wall reactor was larger than that of the static culture.
Likewise, the uniformity of extracellular matrix throughout the scaffold was more homogeneous in the
rotating-wall vessels. The engineered constructs had similar structural characteristics to that of the native
tissue, and the cultured cells secreted proteins related to mature cardiac myocytes (myosin, troponin-T,
tropomyosin, etc.). However, the cell density was always lower in the interior of the constructs [29].

suspension is flowed through it (Figure 44.2c). Li et al. used a depth filtration system to seed poly (ethylene
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44.4.1.1 Vascular Grafts

The emulation of physiological conditions in tissue-engineered vascular grafts is extremely important.
Factors affecting the successful generation of a vascular graft include the selection of the appropriate
scaffolding material, the cell type (smooth muscle cells, endothelial cells, and fibroblasts), and the culturing
conditions [30,35]. Evaluation of mechanical properties is necessary to determine the quality of the
engineered construct. Mechanical strength is directly related to the matrix structure, especially to the
alignment of smooth muscle cells and collagen fibers [30,31].

Blood experiences rapid pulsating flow in the body with a velocity of about 33 cm/sec in the aorta and
0.33 mm/sec in capillaries [32]. Moreover, the conditions of flow will determine the differentiation path
and properties of endothelial cells [6,33]. The extracellular matrix organization and mechanical properties
of the graft, such as burst pressure and suture retention, are determinant factors of the graft quality [34].
Different systems with pulsatile flow have been designed in order to achieve these goals [35–38].

Static culture of endothelial cells seeded on different synthetic or natural polymers resulted in grafts with
poor mechanical properties and morphological characteristics different from that of the native tissue [39].
In an attempt to mimic the natural environment of blood vessels, fluid flow has been employed during
in vitro culture of smooth muscle cells seeded on PGA scaffolds. Incorporation of pulsation improved the
mechanical properties of the constructs and their histological appearance resembled that of native arteries.
It is important to point out that plain pulsation generated grafts with inferior mechanical properties [40].
The implementation of biomimetic bioreactors that utilize pulsatile flow in the physiological range appears
to stimulate the formation of an organized matrix similar to that of the native tissue [41,42].

An example of a pulsatile-flow bioreactor for vascular grafts is shown in Figure 44.3. This design, used
in the Laboratory of Cardiovascular Tissue Engineering at the University of Oklahoma, resembles the
shell and tube concept of some heat exchangers. Flow circuits are separated into shell-side and tube-
side to monitor (and control) system pressure and flow rates independently. Control valves downstream

Waste

Media
(Shell-side)

Pump

Compliance chamber

Tissue-engineered construct
within bioreactor

Pressure
transducers

Media
(Tube-side)

CPU

FIGURE 44.3 Shell–tube bioreactor for vascular grafts. (Courtesy of Dr. P. McFetridge from the School of Chemical
Engineering and Materials Science, University of Oklahoma Bioengineering.)
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of the bioreactor can be adjusted automatically in response to pressure variation. Typically, vascular
bioreactors require different cell types seeded onto each side of the construct; as such, the dual-circuit-
process flow allows different media types (endothelial and smooth muscle cell) to be run independently.
Media is recirculated until nutrients, antibiotics, and pH require correction to remain within physiological
parameters.

In another model designed by Thompson et al. [35], pressure is created by cyclical air inflow and the
amount of pressure introduced in the system is controlled by a check valve. The air comes into contact
with the culture medium in the so-called driving shaft. Tubing with medium is connected to the unit
where the constructs are placed; this unit is called the manifold. Constructs can be accommodated in
series or parallel, with a capacity of six scaffolds. Real-time flow and pressure can be monitored using an
in-line flow meter and pressure transducer [35]. Hoerstrup et al. [43] designed a similar system in which
the pulsatile flow is generated by the inflation/deflation of an elastic membrane.

Pulsatile flow, however, is not the only stimulation that has been used in the formation of tissue-
engineered blood vessels. Selitkar et al. [44] designed a bioreactor to apply cyclic strain to cell-seeded
scaffolds. After seeding aortic rat SMCs and culturing them for 8 days, circumferential orientation and a
homogeneous distribution was observed in the scaffold. Collagen fibers were also produced in an organ-
ized fashion, forming bound assemblies. Mechanical properties were improved compared to unstrained
constructs, achieving an ultimate stress of 58 kPa and modulus of 142 kPa, which are much greater than
those achieved without any stimulation (16 and 68 kPa, respectively) [44].

Different stimuli have also been combined in order to enhance the formation of the extracellular matrix
and mechanical properties. Peng et al. [45] used both cyclic stretching and pulsatile flow with perfusion
to culture vascular cells. Endothelial cells were grown in distensible silastic tubes and subjected to pulse
pressures and shear stresses comparable to the physiological values (up to 150 mmHg and 15 dyn/cm2).
Cells aligned in the direction of higher pulsation, almost parallel to the flow. Actin fibers showed a
peripheral longitudinal orientation at greater pulsatilities.

44.4.1.2 Heart Valves

The environment in which heart valves perform is mechanically complex. Heart valves must operate at
a frequency of approximately 1Hz, undergoing shear and bending stresses caused by blood flow [46,47].
Hoerstup et al. designed a pulsatile-flow system for the engineering of heart valves. This bioreactor basically
consists of two chambers with a silicone diaphragm between them. The lower chamber maintains air, while
the upper one is the culture medium chamber. Air is pumped, using a ventilator, into the lower chamber
to displace the diaphragm and create the pulsation. Pulsatile flows from 50 to 2000 ml/min and systemic
pressures from 10 to 240 mmHg can be achieved using this system [38]. Dumont et al. [37] designed a
similar bioreactor for the formation of engineered aortic heart valves. This apparatus consists of a left
ventricle (LV) made out of a silicone and an after-load with a compliance chamber and a resistance. The
stroke and frequency of the machine is controlled by a piston that compresses and decompresses the LV.
In this design, air is also incorporated in a compliance chamber, being pumped under conditions that
resemble the standard systolic and diastolic pressures. The tissue-engineered aortic heart valve is placed
between the left ventricle and the compliance chamber [37].

Schenke-Layland et al. [48] cultured endothelial cells and myofibroblasts on decellularized porcine
heart valves under static and pulsatile conditions. Increased cellularity, collagen and elastin content, and
mechanical strength were observed when the heart valves were cultured under pulsatile flow. The level
of pulsation is also a critical parameter in the formation of functional heart valves, as demonstrated by
Mol et al. [49].

44.4.2 Bone

Bone is a hard connective tissue that provides mechanical support to the human body and is a frame for
locomotion. Bone grafts have been generated under a wide variety of culturing conditions, including static
and dynamic systems. Among the most popular dynamic systems are spinner flasks, rotating-wall vessels,
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and perfusion systems [20,24,50,51]. As for every tissue, before deciding upon the kind of bioreactor
to be used, considerations concerning the carrier matrix, cells (osteoblasts, mesenchymal stem cells,
etc.), and growth factors must be taken into account. In the case of bone, the matrix to be used must be
osteoconductive, provide mechanical support, deliver cells and allow their attachment, growth, migration,
and osteoblastic differentiation [52]. Synthetic and natural polymers have been implemented. Among the
synthetic polymers poly-α-hydroxy esters, poly(ε-caprolactone), poly(propylene fumarate), poly(sebacic
acid), and their copolymers have been widely used. Materials such as ceramics and titanium have also been
used for bone replacement [53,54]. Cell number and calcium deposition are good markers to evaluate
the evolution of bone matrix. Furthermore, alkaline phosphatase activity (ALP) is used to assess early
differentiation activity of osteoblastic cells. Production of extracellular matrix proteins such as osteocalcin,
osteopontin, and bone sialoprotein is also taken into consideration [55].

As mentioned before, static culture was one of the first attempts to produce bone matrix. Ishaug et al.
[56] seeded marrow stromal cells on top of poly (dl-lactic-co-glycolic acid) (PLGA) foams of different pore
sizes at different densities. Cell proliferation was supported by the scaffold, and high level of ALP activity
and calcium matrix deposition were observed. It was found that the depth of mineralized tissue increased
over time, but the maximum penetration was only around 240 µm, resulting in a nonhomogeneous cell
and matrix distribution [56].

Improvement in the development of bone matrix in vitro has been achieved with the addition of
convection in the in vitro culture stage, which ultimately translates in a better transport of nutrients and
gases. After statically seeding 1× 106 marrow stromal cells on 75 : 25 PLGA scaffolds, Sikavitsas et al. [7]
cultured these constructs under three different conditions: statically, in a spinner flask and in a rotating-
wall vessel. The culture was carried out for 21 days, and samples were analyzed at 7, 14, and 21 days.
Scaffolds cultured in the spinner flask bioreactor showed the largest number of cells at all time points,
followed by the static culture. At the end of the culture period, constructs in the spinner flask presented
higher calcium contents than those encountered in the static and rotating-wall vessel [7].

Shea et al. [57] also utilized a spinner flask to culture poly(lactic acid) foams seeded with MC3T3-E1
preosteoblasts and evaluated their differentiation. Cells were seeded statically and cultured for 12 weeks.
Proliferation was observed over time; however, their distribution throughout the scaffold lacked homo-
geneity. Cells were densely located only at a thin layer of 200 µm near the scaffold’s surface. The density
dramatically decreased deeper into the construct. The same behavior was seen for the formation of
extracellular matrix and calcium deposition.

It has been shown that mechanical stimulation augments the production of alkaline phosphatase, osteo-
blast proliferation, and mineral deposition in osteoblastic cells seeded on different scaffolding materials
[58]. Osteoblastic cells have been shown to be responsive to shear stress induced by fluid flow. The stim-
ulatory effect of shear stresses has shown to induce an increase in the release of important regulatory
factors such as nitric oxide and prostaglandin E2 [59–61]. Interestingly, osteoblasts have been found to
be more responsive to fluid shear forces than mechanical strain [62]. A question arises then, what is the
physiological relevance of the stimulatory effect of fluid flow on bone cells? It has been hypothesized that
mechanical strains on bone tissue cause fluid flow in the lacunar–canalicular porosity of bone [63–65].
Consequently, the incorporation of fluid flow through the porous network is desired in order to stimulate
a faster and more efficient formation of bone matrix. This goal has been reached with the implementation
of flow perfusion bioreactors [20,66,67].

scaffold, thereby maintaining mechanical stimulation and transport of nutrients through the pores. The
scaffolds are tightly fit into cassettes in order to ensure fluid flow exclusively through the porous network.
Constructs are later placed in flow chambers that are capped and secured with o-rings to restrict the flow
around them (Figure 44.4a). The medium is pumped from a flask to the top of the chamber and sent to
another reservoir from the bottom. This direction of flow helps avoiding the entrance of air bubbles into
the flow chamber. Both flasks are connected so that the medium is in continuous recirculation. The main
body of the reactor consists of a total of six chambers and is made out of Plexiglas to allow the visualization
and monitoring of the flow inside the chambers. Each chamber corresponds to an independent circuit

Bancroft et al. [8] developed a perfusion system (Figure 44.4) where medium is pumped through the
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FIGURE 44.4 Schematics of a flow perfusion bioreactor. (a) Close up of the perfusion chamber where the scaffold
is press fitted. (b) Lateral view of the main body of the bioreactor.

using one of the heads of a peristaltic pump that produces flow rates from 0.1 to 10 ml/min (Figure 44.4b).
The tubing permits the exchange of carbon dioxide and oxygen with the atmosphere in the incubator.
A complete change of medium can be done due to the two-reservoir set up [18].

To study how the shear rate affects the growth of bone matrix in vitro, Bancroft et al. [19] varied
the flow rate when culturing titanium fiber meshes seeded with rat marrow stromal cells for 16 days.
Controls have been cultured under static conditions, and the flow rates used in the perfusion culture were
0.3, 1.0, and 3.0 ml/min. It was found that the deposition of calcium was greatly increased in the flow
perfusion culture as compared with the static conditions. It was also observed that increased medium flow
improves the distribution of extracellular matrix throughout the construct volume [19]. The increased
calcium deposition could have been due to the increased shear forces or increased chemotransport in the
porosity of the scaffolds when higher flow rates were employed. To isolate the effects of shear forces from
the mass transport effects, the shear forces were changed by varying the viscosity of the culture medium
under constant flow rate [68]. An increase in viscosity, which translates into greater shear forces, was
found to enhance the deposition of mineral matrix and the ECM distribution throughout the construct,
demonstrating the importance of fluid-flow induced shear forces on the creation of bone tissue-engineered
grafts.

Meinel et al. [67] cultured human mesenchymal stem cells on silk scaffolds for 5 weeks in a flow
perfusion chamber (at 0.2 ml/min) and a spinner flask. Scaffolds cultured under flow perfusion showed
a more homogenous distribution of the mineralized matrix throughout the construct although those
cultured in the spinner flask produced a greater amount of deposited calcium.

Other kinds of stimulation include mechanical strain and electrical current. A bioreactor was developed
that allowed the continuous exposure of cells to continuous cyclic stretching [69]. Primary osteoblast-like
cells were seeded on silicone rubbers and subjected to 1000 microstrains at 1 Hz either continuously or in
periods of 60 min. Cellularity and calcium deposition were enhanced under the presence of mechanical
strain and the intermittent procedure was the most efficient of them [70]. Another bioreactor that can
expose cells to mechanical load has been developed by Shimko et al. [71]. Unlike the previous study,
mechanical loading had a negative impact in the mineral deposition.
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Electrical current has been shown to stimulate bone regeneration and enhance its healing [72–75].
Bioreactors have been designed to electrically stimulate cells seeded on conductive surfaces [75]. After
culturing calvarial osteoblasts under an electric field with 10 µA and 10 Hz for 6 h/day, the cell number
was higher by 46% and the amount of calcium deposited was raised by 307% after 21 days, compared to
nonstimulated cells. Upregulation of mRNA expression for collagen type I was also observed.

As demonstrated by several studies, the usage of flow perfusion greatly enhances the formation of bone
matrix. By doing this, mechanotransduction mechanisms related to the differentiation of osteoblastic cells
are potentially activated. Great challenges are still encountered however. What are the actual mechanisms
that transduce the external shear forces and influence the cellular behavior? Currently, only estimates of the
shear rates at the interior of three-dimensional scaffolds have been provided, and detailed mathematical
modeling needs to be conducted. This will allow the determination of the actual values of the shear rate
inside the constructs and their spatial distribution.

Using larger scaffolds can represent another problem; is it possible to achieve a completely homogeneous
distribution of matrix in larger constructs? What would be the necessary culturing conditions to achieve
this? How long must the cells be cultured to produce an osteoinductive enough matrix? And how long
and under what conditions must the cells be precultured prior to the application of mechanical forces to
avoid their detachment?

44.4.3 Cartilage

Cartilage is a tissue with limited capabilities of regeneration when damaged. Between the two general types
of cartilage, articular cartilage is continuously exposed to mechanical forces and needs to dissipate loads
under physiological conditions. On the other hand, in other parts of the body the elastic properties of
the cartilage are more important. Cartilaginous tissue has been engineered using spinner flasks, rotating-
wall bioreactors, perfusion systems, and compression bioreactors that better mimic the physiological
environment of the cartilage tissue. The most widely used cell types for the regeneration of cartilage
are mesenchymal stem cells or primary chondrocytes. Regarding the scaffold, different materials have
been used; synthetic and natural hydrogels are among the most popular choices, including collagen, poly
α-hydroxy esters, and their copolymers. Fibrinogen-based and glycosaminoglycan (GAG)-based matrices
are also being employed [76,77]. Some of the markers used to evaluate the formation of cartilaginous
matrix are cellularity, production of collagen type II, and production of GAGs [8]. It has to be pointed
out that the synthesis of native cartilage dramatically varies in different locations of the body.

Vunjak-Novakovic et al. [10] compared the performance of different bioreactors (static, spinner flask,
and rotating wall) in the formation of cartilaginous matrix. Highly porous PGA scaffolds were seeded
with chondrocytes and cultured statically, in a spinner flask, and a rotating-wall vessel for 6 weeks. At
the end of the culture period, GAG and collagen type II levels were five times greater than the values
obtained in early culture. The spinner flask induced a larger production of GAGs and collagen type II;
however, an even greater difference was observed in the rotating bioreactor compared to the static culture.
Histomorphometric studies revealed the formation of tissue in the periphery of the constructs cultured
statically, while those in the spinner flask had an outer fibrous capsule in spite of the increment in
mass transport. Scaffolds cultured in the rotating-wall bioreactor, on the other hand, showed a better
distribution of the matrix, but a gradient in concentration of GAGs was observed in all the constructs.

Gooch et al. [78] studied the effect of shear stress on the formation of cartilage matrix in a spinner flask
and compared it with a static culture. Chondrocytes were dynamically seeded for 3 days on fibrous PGA
matrices with a fiber diameter of 13 µm using a spinner flask bioreactor. Cultivation was carried out for
42 days at different mixing intensities. Production of GAGs was greater in the spinner flask, and increased
along with the mixing intensity. Collagen production showed a similar behavior although no significant
difference was observed among the different mixing intensities.

The effect of shear stress has also been conducted in a rotating-wall vessel [11]. Variation of the rotation
speed of the mobile wall when culturing chondrocytes in poly(lactic acid) (PLA) foams for 28 days did
not cause a change in cell density among scaffolds cultured at different rotation rates although they were
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larger than those found in static conditions. However, the deposition of matrix GAGs decreased at higher
shear rates, whereas the collagen production showed a contrary behavior. The production of collagen
increased along with the shear rate and time of cultivation, showing a more dramatic dependence on the
rotation speed.

It is important to point out that the shear stress induced in a rotating-wall bioreactor occurs only at
the surface of the scaffold; therefore, perfused cartridges have been used to produce stress stimulation at
the interior of the construct. Pazzano et al. [79] cultured calf chondrocytes seeded on PGA matrices for
4 weeks under static and flow perfusion conditions. Not only did the perfusion system increase the amount
of GAGs by 180% compared with the static conditions, but it also created an organized, homogeneous
matrix. After the 4 weeks of culture, chondrocytes were aligned in the direction of flow, creating a structure
similar to that of some regions of native articular cartilage [80].

Native articular cartilage withstands up to 20 MPa due to compression in vivo; therefore, bioreactors
using this kind of stimulus have been implemented obtaining promising results [6,81–84]. Mizuno et al.
[85] used a culture system that consisted of a perfusion column and a pressurizer. Medium is peristaltically
pumped through the perfusion column were the scaffolds are kept. Downstream from the column there is a
back-pressure regulator. Cyclic pressure was controlled by using a needle valve and a computer-controlled
spring. Chondrocytes were statically seeded in porous collagen matrices for 3 days. Posteriorly, the sponges
were introduced in the perfusion chamber, and flow was started at the rate of 0.33 ml/min. The culture
conditions were pure perfusion, cyclic compression (0.015 Hz) 2.8 MPa, and constant compression at
2.8 MPa of hydrostatic fluid pressure. Production of GAGs and collagen type II were enhanced by the
application of pressure load even though there were no significant differences in cellularity. Hydrostatic
pressure produced about 3.1 times more sulfated GAGs than the controls, whereas the cyclic pressure
produced 2.7 times more sulfated GAGs than the controls. In addition, a native-like matrix was observed,
containing lacunae that entrapped the chondrocytes and a uniform spatial distribution [85]. Carver et al.
[86] had found similar results when comparing the influences of cyclic pressure, flow perfusion, and
culture in spinner flasks, in the formation of cartilaginous matrix. They found that the combination of
flow perfusion and intermittent pressurization seemed to accelerate the matrix formation. In agreement
with these findings, Hung et al. [84] reported the production of cartilage-like tissue after culturing
chondrocytes seeded on agarose gels for 8 weeks under physiologic deformational loading.

The variability in the synthesis and the mechanical properties of cartilage in different locations of the
body and zones of the same location introduces a great challenge in the regeneration of cartilage tissue. Is
the mechanical environment the controlling factor in the formation of zone and location-specific ECM?
Or in different locations of the body, are chondrocytes preprogrammed with different genetic information
to generate a specific type of extracellular matrix? How do chondrocytes in the growth plate cartilage
recognize a differentiation pattern that leads to bone formation? The elucidation of these questions will
provide valuable information to cartilage tissue engineers.

44.4.4 Anterior Cruciate Ligament and Tendons

Ligaments and tendons operate in the presence of various types and levels of mechanical strains that
are expected to influence the behavior of cells residing in these tissues. Mesenchymal stem cells (MSCs)
have been shown to preferentially differentiate into ligament fibroblasts in the presence of mechanical
forces when cultured in bioreactors that generated mechanical strains that resemble the native ligament
stretching conditions [87].

The most widely used material as scaffolding for the regeneration of anterior cruciate ligament (ACL)
and tendon is collagen; other materials such as polymeric fibrous matrices have been utilized [88].
However, the mechanical properties of collagen bundles are considerably inferior to those of the native
tissue. This problem can be partially overcome by preferentially orienting the collagen fibers of the matrix
through the seeding of cells and the application of mechanical strain [89].

The principle of a bioreactor that can mimic the biomechanical conditions of ligament and tendons
is shown in Figure 44.5. The construct is attached to a moving platform that produces mechanical strain
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Construct

Moving platform

FIGURE 44.5 Principle of cyclic strain bioreactor for ligament and tendon engineering.

through stretching. Langelier et al. [89] designed a cyclic traction device that can produce these mechanical
strains on cell-seeded constructs. This machine consists of an actuating unit that controls the cyclic motion
frequency (0.01 to 1 cycle/min) and amplitude (0 to 2 cm) for collagenous matrices with a length between
2 and 10 cm. A transmission unit connects the actuating unit to the testing unit, and its purpose is to
transmit motion to the testing unit through a rotating shaft. The testing compartment unit, shown in

steel, and the material chosen for the other surfaces was acrylic to allow visualization of the construct.
The top of the compartment is a removable acrylic plate screwed to the walls and is removed when the
scaffold needs to be manipulated. Generally, the collagen gel is formed over two bone anchors for adequate
mechanical attachment to the traction machine [89]. The construct can be subjected to cyclic stretching at
a frequency of up to 1 Hz and amplitude from 0 to 30 mm for any extended period of time. The system is
controlled via special software, and the experimental conditions of stretching and amplitude can be easily
changed [90].

MSCs seeded on collagen gels were cultured under translational and rotational strain concurrently.
After 21 days of culture, a ligament-like morphology was observed in the constructs, with elongated, well-
organized collagen types I and III in the longitudinal direction. Unlike the constructs cultured statically,
those under mechanical strain presented an ECM that contained tenascin-C, which is a marker of ligament
ECM [87]. A similar behavior was observed by Awad et al. [91] when MSC-seeded collagen scaffolds were
cultured under a continuously strained environment; formation of organized collagen bundles was also
observed.

Cyclic stretching has been also implemented in tendon tissue engineering and has demonstrated a
significant effect on the alignment of collagen bundles [92]. Avian tendon internal fibroblasts were incor-
porated into type-I collagen matrices at a rate of 2×105 cells per scaffold. Mechanical loading was applied
1 h per day with 1% elongation and 1 Hz for up to 11 days. Loaded constructs presented aligned cells that
spread throughout the matrix, with elongated nuclei and cytoplasmic extensions. Moreover, the modulus
of elasticity of the mechanically loaded constructs was 2.9 times greater than those of the nonstimulated
controls [92].

One of the challenges in tendon and ligament tissue engineering is the selection of cell source for their
repair. Although MSCs have been shown to have the ability to differentiate into tendon and ligament cells
in the presence of mechanical forces, the use of specific growth factor combinations that can initiate the
differentiation toward these phenotypes in regular cell cultures would minimize the time of tissue regen-
eration in bioreactors. In addition to that, the specific cellular mechanisms that transduce the mechanical
signals to these cells and control their behavior are not yet clearly understood.

Figure 44.4, is where the matrix is located. The two walls at both extremes are made out of stainless
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44.4.5 Other Tissues

Apart from the previously mentioned applications where bioreactors have been widely utilized, bioreactors
have been used for the culture of cell types involved in the regeneration of other tissues, including
hepatocytes and neuronal cells. The high metabolic requirements of hepatic cells make the use of perfusion
systems for their culture ideal. Powers et al. [93] cultured hepatocytes in the presence of continuous flow
perfusion and the cells remained viable for up to 2 weeks. The use of electromagnetic fields in neuronal
tissue regeneration has also provided elegant ways for the alignment of neuronal cells in the guided
regrowth of axons [94].

44.5 Design Considerations

When designing a bioreactor, the first factor that must be taken into account is the kind of stimulation to
be emulated. Therefore, the apparatus must be able to cause similar effects to those found physiologically
and at matching conditions, in addition to ensuring proper transportation of nutrients. A temperature of
37◦C and a humid atmosphere with 5% CO2 are required [95]. Other important factors are:

1. Easy handling and assembling, lowering risks of contamination
2. Sterilizability
3. Fit into an incubator and operate at the given conditions
4. Allow change of culture medium aseptically
5. Facilitate monitoring of tissue formation
6. Automatically operated in order to ensure reproducibility of operation conditions
7. Ability to produce several constructs at the same time
8. Ease of scaling up

44.6 Challenges in Bioreactor Technologies

Implementation of bioreactors in the process of tissue engineering has been driven by the need to mimic the
physiological conditions in which cells operate at different locations of the human body. Most bioreactors
in reality are biomimetic environments that induce morphological arrangements similar to those found
in native tissues. To a certain degree, the new technologies have been successful in achieving the initial
goals: creation of native tissue-like matrices; nevertheless, many obstacles are yet to be overcome in order
to produce efficient and practical constructs that can be used for the regeneration of damaged or lost
organs.

The transport of nutrients and oxygen still remains an issue in the processing of many tissues. Some cells
have a high metabolic demand; such is the case of hepatic tissue, thus requiring an efficient transportation
of these components to the place of growth. As discussed in this chapter, part of this problem has been
overcome by the utilization of perfusion systems. However, scaling up the size of the construct may pose
new challenges. When increasing the dimensions of the scaffolding, other interrogatives arise. Would it
still be possible to obtain a homogeneous distribution of cells and ECM throughout the scaffold? What is
the flow rate necessary to guarantee the delivery of oxygen and nutrients to the interior of the construct?

Cell source is a factor that has not been studied in detail. It is not clear, for the engineering of some
tissues, whether cells extracted from different locations could have different responses under identical
stimulation. In the case of bone the question arises, as to whether cells extracted from an area that is not
load bearing respond in similar fashion to those harvested from a load-bearing site like the femur? Similar
questions are unanswered for cartilage and ligaments.

Bone, cartilage, vascular grafts, and ligaments, among others, require potent mechanical properties
that have not been matched by the engineered constructs to this day. Establishing effective mechanical
properties depends not only on the biomaterial used but also in the bioreactor design and time of culture.
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Mechanical stimulations have proved to be the path to generate mechanically efficient implants, but not all
biomaterials can be exposed to mechanical strains without generating some degree of structural damage.

Standard criteria for the evaluation of the quality of the final construct are necessary from a mechanical,
chemical, biological, and morphological point of view. Large variations on the conditions of operation
and culture in different bioreactor designs to engineer a given tissue prevent the comparison of different
studies and thereby the drawing of definite conclusions regarding the optimization of these conditions.
In addition, histological evaluation of the regenerated tissue (or in vitro generated graft) should always be
complemented by appropriate mechanical tests.

Time also represents a significant concern when engineering tissue grafts. Given the fact that the
engineered constructs will ultimately be transplanted into diseased patients, the time of production
becomes a critical factor. The ultimate goal is to produce, in a short period of time, a construct that can
induce the formation of new tissue in vivo. It is obvious that the definition of a “short period of time”
depends upon the tissue being engineered and the urgency for a replacement. Some tissues like bone
or cartilage could offer some flexibility in the time of production depending on the type of injury, but
in life-threatening situations, such as failing heart valves, it is important to rapidly produce a construct.
Consequently, tissue engineering strategies should always attempt to minimize the time of production.

The answer to shortening the time of generation of engineered tissues may lie in the combination of
mechanical and chemical signals. Both principles have been studied separately; certain growth factors
such as bone morphogenetic proteins, vascular endothelial growth factor, and insulin like growth factors,
among others, have been shown to greatly help the formation of tissues in vitro and in vivo. Therefore, it is
expected that the combination of growth factors and mechanical stimulation in a bioreactor could generate
mature matrices at a faster pace. It is important as well to determine what the intracellular mechanisms
related to the signaling pathways are. A better understanding of the biological mechanisms involved in the
mechanosensing processes will give a new perspective in the design of new experiments and improvement
of those already existent. Moreover, new directions could be taken based on these mechanisms.
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45.1 Introduction

Animal models are an indispensable tool in tissue engineering research as they provide important inform-
ation that may lead to eventual development of clinically useful treatment of diseases. Current tissue
engineering strategies often involve three main components: cells, scaffolds, and bioactive factors for the
repair or regeneration of a specific tissue type. Research in animal models thus bridges the gap between
in vitro studies (such as scaffold degradation, cell–scaffold interactions, and scaffold toxicity) and human
clinical trials. Animal models have been and will continue to be used to develop an understanding of each of
the primary components separately, in combination, and ultimately in pathologic orthopedic conditions.

As an example, the appropriate sequence of studies for the development of a new biodegradable bone
regeneration material might be (1) biomaterial synthesis and structural characterization; (2) scaffold
fabrication and measurements of mechanical and degradation properties in vitro; (3) biocompatibility
and bone formation assessed by cell culture in vitro; (4) biocompatibility and degradation of the material
in vivo, typically by subcutaneous implantation in a lower-level animal model such as a rat; (5) if no
significant toxic effect is observed, the material is then evaluated for its intended application such as an
appropriate bone defect model in a higher-level animal such as a rabbit; (6) if the material functions well

45-1
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in small animals, then a well-controlled study in large animals such as primates may be considered before
human clinical trials.

In this chapter, we first discuss the general considerations when selecting an animal model and the most
commonly used animals in orthopedic research. Then, specific animal models for testing the biocompat-
ibility and biodegradation of tissue-engineered constructs are described. Well-established animal models
for the evaluation of osteogeneic or chondrogenic potential of these constructs are introduced. Finally,
the experimental design and evaluation methods involved in the animal studies are reviewed.

45.2 Animal Model Selection

Studies using animal models may be deemed necessary if there are no other in vitro alternatives, the
knowledge gained can be applied for the benefit of humans or animals, and the procedure does not cause
extreme pain or disability to the animals. In an ideal animal model, the anatomy and physiology should
be suitable for the specific study design, the pathogenesis and disease progression should parallel that of
humans, and there should be a similar histopathologic response to that seen in humans [1]. The preclinical
animal models in which the tissue-engineered constructs are tested should mimic the clinical situation as
closely as possible.

The use of animals in tissue engineering research has become a scientific as well as an ethical issue.
Generally, the use of invertebrates is preferred over vertebrates and the use of rats, rabbits, goats, and
sheep are preferred over dogs and cats due to their pet status. All animal protocols should be approved
by the researcher’s Institutional Animal Care and Use Committee to ensure that the experiments are
appropriately designed, the number of animals is justified, and the animal procedures comply with the
Animal Welfare Act.

From a practical perspective, animals of a particular species, strain, type, age, or weight should be easily
available for the entire experimental study [1]. It is preferable that the local animal research facility has
the capacity to house these animals. The animals should also be easy to handle in terms of transportation,
housing, peri-operative care, specimen handling, and disposal. The susceptibility of animals to disease
is also an important consideration especially for long-term survival studies. Finally, the costs of animal
purchasing, transportation, time for quarantine, housing, surgical supply, and special equipment should
be carefully calculated before the project begins. Generally, larger animals impose more housing and
handling difficulties than small animals such as rats and rabbits, and are more expensive.

45.3 Commonly Used Animals

Although a lower level vertebrate, the rat is among the most popular animal subjects in tissue engineering
orthopedic research and often the first to consider for a new study due to its low cost and easy care and
handling. Rats have a mean healthy life span of 21 to 24 months. After bone elongation ceases by the age
of 6 to 9 months, considerable useful lifespan remains for experimental evaluation [1]. Rats have been
used extensively in studies of biocompatibility [2], fracture [3], and bone defect repair [4]. The mouse,
also a small rodent, has gained popularity in tissue engineering research because its genome can be easily
manipulated and investigated. Both regular and immunocompromised nude mice have been widely used
for osteogenesis [5] and chondrogenesis [6] in subcutaneous tissue.

Rabbits are another commonly used animal in tissue engineering research. They are a relatively higher
vertebrate, with an appropriate size for surgical operation and analysis. Rabbits are suitable for studies of
bone defect repair [7], articular cartilage repair [8], ligament reconstruction [9], and spine fusion [10].
The dog, a higher-level vertebrate, has also played a dominant role in orthopedic research and has been
extensively used in studies of bone defect repair [11], cartilage repair [12], ligament reconstruction [9],
and meniscus repair [13].

Goats have become increasingly popular in tissue engineering research. They have been used for
studies of biocompatibility [14], bone repair [15], cartilage repair [16], meniscus repair [17], ligament
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reconstruction [9], and spine fusion [18]. Sheep are large animals similar to goats, but less literature is
available for their application in tissue engineering research. They have been used in studies of bone defect
repair [19], cartilage defect repair [20], meniscus repair [13], and ligament reconstruction [9].

Pigs have been used in studies such as osteonecrosis of the femoral head [21] and fractures of cartilage
and bone [22]. A miniature pig articular cartilage defect model has also been established [23]. Horses have
been used mainly for the studies of cartilage and joint conditions due to their rich cartilage tissue [24].
Primates would be ideal for tissue engineering research because they are the closest to humans; however,
due to lack of availability and high cost, they are only chosen when absolutely necessary as a step before
human clinical trials. They have been used in studies of bone repair [25], cartilage repair [26], and spinal
conditions [27].

Other animals in orthopedic research, though less frequently used, include hamsters for implant infec-
tion, chickens for scoliosis and tendon repair, turkeys for bone remodeling, emus for osteonecrosis of the
femoral head, cats for osteoarticular transplantation, and guinea pigs for osteoarthritis [1].

45.4 Specific Animal Models

45.4.1 Biocompatibility

The biocompatibility study, as the first in vivo step of biomaterial evaluation, is typically performed by
subcutaneous or intramuscular implantation in rats or rabbits. The rat is more economical and offers about
a 15 month observation period, while the rabbit is used for longer-term evaluations of up to 6 months.
Discs of 10 mm in diameter and 1 mm in thickness are commonly inserted in the dorsal subcutaneous
tissue or back muscles (up to six implants per rat and eight to ten per rabbit) [28]. Alternatively, porous
discs, biomaterials with seeded or encapsulated cells, and biomaterials contained in a stainless steel wire
mesh cage have been studied [29,30].

The factors that determine the biocompatibility of a biomaterial include its chemistry, structure, mor-
phology, and degradation. Biomaterial implantation often induces an inflammatory response through
the activation of macrophages. The degree of fibrosis and vascularization of the tissue reaction dictate
the nature of the response [29]. For instance, a mature fibrous capsule was observed after 12 weeks sur-
rounding the implanted poly(propylene fumarate)/beta-tricalcium phosphate (PPF/beta-TCP) scaffolds
in rats. Photocrosslinked PPF scaffolds also elicited a mild inflammatory response in rabbits [31]. The soft
tissue response to oligo(poly(ethylene glycol)fumarate) (OPF) hydrogels was affected by the block length
of poly(ethylene glycol) in a rabbit model [32]. In a granular tissue reaction, fibrovascular tissue ingrowth
into porous poly(l-lactic acid) (PLLA) scaffolds was found to depend on the pore size [33].

A wide range of other biodegradable materials have also been assessed for their biocompatibility
including commonly used poly(lactic acid) (PLA), poly(glycolic acid) (PGA), and their copolymers [34],
as well as natural materials such as crosslinked gelatin [35] and hyaluronic acid [36].

45.4.2 Biodegradation

Biodegradable materials should be fully characterized for their degradation properties in vitro, but these
studies cannot substitute for in vivo evaluation of degradation. Often, the rate of material degradation is
significantly different in vivo compared to the in vitro condition. For example, poly(dl-lactic-co-glycolic
acid) (PLGA) foams [37] and injectable PPF/beta-TCP composites [2] were both found to degrade more
rapidly in vivo than in vitro. Differences in degradation rate in vivo vs. in vitro may be due to the extent
of perfusion, pH levels, enzymatic or inflammatory mechanisms, or mechanical loading. Moreover, the
apparent biocompatibility of a material may be confounded by greater toxicity of degradation products
or material fragments.

Initial in vivo biodegradation studies may be undertaken in models similar or identical to those
addressed in Section 45.4.1. Typically, discs, rods, foams, or other constructs are implanted in mice
or rabbits and evaluated at multiple time intervals for changes in dry mass, molecular weight, mechanical
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properties, dimensions, and geometry. Standardization of sample geometry and dimensions is desirable
to allow for comparison among research groups [28]. Samples may be implanted in various soft tissue
locations, including the subdermal or subcutaneous space, intramuscular regions, or in the mesentery or
intraperitoneal cavity.

Tests under loading conditions similar to the target tissue are ideal to include effects of mechanical
loading on material degradation. If the material in question will have contact with bone, soft tissue
evaluation must be followed or replaced by evaluation in bony tissue. Bone defect models are numerous
[28], and generally involve drilled or otherwise excised bone segments. For example, self-reinforced PLLA
and poly(dl-lactic acid) (PDLLA) [38] have been evaluated by implantation in mandibular bone or a
femoral cavity of Sprague-Dawley rats. Because bone naturally remodels, it exhibits great healing capacity,
and for this reason, critical sized defects are often necessary for long-term evaluation. These are defects
that will predictably not heal spontaneously.

The choice of animal model to evaluate biodegradation in vivo also depends on the duration of the bio-
degradation study. For 1 to 6-month implantation studies, mice, rats, or rabbits can be used. Subdermal
or subcutaneous implantation for up to 90 days in Sprague-Dawley rats has been used to evaluate bio-
degradation of poly(carbonate urethane), poly(ether urethane) [39], poly(ester amides) [40], poly(ether
carbonates) [30], and poly(tetrahydrofuran) [41]. However, for long-term implantation studies, larger
animals such as goats, sheep, or dogs should be used. As an example, sheep have been used as a model to
evaluate biodegradation of self-reinforced poly(l-lactide) screws for up to 3 years in vivo [42,43].

45.4.3 Osteogenesis

In bone tissue engineering applications, after promising in vitro cell culture results are revealed, it is
often a first step to use a heterotopic animal model for testing in vivo osteogenesis of the constructs. The
major heterotopic models include the subcutaneous model, intramuscular model, intraperitoneal model,
and mesentery model. Tissue-engineered constructs, either alone or placed in diffusion chambers can be
implanted in mice, rats, rabbits, dogs, pigs, goats, or primates [44]. The rat subcutaneous model is the most
frequently used. For example, bone formation was observed by marrow stromal osteoblast transplantation
in a porous ceramic [45]. Ectopic bone formation was also demonstrated by transplantation of PLGA
foams to the rat mesentery [46].

Although the heterotopic models are useful to provide some information helping to bridge the gap of
in vitro and in vivo studies, the results obtained may not be the same once the constructs are implanted
in actual bone defects. Therefore, further studies must be performed in bone defect models. Among
them, the rabbit calvarial defect model is a very popular and reproducible bone defect model [44]. The
calvarial bone is a plate which allows creation of a uniform defect that enables convenient radiographic
and histological analysis. The calvarial bone has an appropriate size for easier surgical procedures and
specimen handling. Because of the support by the dura and the overlying skin, no fixation is needed. This
model has recently been used to evaluate the osteogenicity of a composite scaffold of PPF and PLGA [47],
and growth-factor-coated PPF scaffolds [48].

Common long bone defect models include the rabbit radial model (most popular), rat femoral model,
and the dog radial model. A composite bone scaffold consisting of nano-hydroxyapatite, collagen, and
PLA was found to integrate the rabbit radial defect after 12 weeks [49]. The effect of bone morphogen-
etic protein was evaluated in the rat femoral defect model [4]. It should be noted that the rat model
requires either internal or external fixation. In the dog model, ulnae fractures may occur, resulting in
unexpected loss.

Due to the regenerative capability of bone defects, it is typical in tissue engineering research to consider
critical sized defects. The critical size of the defect (CSD), defined as the smallest size that does not heal
by itself if left untreated over a certain period of time, is 15 mm in diameter for adult New Zealand white
rabbit calvarial defect model. The rat calvarial model is also popular with a CSD of 8 mm in diameter.
A bone biomimetic device consisting of a porous biodegradable scaffold of poly(dl-lactide) and type I
collagen, human osteoblast precursor cells, and rhBMP-2 was shown to promote bone regeneration in this
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model [50]. The CSD of long bones is at least two times the bone diameter (e.g., 12 to 15 mm for rabbit
radial model and 5 to 10 mm for rat femoral model).

45.4.4 Chondrogenesis

Similar to bone tissue engineering, the first step to test the chondrogenic potential of tissue-engineered
cartilage constructs in vivo is to use heterotopic models by subcutaneous, intramuscular, or intraperitoneal
implantation in nude mice, syngeneic mice, rats, or rabbits. Among them, implantation of the constructs
in dorsal subcutaneous pouches of nude mice is the most popular. For example, constructs containing
genetically engineered chondrocytes were implanted into nude mice to demonstrate transgene expression
and synthesis of glycosaminoglycan [51].

Commonly used cartilage defect models include partial-thickness (chondral) and full-thickness (osteo-
chondral) defects in rabbits and dogs [52]. The rabbit distal femoral defect model is a well-established,
reproducible model. Creating a partial-thickness defect can be challenging because the cartilage thickness
in the rabbit femoral condyles is only 0.25 to 0.75 mm (compared to 2.2 to 2.4 mm in humans) [53]. The
dog distal femur defect model, by contrast, offers a larger defect size with which to work. Besides species,
the age of the animal is also an important consideration since the potential for cartilage repair as well as
the response to various treatments varies with different animals [53]. Skeletal maturity of the commonly
used New Zealand white rabbits typically occurs between 4 and 6 months.

Tissue-engineered articular cartilage is generally anchored to a defect by press fitting, suture, fibrin
glue, or by using a periosteal flap. The local mechanical environment is well known to influence chon-
drogenesis and tissue healing. In the rabbit knee model, a defect created on the distal femoral surface
is considered weight bearing, while a defect in the intercondylar groove is partial weight bearing [52].
The type of postoperative treatment should also be considered; the use of continuous passive motion
can enhance cartilage healing [54] whereas joint immobilization may lead to decreased articular cartilage
regeneration [55].

Many naturally derived and synthetic polymers are currently used as scaffolds for regeneration of
articular cartilage [56]. They function not only as a vehicle for the delivery and retention of chondrogenic
cells, but also as a substrate for cell attachment and matrix production. Natural polymeric materials
such as collagen, hyaluronic acid, alginate, and fibrin glue have been extensively studied, as well as many
synthetic polymers including PLA, PGA, and poly(ethylene oxide) (PEO) [53]. More recently, a new
synthetic hydrogel based on oligopolyethylene glycol fumarate (OPF) was developed for cartilage tissue
engineering [57].

45.5 Experimental Studies

45.5.1 Experimental Design

The experimental design includes the experimental groups to be used, sample size, sampling error, and
control groups. The number of animals depends on the intrinsic variability among the animals, the
consistency of the surgical procedure, the accuracy of the evaluation methods, and the choice of statistical
method for data analysis. The number of animals needed in a study can often be determined from the
results of a preliminary pilot study. For example, six to eight animals can be used in a preliminary study
with histomorphometry or mechanical testing as the evaluation methods [58,59]. From this preliminary
study, the standard deviation of the mean, coefficient of variation, and mean difference among the groups
are determined. The sample size is affected by the desired power, the acceptable significance level, and the
expected effect size. To reduce the interanimal variance, the animals should be of the same strain, sex,
age, and weight. Some of the experimental animal models such as Sprague-Dawley rats and New Zealand
white rabbits have identical genetic traits, but dogs and cats are relatively heterogeneous [60]. Therefore
larger numbers of animals are often required for studies employing dogs or cats. The number of animals
also depends on the evaluation methods.
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Sampling error reflects the inherent uncertainty of results about a population based on information
gained from sample data, which is a subset of the population. Two sampling procedures used in biomedical
research are random and stratified sampling [61,62]. In simple random sampling, each element of a
population has an equal probability of being included. In stratified sampling, the elements are divided
into nonoverlapping blocks, and specimens are chosen from each block by simple random sampling.
Stratified sampling provides greater control over the distribution of specimens.

Controls in an experimental study include normal controls, treatment controls, and time controls.
Unilateral, bilateral, unicortical, and bicortical bone models are being used in bone tissue engineering
studies. Because of more efficient comparison between control and experimental groups, bilateral models
are extensively used for evaluating biocompatibility and function of foreign materials in bones [63,64].
When major procedures are performed involving a joint, a unilateral model should be designed to allow
the animal to heal over time. The bilateral cortical model is a design that doubles the number of specimens
for testing if it is appropriate from animal use perspective [65,66].

45.5.2 Evaluation Methods

The evaluation method should be valid and capable of measuring the parameter of interest. The devel-
opment of new evaluation methods requires assessment of its accuracy. Sources of error in an evaluation
method are inadequate surgical procedures or specimen preparation, systemic error of testing systems,
and data collection error. Clinical evaluation, necroscopy, morphological or structural analysis, biochem-
ical evaluation, mechanical testing, and the use of specialized devices are used in orthopedic research for
evaluation. The most commonly used methods in orthopedic animal research are clinical observation,
radiography, histological evaluation, and mechanical testing [60].

One method of biocompatibility evaluation is the implantation of disk-shaped samples of the
material into the right and left epididymal fat pads or the right and left rear haunch subcutaneous
tissue [67]. The following are removed at autopsy: the implant with its surrounding capsule, skin
and subcutaneous tissue, the axillary and popliteal lymph nodes, heart, kidneys, lungs, liver, spleen,
brain, and aorta, as well as any macroscopically unusual findings in the stomach, bowels, and mes-
enteric lymph nodes [68,69]. For evaluation of bone growth in explanted skeletal specimens, the
total cross-sectional area of newly formed trabecular bone is determined on sequential longitud-
inal sections [70–72]. Confocal microscopy is utilized for cell visualization and morphology [73].
Alkaline phosphatase activity and calcium content are measured to assess the extent of mineraliza-
tion in newly formed bone [74,75]. Western analyses of the newly synthesized collagen types I, II,
and IX from the explanted samples are done using monoclonal antibodies and chemiluminescent
substrate [76,77].

The explanted bone samples should be tested intact to establish reference mechanical properties [78].
Loads should be applied in a manner that minimizes focal loading of the specimen, so that accurate,
representative material properties are measured. Preconditioning the specimens by cyclic loading, over
several complete load-unload cycles, to a peak compressive force of approximately one average body weight
(70 kg) is reasonable to do. This technique tends to smooth out variability in the data, and increases the
likelihood of obtaining reproducible data.
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46.1 Introduction

A critical step in translating tissue engineering research into product applications for the clinic and
marketplace is understanding the strategies developed by government agencies for providing appropriate
regulatory oversight. Since the eventual goal is the establishment of a global industry with the ability
of companies to market products across national boundaries, a harmonized international regulatory
approach would be ideal. However, while groups actively work toward that end, and, recognizing that
market acceptance can be influenced by local cultural, ethical, and legal concerns, it is essential to recognize
and appreciate the approaches of the regulatory agencies of those countries where engineered tissue
research is already moving into product development and clinical application. While the science in the field
is now worldwide in scope [1], we will limit our discussion to the regulatory approaches of the United
States, with attention to emerging trends in Europe and Japan.

The U.S. Food and Drug Administration (FDA) has recognized that an important segment of the
products it regulates arises from applications of new technology such as tissue engineering, and that,
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the product applications pose unique and complex questions. As a result, the agency has devoted
considerable resources, from the 1990s on, to the regulatory considerations of what have been termed
human cellular and tissue-based products (HCT/Ps).

In February 1997, FDA proposed a comprehensive approach (the “Proposed Approach”) for regulation
of these products, which was tier-based with the level of product review proportionate to the degree of
risk [2]. Tissues recovered and processed by methods which did not change tissue function or character-
istics (i.e., tissues which have not been more than “minimally manipulated”) did not require premarket
application review and approval. These “banked” human tissues, such as cornea, skin, umbilical cord
blood stem cells, cartilage, and bone would be regulated under Section 361 of the Public Health Service
(PHS) Act (42 USC §264), under which the agency is empowered to take action to prevent the spread of
infectious disease. All other products would be regulated as medical products for which clinical testing and
premarket applications would be required, with the expectation that most would be classified as either
biological drugs (“biologics”) (Section 351 of the PHS Act) [3] or medical devices (“devices”) [Food,
Drug and Cosmetic (FD&C) Act, 1976 Amendments] [4]. Specific jurisdiction over biologics and devices
is generally assigned within the FDA to the Center for Biologics Evaluation and Research (CBER) or the
Center for Devices and Radiological Health (CDRH), respectively, two of the agency’s internal medical
product review centers.

However, as these products typically consist of more than one component, such as biomolecules, cells,
or tissues combined with a biomaterial, they are considered “Combination Products” and regulated under
the jurisdiction of CBER, CDRH, or the FDA’s third medical product review center, the Center for Drug
Evaluation and Research (CDER). A determination of the product’s primary mode of action dictates the
jurisdictional authority for the product and the primary reviewing center; other centers act as consultants
in the review process.

The FDA followed its issue of the Proposed Approach with a series of proposed rules to begin the process
of translating its thinking about the regulation of HCT/Ps into law. In May 1998, the agency published
two proposed rules to implement aspects of the proposed approach which would (1) create a unified
system for registering establishments that manufacture HCT/Ps and for the listing of their products [5].
The following year it released a proposed rule to require most cell and tissue donors to be tested for
relevant communicable diseases [6]. A proposed rule to require compliance with current good tissue
practice by manufacturers of Human Cellular and Tissue-Based Products and to provide for inspection
and enforcement was issued in 2001 [7]. Over the last few years, FDA has converted these proposed rules

regarding donor eligibility and current good tissue pracices, became effective as of May 25, 2005.
Because of the continuing concern of communicable disease transmission, the FDA is now in the

process of establishing a comprehensive new system for HCT/Ps formerly considered as “banked” human
tissue. New regulations would require manufacturers of HCT/Ps to follow current good tissue practices
(cGTP), such as proper product handling, processing, storage and labeling, as well as recordkeeping and
establishment of a quality program [7]. In addition, manufacturers would be subject to inspection and
enforcement activity by the agency.

46.2 FDA Regulation

Broad authority to control the distribution and sale of medical products in the United States has been
granted to the FDA under the federal Food, Drug, and Cosmetic Act (FD&C Act) and the Public Health
Service Act (PHS Act). The FD&C Act contains numerous provisions regarding the development and
distribution of medical products classifiable as“drugs”or“devices.” The PHS Act contains just two sections
of particular importance to FDA regulation of medical products, especially those derived through tissue
engineering: §351 prohibits the distribution of unlicensed “biological products” and establishes criteria
and procedures the FDA shall observe in issuing such licenses; and §361 empowers the FDA to prevent
the spread of communicable diseases.

into final rules and new regulations having the force of law (Table 46.1). The last of these final rules,



© 2006 by Taylor & Francis Group, LLC

Regulation of Engineered Tissues 46-3

TABLE 46.1 Key FDA Documents Concerning Regulation of Human Tissue and Cell Therapiesa

1. FDA Notice: Application of Current Statutory Authorities to Human Somatic Cell Therapy
Products and Gene Therapy Products (58 FR 53248; October 14, 1993)
2. FDA Notice of Interim Rule: Human Tissue Intended for Transplantation (58 FR 65514;
December 14, 1993)
3. FDA Notice of Public Hearing: Products Comprising Living Autologous Cells Manipulated ex vivo
and Intended for Implantation for Structural Repair or Reconstruction (60 FR 36808; July 18, 1995)
4. FDA Final Rule: Elimination of Establishment License Application for Specified Biotechnology
and Specified Synthetic Biological Products (61 FR 24227; May 14, 1996)
5. FDA Notice: Availability of Guidance on Applications for Products Comprising Living Autologous
Cells … (etc.) (61 FR 26523; May 28, 1996)
6. FDA Guidance on Applications for Products Comprised of Living Autologous Cells Manipulated
of ex vivo and Intended for Structural Repair or Reconstruction (61 FR 24227; May 14, 1996)
7. FDA Proposed Approach to Regulation of Cellular and Tissue-Based Products (February 28, 1997)
8. FDA Notification of Proposed Regulatory Approach Regarding Cellular and Tissue-Based
Products (62 FR 9721; March 4, 1997)
9. FDA Final Rule: Human Tissue Intended for Transplantation (62 FR 40429; July 29, 1997)

10. FDA Notice: Availability of Guidance on Screening and Testing of Donors of Human Tissue
Intended for Transplantation (62 FR 40536; July 29, 1997)

11. FDA Guidance to Industry: Screening and Testing of Donors of Human Tissue Intended for
Transplantation (July 29, 1997)

12. FDA Guidance for Industry: Guidance for Human Somatic Cell Therapy and Gene Therapy
(March, 1998)

13. FDA Proposed Rule: Establishment Registration and Listing for Manufacturers of Human Cellular
and Tissue-Based Products (63 FR 26744; May 14, 1998)

14. FDA Proposed Rule: Eligibility Determination for Donors of Human Cellular and Tissue-Based
Products (64 FR 52696; September 30, 1999)

15. FDA Proposed Rule: Current Good Tissue Practice for Manufacturers of Human Cellular and
Tissue-Based Products; Inspection and Enforcement (66 FR 1508; January 8, 2001)

16. FDA Final Rule: Human Cells, Tissues, and Cellular and Tissue-Based Products; Establishment
Registration and Listing (66 FR 5447; January 19, 2001)

17. FDA Final Rule: Human Cells, Tissues, and Cellular and Tissue-Based Products; Establishment
Registration and Listing; Delay of Effective Date (68 FR 2689; January 21, 2003)

18. FDA Interim Final Rule: Human Cells, Tissues, and Cellular and Tissue-Based Products;
Establishment Registration and Listing (69 FR 3823; January 27, 2004)

19. FDA Final Rule: Eligibility Determination for Donors of Human Cellular and Tissue-Based
Products (69 FR 29786; May 25, 2004)

20. FDA Final Rule: Current Good Tissue Practice for Human Cell, Tissue and Cellular Tissue-Based
Product Establishments: Inspection and Enforcement (69 FR 68612; November 24, 2004)

aWith the exception of Document #1, each document listed here can be obtained through the FDA Web

of the Code of Federal Regulations (CFR), promulgated thereunder by the FDA, have the force of law and
are binding on the agency, FDA guidance documents are not. Nevertheless, guidances are clearly helpful
in anticipating the agency’s response to particular marketing approval and other regulatory issues.

Exercising its authority under these statutes, the FDA has adopted a set of regulations that control
virtually every aspect of the development and marketing of a medical product according to the potential
risk of harm the product may pose to patients or the public health. Thus, the FDA regulates the introduc-
tion, manufacture, advertising, labeling, packaging, marketing and distribution of, and record-keeping
for, such products.

As a rule, the FDA requires a sponsor of a new medical product to submit a formal application for
approval to market the product after the completion of preclinical studies and phased clinical trials that
demonstrate to the agency’s satisfaction that the product is safe and effective. The form and review of
that request to initiate human trials and the subsequent marketing application vary according to the
classification of the product with reference to categories established in the statutes granting regulatory
authority to the FDA.

site (www.fda.gov/cber). While provisions of the FD&C and PHS Acts and the Final Rules, codified as part

http://www.fda.gov
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46.2.1 Classification of Medical Products

Under current federal law, every medical product is classifiable as a drug, device, biological product
(a “biologic”), or “combination product” (i.e., a combination device/drug, device/biologic, etc.). The
classification of the product determines the particular processes of review and approval the FDA may
employ in determining the safety and efficacy of the product for human use.

Under the FD&C Act (at §201(g)(1)), a “drug” is broadly defined as

[an article] intended for use in the diagnosis, cure, mitigation, treatment, or prevention of
disease … [or] … intended to affect the structure or any function of the body.

The FD&C Act (at §201(h)) defines a “device” largely by what it is not (i.e., neither a drug nor a biologic):

an instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or other similar
related article … intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation,
treatment or prevention of disease … or intended to affect the structure or any function of the body … and
which does not achieve any of its primary intended purposes through chemical action within or on the
body … and which is not dependent upon being metabolized for the achievement of any of its primary
intended purposes.[Emphasis added.]

Finally, the PHS Act (at §351(a)) defines a “biologic” as

any virus, therapeutic serum, toxin, antitoxin, vaccine, blood, blood component or derivative, allergenic
product, or analogous product” applicable to the prevention, treatment or cure of diseases or injuries.

Not surprisingly, the advance of medical technology has generated products not readily classifiable as
drugs, devices, or biologics as those terms have been defined by federal statute. To provide for the
expanding varieties of products expressing features of more than one of those classifications, the FDA has
been authorized to recognize “combination products.” A combination product is classified, assigned to a
particular center, and regulated as a drug, device, or biologic according to its “primary mode of action,”
as determined by the FDA. Disputes over the classification of a combination product between a sponsor
and the FDA or between centers are submitted to the FDA’s ombudsman in the Office of the Combination
Products for resolution. In fact, the FDA’s current approach to the regulation of engineered tissue products
began with the ombudsman’s consideration of the classification of the Carticel™ autologous cartilage
repair service developed by Genzyme Tissue Repair in 1995.

The Office of the Combination Products was established under the aegis of the Medical Device User Fee
and Modernization Act of 2002. This office has responsibilities over the regulatory life cycle of combination
products, and (1) assigns the FDA Center for primary review jurisdiction of the product; (2) works with
FDA Centers to develop regulatory guidance and clarify regulation of these products; and (3) serves as a
focal point for combination product-related issues for internal and external stakeholders.

With respect to engineered tissue products, the consequences inuring to the device and biologic classi-
fications deserve particular attention. First, and most importantly, a medical product cannot be a device
if its therapeutic or diagnostic benefit is obtained through metabolization, a limitation in the statutory
definition of a device that might appear to exclude any product incorporating and depending on the func-
tion of any living human tissues. Nevertheless, allogeneic skin products such as Organogenesis’s Apligraf
have been classified and granted market approval as devices. They were considered interactive wound
and burn dressings and, hence, classified as devices, since CDRH has regulating jurisdiction over wound
and burn dressings. As engineered tissue products become less “structural” and more “functional” that is,
more interactive with the host or require metabolism by the host, in nature, a “device” classification may
become more difficult to square with the current statutory definition.
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46.2.2 Special Product Designations

The FD&C Act recognizes that demand for all new medical products is not equally large or robust, such that
the cost of obtaining marketing approval for a given product may be prohibitive in view of the relatively
small size of the population it will benefit. To reduce the likelihood that a financial cost–benefit analysis
applied to rarer diseases will leave them untreated, the FDA is authorized to grant special considerations
and exceptions to reduce the economic burden upon developers of products under such conditions.
Thus, the FDA may be petitioned to grant a “humanitarian device exemption” for certain devices (FD&C
Act, §520(m)) or to recognize certain drugs or biologics as “orphan drugs” (FD&C Act, §525, et. seq.).
However, the significance or value of these designations — especially for sponsors of tissue products —
varies considerably according to the classification of the product in question.

Humanitarian use devices are those intended to treat a disease or condition that affects fewer than 4000
people in the United States. The FDA is authorized to exempt a sponsor from the obligation to demonstrate
the effectiveness of such a device to obtain marketing approval; however, the sponsor is precluded from
selling the product for more than the cost to develop and produce it.

Orphan drugs are those intended to treat a disease or condition affecting fewer than 200,000 persons
in the United States, or for which there is little likelihood that the cost of developing and distribut-
ing it in the United States will be recovered from sales of the drug in the United States. The orphan
drug designation was established through an amendment of the FD&C Act by the 1982 Orphan Drug
Act (ODA) prior to the creation of the humanitarian device exemption. In contrast to the humanit-
arian use device designation, the orphan drug designation could be important to sponsors of certain
engineered tissue products classifiable as biologics, illustrating the larger implications of the classifica-
tion process. An orphan drug is defined to include biologics specifically licensed under §351 of the PHS
Act, a distinction which may be relevant under the FDA’s proposed plan for regulating engineered tissue
products (see below). The FDA is empowered, under certain conditions, to grant marketing exclusivity
for an orphan drug in the United States for a period of seven years from the date the drug is approved
for clinical use; this exclusivity is stronger than and far less expensive to maintain than that provided
by a patent. Additional benefits of the orphan drug designation include: certain tax credits for clinical
research expenses; cash grant support for clinical trials; and waiver of the expensive prescription drug
filing fee. A petition for orphan drug designation must be filed before any application for marketing
approval.

46.2.3 Human Cellular and Tissue-Based Products

While a broad range of potential therapeutic applications for engineered tissues is being developed, they
fall into two general categories, those providing either a structural/mechanical or a metabolic function.
Structural/mechanical applications include approaches for skin, musculoskeletal, cardiovascular, and
central nervous systems, among them, while metabolic applications include therapies for conditions such
as diabetes and liver disease.

The FDA defines an HCT/P as a “product containing or consisting of human cells or tissue that is inten-
ded for implantation, transplantation, infusion, or transfer into a human recipient” and, in addition to
those indicated previously, includes cadaveric ligaments, dura mater, heart valves, manipulated autologous
chondrocytes, and spermatozoa [7]. Since determining the regulatory process for certain HCT/Ps may be
complicated, the agency will rely on the Tissue Reference Group (TRG) composed of representatives
from CBER, CDRH, and Office of Combination Products in the Office of the Commissioner to provide a
single reference point and make recommendations to the center directors regarding product jurisdiction
of specific tissue products.

Much of the regulatory framework for engineered tissues has been promulgated by the FDA through
formal, binding, rule-making procedures. Previously the FDA had issued a number of documents which,
while not binding upon the Agency, provide the public with a formal expression of its evolving thinking
regarding the future regulation of human cellular or tissue-based products (see Table 46.1). Of these
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documents, by far the most important has been the Proposed Approach to Regulation of Cellular and
Tissue-Based Products (“Proposed Approach”) that the FDA issued on February 28, 1997.

The Proposed Approach outlined a plan of regulatory oversight, which may include a premarket
approval requirement for such tissue products based upon a matrix ranking the products, classified by
certain characteristics, within identified areas of regulatory concern. These tissue products would be
classified according to the relationship between the donor and the recipient of the biological material
used to produce the tissue product; the degree of ex vivo manipulation of the cells comprising the tissue
product; and whether the tissue product is intended for a homologous use, for metabolic or structural
purposes, or is to be combined with a device, drug, or another biologic.

Since issuing the Proposed Approach more than seven years ago, the FDA has been working to formalize
its regulation of human tissue and cell therapies through a rule-making process to amend the U.S. Code
of Federal Regulations (“CFR”). This process was completed as of May 25, 2005, when the last of the

In introducing the February 1997 “Proposed Approach,” the FDA identified five areas of regulatory
concern raised by the development of new medical products derived from the manipulation of human
biological materials: communication of infectious disease; processing and handling; clinical safety and

The FDA has proposed that autologous tissue that is banked, processed, or stored should be tested for
infection agents and it will require companies to keep appropriate records to assure that patient tissues are
not mismatched or commingled. The agency proposes that allogeneic tissue be tested for infection agents,
that donors be screened, and that appropriate records be kept. Periodic submissions to the agency showing
compliance with the testing or record-keeping requirements will not be necessary; the FDA assumes that
a company’s observation of these requirements will be assured through the accreditation they can be
expected to maintain with professional tissue banking or processing societies.

The extent of the FDA’s regulatory intervention in the areas of processing and handling and clinical
safety and efficacy according to the characteristics of the particular tissue product in question. To the extent
that a tissue product undergoes more than minimal manipulation in processing, is intended for a non-
homologous use, is combined with nontissue components, or is intended to achieve a metabolic outcome,
the agency will require a greater demonstration of safety and efficacy through appropriate clinical trials.

“Manipulation,” in the agency’s regulatory salience, is a measure of the extent to which the biological
characteristics of a tissue have been changed ex vivo. The FDA has stated it presently considers cell selection
or separation, or the cutting, grinding, or freezing of tissue, to constitute minimal manipulation. Cell
expansion and encapsulation are examples of more than minimal manipulation.

To the extent that the tissue product only undergoes minimal manipulation, is intended for a homolog-
ous application to achieve a structural outcome (or reproductive or metabolic outcome, as between family
members related by blood), and does not combine with nontissue components, the FDA will expect “good
tissue practices” to be observed but will not impose any reporting duties or, consistent with its authority
under §361 of the PHS Act, any product licensing or premarket approval requirements. Any other tissue
product requires submission of appropriate chemistry, manufacturing, and controls information and BLA
approval for any tissue product that does not incorporate nontissue components. Tissue products that
are combinations of tissue and devices or tissue and drugs may be regulated according to established
premarket approval (PMA or PDP) or new drug application (NDA) schemes.

Regulations now in effect compel the registration of sponsors and other persons engaged in production
and distribution of such products, to screen donors of tissues used to produce HCT/Ps, and to observe
Good Tissue Practices in their manufacturing or processing of such products.

46.2.4 Marketing Review and Approval Pathways

As discussed above, the particular program(s) of regulatory review applicable to a medical product are
predetermined according to its FDA classification. Thus, the FD&C Act requires a sponsor to submit a
device Pre-Market Application (PMA) or Product Development Protocol (PDP) to market a device, or

regulations implementing the proposed approach went into effect (see Table 46.1).

efficacy; indicated uses and promotional claims; and monitoring and education (Table 46.2).
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TABLE 46.2 First HCT/Ps Approved in the United States

HCT/P (Sponsor) Approval Approved indicated use Composition; mode of action Pivotal clinical studies

Dermagraft (Advanced
Tissue Science, Inc.)

September 28, 2001
(approved as a Device)

Treatment of
full-thickness diabetic
foot ulcers

Cryopreserved human fibroblast-derived
dermal substitute; it is composed of
neonatal foreskin fibroblasts,
extracellular matrix, and a
bioabsorbable scaffold

595 Patients (2 Studies:
281/142 Control;
314/151 Control)

Fibroblasts proliferate to fill the
interstices of this scaffold and secrete
human dermal collagen, matrix
proteins, growth factors, and cytokines,
to create a three-dimensional human
dermal substitute containing
metabolically active, living cells

Cultured composite skin
(Ortec, Inc.)

February 2, 2001
(approved as a Device
under HDE
Designation)

Adjunct to standard
autograft procedures
for covering wounds
and donor sites created
after the surgical release
of hand contractions

Collagen matrix in which allogeneic
human skin cells (i.e., epidermal
keratinocytes and dermal fibroblasts)
are cultured in two distinct layers.
Designed to enhance wound healing in
part by release of cytokines

145 Patients (63 control)

Apligraf (Organogenesis,
Inc.)

May 22, 1998 (approved
as a Device)

Standard therapeutic
compression for the
treatment of
noninfected partial and
full-thickness skin
ulcers

Viable, bilayered, skin construct, which
contains Type I bovine collagen,
extracted and purified from bovine
tendons and viable allogeneic human
fibroblast and keratinocyte cells isolated
from human infant foreskin

297 Patients (136
control)

Carticel (Genzyme
Corporation)

August 22, 1997
(approved as a
Biologic)

Repair of clinically
significant,
symptomatic,
cartilaginous defects of
the femoral condyle
(medial, lateral, or
trochlear) caused by
acute or repetitive
trauma

Used in conjunction with debridement,
placement of a periosteal flap, and
rehabilitation. The independent
contributions of the autologous
cultured chondrocytes and other
components of the therapy to outcome
are unknown

Retrospective analysis of
Swedish Study (153
Patients) and US
Registry data (241
Patients)
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FIGURE 46.1 Product approval pathways.

a new drug application (NDA) to market a drug. The PHS Act provides that marketing approval for a
biologic shall be obtained through the submission of a Biologics License Application (BLA). Certain drugs
or biologics may qualify for special designation as orphan drugs under the Orphan Drug Act.

In addition, the FDA requires that sponsors of regulated products must first obtain preliminary approval
for the clinical trials on humans that will support a subsequent application for full marketing approval.
Clinical trials in support of a PMA application or as part of a PDP for a device may be conducted
only after the FDA has issued an investigational device exemption (IDE); clinical trials in support of an
application for marketing approval of a drug or biologic cannot be initiated until the FDA has approved
an investigational new drug (IND) application (Figure 46.1).

46.2.4.1 Devices

The FDA has divided devices into three classes to identify the level of regulatory control applicable to them.
The highest category, Class III, includes those devices for which premarket approval is or will be required
to determine the safety and effectiveness of the device (21 CFR, §860.3(c); 21 U.S.C., §360c(a)(1)(C)).
Absent a written statement of reasons to the contrary, the FDA classifies any “implant” or “life-supporting
or life-sustaining device” as Class III (21 CFR, §860.93; 21 U.S.C., §360c(c)(2)(C)).

There are two primary pathways by which the FDA permits a medical device to be marketed: premarket
clearance by means of a 510(k) notification, or premarket approval by means of a PMA (“Premarket
Approval Application”) or PDP (“Product Development Protocol”) submission.

A sponsor may seek clearance for a device by filing a 510(k) premarket notification with the FDA, which
demonstrates that the device is “substantially equivalent” to a device that has been legally marketed or
was marketed before May 28, 1976, the enactment date of the Medical Device amendments to the FD&C
act. The sponsor may not place the device into commercial distribution in the United States until the
FDA issues a substantial equivalence determination notice. This notice may be issued within 90 days of
submission but usually takes longer. The FDA, however, may determine that the proposed device is not
substantially equivalent, or require further information such as additional test data or clinical data, or
require a sponsor to modify its product labeling, before it will make a finding of substantial equivalence.

If a sponsor cannot establish to the FDA’s satisfaction that a new device is substantially equivalent to
a legally marketed device, it will have to seek approval to market the device through the PMA or PDP
process. This process involves preclinical studies and clinical trials to demonstrate that the device is safe
and effective.

FDA regulations (21 CFR, §860.7(d)) provide that, based on “valid scientific evidence,” a device shall
be found to be “safe”

… when it can be determined … that the probable benefits to health from use of the device for its intended
uses and conditions of use … outweigh any probable risks[,]
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and that a device shall be found to be “effective”

… when it can be determined … that in a significant portion of the target population, the use of the
device for its intended uses and conditions of use … will provide clinically significant results.

Testing in humans to obtain clinical data demonstrating these qualities in support of a PMA or pursuant to
a PDP must be conducted pursuant to an investigational device exemption (IDE). The IDE is the functional
equivalent of the IND that governs clinical trials of drugs and biologics. As with other medical products,
clinical testing is typically conducted in multiple phases, with the earliest phases primarily intended to
demonstrate safety and later phases addressing both safety and effectiveness considerations. The sponsor
of the device must also demonstrate compliance with applicable current good manufacturing practices
(cGMPs, now also known as Quality System Regulations) before the FDA may approve the product for
marketing by granting the PMA or accepting the completion of the PDP.

46.2.4.2 Biologics

Until recently, permission to market a biologic required two applications: one to obtain a product license
application (PLA) for the biologic itself and another for approval of the facility where the biologic would
be prepared, that is, an establishment license application. The 1997 FDA Modernization Act amended the
PHS Act by eliminating the separate product and establishment license applications in favor of a single
biologics license application (BLA), which, like the PMA or PDP for devices, includes an evaluation of
compliance with appropriate quality controls and current cGMP as part of the assessment of the safety
and efficacy of the product in question.

§351 of the PHS Act directs the FDA to approve a BLA on the basis of a determination that the biologic
in question is “safe, pure, and potent.” Those terms are defined in FDA regulations promulgated to give
effect to that statutory authority:

safety means the relative freedom from harmful effect to persons affected, directly or indirectly, by a
product when prudently administered, taking into consideration the character of the product in relation
to the condition of the recipient at the time[;]

purity means relative freedom from extraneous matter in the finished product, whether or not harmful
to the recipient or deleterious to the product . . . [and] includes but is not limited to relative freedom from
residual moisture or other volatile substances and pyrogenic substances[;]

potency is interpreted to mean the specific ability or capacity of the product, as indicated by appropriate
laboratory tests or by adequately controlled clinical data obtained through the administration of the
product in the manner intended, to effect a given result.

Testing in humans to obtain clinical data demonstrating these qualities in support of a BLA must be con-
ducted pursuant to an investigational new drug application (IND). The IND is the functional equivalent
of the IDE that governs clinical trials of devices. As with other medical products, clinical testing is typically
conducted in multiple phases, with the earliest phases primarily intended to demonstrate safety, and later
phases intended to address both safety and efficacy considerations.

The emphasis given to process by the earlier requirement of a separate approval of the manufacturing
facility illuminates the dual nature of the regulatory authority created under the PHS Act and ultimately
exercised by the FDA. Besides assuring that only safe, pure, and potent biologics are marketed in the United
States, the FDA is also charged with a general duty to prevent the introduction, transmission, or spread of
communicable disease (PHS Act, §361(a)). While the BLA is an amalgam of product and process quality
criteria, a particular emphasis upon the authority to eliminate sources of dangerous infection reappears
in the context of the FDA’s proposed regulatory triage for engineered tissues.
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46.3 Regulation of Pharmaceutical/Medical Human
Tissue Products in Europe

Regulation of medical products incorporating viable human tissue products among or within the member
states of the European Union (EU) is marked by inconsistency but is presently the subject of substantial
discussion and debate. As part of the overall coordination of national laws and governmental activities
within the EU, the regulation of the marketing of certain medical products by national authorities is
being consolidated within designated EU agencies, especially the European Medicines Evaluation Agency
(EMEA). Within the scope of what medical products are considered pharmaceutical and regulated, there
are two broad subcategories, medicinal products and medical devices.

The EMEA was established in 1993 by the European Economic Community (EEC, now EU) Council
Regulation No. 2309/93 to implement procedures to give effect to a single market for “medicinal products”
among the member states. In conjunction with three directives adopted concurrently (Council Direct-
ives 93/39EEC, 93/40EEC, and 93/41EEC), the regulation authorized EMEA to manage a “centralized
procedure” for an EEC authorization to market medicinal products for either human or veterinary use.
The directives also established a “mutual recognition procedure” for marketing authorization of medi-
cinal products based upon the principle of mutual recognition of authorizations granted by national
regulatory bodies. These procedures came into effect on January 1, 1995, with a three-year transition
period until December 31, 1997. As of January 1, 1998, the independent authorization procedures of
the member states are strictly limited to the initial phase of mutual recognition (i.e., granting marketing
authorization by the “reference Member State”) and to medicinal products that are not marketed in more
than one member state. Consequently, sponsors seeking marketing authorization for medicinal products
throughout the EU are obliged to seek such approval through the centralized procedure administered
by EMEA.

The concept of a “medicinal product” in EEC legislation substantially predated the organization
of EMEA. Council Directive 65/65EEC of January 26, 1965, defined the term medicinal product
to include

any substance or combination of substances presented for treating or preventing disease in human beings
or animals.

[and]

any substance or combination of substances which may be administered to human beings or animals
with a view to making a medical diagnosis or to restoring, correcting or modifying physiological functions
in human beings or in animals … .

A “substance” is further defined to include ”[a]ny matter irrespective of origin which may be
human … animal … vegetable … [or] chemical” (Directive 65/65/EEC, Article 1). However, the direct-
ive also makes clear that its regulation of medicinal products (and, through amendments to the directive
recognizing the authority of EMEA, the “centralized procedure”) does not apply to products “intended
for research and development trials” (Directive 65/65/EEC, Article 2).

Sponsors of medical products derived through tissue engineering have reported substantial inconsist-
ency among the regulatory bodies of EU member states regarding the classification of such products
for purposes of determining the applicability of national or EU marketing authorization require-
ments (see A determination that engineered tissue products are “medicinal products”
subject to the centralized procedure for authorization administered by EMEA will substantially clarify
and rationalize the process by which such products may be marketed throughout the European
Community.

The EMEA has in place a Biotechnology Working Party that has considered, among other things, safety
issues in the delivery of human somatic cell therapies and a definition of a “cell therapy medicinal product”

Table 8.2).
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(CPMP/BWP/41450/98 draft). This definition would consider engineered human tissues to be “medicinal
products” within the meaning of Directive 65/65/EEC, provided the engineered tissue was the product of
both the following:

a. … an industrial manufacturing process carried out in dedicated facilities. The process encom-
passes expansion or more than minimal manipulation designed to alter the biological or physiological
characteristics of the resulting cells, and
b. … further to such manipulation, the resulting cell product is definable in terms of qualitative and
quantitative composition including biological activity.

Points to Consider on Human Somatic Cell Therapy, CPMP/BWP/41450/98 draft, page 3/9.
The Biotechnology Sector of EMEA is likely to have primary responsibility for considering the

authorization of engineered tissue products in the event they are classifiable as “medicinal products” [8].
Human tissue and cellular products may not be presently definable as “medicinal products” subject

to regulation, to the extent that they are the result of modest manipulation of autologous tissues in
the course of treating a fairly small patient population. Under these circumstances, the regulation of
such cellular products is more likely to remain with the competent authorities of the Member States
(with substantial variability in the classification and resulting regulation of such products, as outlined in

could occur in response to a petition from a sponsor of such a product. To be successful, such a petition
should probably stress the “industrial” nature of the fabrication process and the extent of manipulation of
the human biological material to develop the engineered tissue product. Assuming an engineered tissue
product could be established to be a “medicinal product,” there does not appear to be any EU rule that
could limit the ability of EMEA to grant market authorization according to the type or source of tissue
from which the product had been derived.

EMEA is aligned with Enterprise DG (formerly DG III; the department of the European Com-
mission primarily responsible for establishing and implementing rules promoting the Single Market
for products). A unit of Enterprise DG oversees application of EU directives regulating marketing
authorization of medical devices. Providing for engineered tissue products could require some recon-
sideration of the specific areas of responsibility of the units or agencies involved in regulating medical
products.

46.4 Regulation of Pharmaceutical/Medical Human
Tissue Products in Japan

It appeared at the time of the World Technology Evaluation Center (WTEC) panel’s visit to Japan that the
Government of Japan was only beginning to focus on codifying regulation of engineered human tissue
products within its scheme of regulating other medical products [1]. The WTEC panel was unable within
the scope of this study to provide an analysis of Japan’s medical product approval process as potentially
applied to engineered human tissue products. However, presented here is an outline of Japan’s process
and agencies responsible for regulation of medical products generally.

The Pharmaceutical and Medical Safety Bureau (PMSB) has primary responsibility within the Japanese
Ministry of Health, Labour and Welfare for administering the requirements established for the safety and
efficacy of medical products under Japan’s Pharmaceutical Affairs Law. This legislation was substantially
amended in 1996 (with the reforms made effective in April 1997) to provide for the present medical
product review and approval system.

Applications for approval of new drugs and medical devices are referred by PMSB to the Central
Pharmaceutical Affairs Council (CPAC) to obtain its recommendation. The CPAC, in turn, is advised by
the Pharmaceutical and Medical Devices Evaluation Center (PMDEC), an expert body organized in July
1997 to evaluate the quality, efficacy, and safety of medical products administered to humans. Specific
authority within PMSB to approve recommendations received from CPAC regarding the discrete aspects

Table 8.2). Nevertheless, an EMEA decision to accept an engineered tissue product as a“medicinal product”
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of the clinical testing, licensing, and use of new medical products is distributed among relevant divisions,
such as the Evaluation and Licensing Division (premarketing and supplemental application approvals)
and the Safety Division (adverse reaction measures). A regulatable medical product in Japan is classified
as either a medical device or a pharmaceutical.

Advice concerning the design and conduct of clinical trials, as well as the adequacy of applications for
approval of pharmaceuticals, is provided to PMDEC and to the product sponsor by the Drug Organization,
a quasi-governmental agency established in 1979 as a fund to support patients experiencing adverse drug
reactions. It is not clear whether the Drug Organization serves a similar function with respect to medical
devices, or if there exists an equivalent medical device organization. However, applications for approval of
“copy-cat” devices are referred to the Japan Association for the Advancement of Medical Equipment for a
determination of the equivalence of the new device to devices already approved for clinical use. For a more

46.5 Other Considerations Relevant to Engineered Tissues

46.5.1 FDA Regulation and Product Liability

Protection from product liability lawsuits, in the form of an immunity from such litigation, may come
from satisfying the federal regulations which govern the design and manufacture of, as well as the warnings
to be supplied with, medical products.

By virtue of the Supremacy Clause of the Constitution, the federal government is permitted to regulate
certain affairs free of state interference. State civil litigation is a form of regulation, so it is a form
of interference. If Congress elects to exclusively regulate certain conduct, then litigation under state
law regarding the same conduct is prohibited, as it may produce inconsistent or conflicting standards
regulating that conduct.

The public policy arguments in favor of federal preemption with respect to the regulation of medical
products are readily discernible: while both state and federal regulation would have the enhancement of
public health and safety as their goal, the establishment of nationwide labeling and design criteria for
medical products will promote uniformity and regularity in the interpretation of applicable regulations
and will ensure enforcement of these regulations is conducted in the public interest, rather than through
isolated lawsuits that may produce inconsistent results. In addition, the natural preeminence of a federal
administration administering such regulations will simplify and improve communication between the
regulators and the medical product sponsors. Federal preemption, then, is not a shield for bad medical
products; rather, it protects a process of reasoned, scientific inquiry.

Congressional and FDA silence on the question of preemption in statutes and regulations governing
drugs and biologics going back to the earliest federal Food and Drug Acts has meant that sponsors of
these products have been left to argue only “implied” or “conflict” preemption with largely inconsistent
— though often disappointing — results.

The situation for sponsors of devices would seem to be decidedly different. When Congress passed
the 1976 Medical Device Amendments to the FD&C Act, it explicitly authorized preemption of any state
requirement as to the safety or effectiveness of a medical device in favor of FDA regulations governing the
same product. Because of the high degree of scrutiny to which Class III devices are subjected through
the FDA’s premarket approval (PMA) process, courts have shown a general willingness to recognize
that personal injury litigation regarding these devices has been preempted. However, the FDA may also
permit the marketing of devices which have been shown to be “substantially equivalent” to devices either
previously approved or marketed before the enactment of the Medical Device Amendments in 1976. This
“510(k)” clearance involves significantly less regulatory review of the device than would have been given
to a PMA application.

detailed description of Japan’s general medical product approval process, see, for example, Hirayama [9]
and Yamada [10].
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In Medtronic v. Lohr, though, the U.S. Supreme Court concluded that the apparent preemption language
of the Medical Device Amendments does not actually preclude product liability actions against sellers
of “510(k)” devices. The court reasoned that the 510(k) premarket clearance process did not involve
a comprehensive, in-depth analysis of the safety, efficacy, and labeling of a medical product prior to
clinical use. While a number of justices suggested they might not reach the same conclusion regarding
“PMA” devices, the Lohr decision has weakened — but certainly has not obliterated — a major defense
of those engineered tissue products which may be classified and regulated as devices. Indeed, to the
extent the further viability of the preemption defense is predicated upon the degree to which the FDA
has given specific attention to and approval of the design of the device in question, premarket approval
by means of the PDP process would seem to offer the greatest chance of immunity from product liability
litigation.

46.5.2 Ownership of Human Tissues

While critical to the general advance of medical research, access to human tissues for research or product
development is highly sensitive to public disclosure of practices where tissues are taken or used without
consent or under circumstances suggesting a commercial market in body parts. The absence of compre-
hensive federal or state legislation governing “research” tissues deprives the biomedical community of
clear, consistent guidelines to follow in acquiring and using tissues, while simultaneously representing a
legislative vacuum that may be filled with substantial adverse unintended consequences if done suddenly
in response to some public outcry. Absent effective coordination, the initiatives of individual federal
agencies to establish policies for research involving human tissues or subjects may impose conflicting
requirements or expectations.

Significant advances in medical research over the past several years has contributed substantially to
the commercial utility of human biological materials. Consequently, the source of such materials used in
the creation of engineered tissue products may become important for reasons beyond — and certainly
removed from — the possible transfer of adventitious agents or the management of immunological
responses. Simply put, the use of allogeneic materials raises issues of ownership, donation, and consent
not to be found with respect to autologous tissues.

The common law of the United States recognizes a severely restricted property interest in human bodies
or organs. In a broad sense, a “property interest” in something may be thought of as a “bundle of rights”
to possess, to use, to profit from, to dispose of, and to deal in that thing. Courts have granted next of kin
nothing more than a“quasiproperty”right — or right of sepulcher — in a decedent’s body for the purposes
of burial or other lawful disposition. In place of an exegesis of the religious or cultural prohibitions against
recognizing a property interest in a dead body, it is clear that the limited right which has been fashioned
by the courts has been intended to offer nothing more than that some interested person may ensure the
remains are disposed of with dignity.

Organ transplantation has certainly created the conditions for a market for human body parts. In
response, Congress and state legislatures have enacted statutes prohibiting the sale of any human organ.
The National Organ Transplant Act was passed to regulate the availability of organs for transplantation
through voluntary donation exclusively by explicitly prohibiting organ purchases. The same prohibition
has been passed into law by the 15 states, to date, which have adopted the Uniform Anatomical Gift Act
(1987) [11]. Other state statutes have imposed criminal penalties for the purchase of organs or tissue from
either living or cadaveric providers.

These federal and state statutes effectively banning purchases of human organs were enacted in the
mid-1980s in immediate response to the prospect of a widespread trade in these body parts to supply the
growing demand for transplant material. The vision of a vendor selling livers and kidneys — or worse, a
patient harvesting one of his or her own organs for money clearly hovered over the debate leading to the
passage of this legislation. But that vision imagined people selfdismantling for cash; it did not really allow
for a trade in renewable body parts, especially cells.
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46.6 Conclusion

No part of the process of bringing new biomedical products from the laboratory to the patient occurs in
isolation from or independent of all of the other aspects of organizing and maintaining that technology
development effort: including intellectual property protection and financing market and end user accept-
ance, and public perception just to mention a few. While FDA premarket approval is the most obvious
form of external control over the introduction of new medical products in the United States, it is
not the only one; healthcare reimbursement under U.S. centers for Medicare and Medicaid Services
(CMS) regulations and private insurer practices is critical, and the evidence necessary to secure reim-
bursement should be considered in planning clinical trials for FDA approval. The approach to FDA
regulatory oversight itself requires careful analysis of product classification (including special designa-
tion) options. The novelty, variety, and potential complexity of forms of tissue engineering compel
strategic analysis of external controls over the commercial development of human cellular and tissue-based
products.

The FDA has adopted a cooperative approach across appropriate FDA Centers and the Office of
Commissioner in developing its regulatory strategies for engineered tissue products. These strategies
have attempted to simplify and facilitate the administrative process for evaluating products and for
resolving product regulatory jurisdiction questions. However, it is apparent that, just as the science
continues to evolve, so too must the regulatory approaches. As new and different research directions
are pursued, such as the apparent shift toward the use of stem cell technology [12] new and differ-
ent products will be developed, with the expectation of unique product-specific issues. The FDA, given
its legislative authority and regulatory responsibility will certainly continue to build on current initiat-
ives, apply lessons learned from previous products as applicable, and look to the best scientific minds
and methods to achieve innovative, flexible, and appropriate resolutions that are transparent to the
research and industrial community as well as the public. The challenge for the tissue engineering com-
munity is to maintain awareness of the regulatory landscape in the United States and abroad and to
be an active voice for articulating issues in order to maintain a productive dialogue with the regu-
latory agencies and consumers so that engineered tissue products find their proper place in clinical
medicine.
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47.1 Introduction

The field of tissue engineering has grown in response to the many medical needs for tissue replacement.
For the skin, two distinctly different types of wounds have stimulated the development of various tissue-
engineered skin substitutes. On one end of the spectrum are burn wounds, which represent an acute
injury to the skin. Over 1 million burn injuries occur annually, resulting in over 50,000 acute hospital
admissions and more than 5,000 deaths [1]. Partial-thickness wounds have the capacity to heal without
the need for tissue replacement from stem cells present in skin appendages. However, full-thickness burn
wounds require grafting of skin to replace the destroyed tissue. The grafting of split-thickness autologous
skin has been the prevailing standard for permanent closure of excised full-thickness burn wounds. This
can be accomplished in patients with relatively small wounds, but in patients with massive burns involving
a large total body surface area (TBSA), permanent wound closure is problematic because of the lack of
donor sites for skin autografting. Delayed wound coverage increases the likelihood of infection and sepsis,
major causes of burn mortality [2].

On the other end of the spectrum are chronic wounds, which tend to involve a relatively small area
of skin, but represent a major medical need because they affect a large population of patients. The most

47-1
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common chronic wounds include pressure ulcers and leg ulcers, which are estimated to affect over 2 million
people in the United States alone [3]. This figure may be expected to rise as the average age of the population
increases. In some patients, wound closure can be enhanced with topical agents, such as growth factors
to stimulate healing and antimicrobial agents to minimize infection. However, a large percentage of
patients require grafting for permanent closure of chronic wounds. Autograft may not be a feasible
option in these patients due to underlying deficiencies in wound healing, which compromise healing of
donor sites.

The need for timely wound closure in these diverse clinical settings has led to the development of
skin substitutes as alternatives to split-thickness or full-thickness autograft. Although none of the skin
substitutes currently available can replace all of the structures and functions of native skin, they can be
used to provide wound coverage and facilitate healing of both acute and chronic wounds. Further, the
technologies that have yielded skin substitutes for grafting have also been used to produce materials for
in vitro irritancy and toxicology studies.

47.2 Objectives of Skin Substitutes

Normal human skin performs a wide variety of protective, perceptive, and regulatory functions that help
the body maintain homeostasis. The outermost layer of the skin, the epidermis, is comprised mainly of
keratinocytes, which provide the barrier function of the skin. Other epidermal cells and structures include
adnexal cells that comprise the glands, hair, and nails; melanocytes, which contribute pigment; Langerhans
cells of the immune system; and sensory structures of nerves. The epidermis contains only very small
amounts of extracellular matrix, predominantly carbohydrate polymers and stratum corneum lipids that
form a barrier to permeability of aqueous fluids [4–6]. In contrast, the underlying dermis consists mainly
of extracellular matrix molecules, including collagens, elastin, reticulin, and polysaccharides, that give
mechanical strength to the skin. Dermal cells include fibroblasts, which synthesize collagen and other
matrix components; vascular components, such as endothelial cells and smooth muscle cells; nerve cells;
and mast cells of the immune system.

To be useful in a clinical setting, the primary goal for any skin substitute is restoration of skin barrier,
normally a function of the epidermis, which helps to minimize protein and fluid loss and prevent infection

temporary wound coverage or partial skin replacement. Currently, limitations of bioengineered skin
substitutes, compared with native skin grafts, include: reduced rates of engraftment, increased microbial
contamination, mechanical fragility, increased time to healing, increased requirement for regrafting, and
very high cost [59–63]. These complications may increase, rather than decrease, the risks to patients and
delay recovery. Therefore, the use of skin substitutes may be suitable as an adjunctive therapy in cases
without other alternatives, such as very large burns or chronic wounds that have failed to respond to
conventional treatments.

Ideally, skin replacements should promote permanent engraftment without the need for regrafting;
allow rapid healing to replace both dermal and epidermal layers; be ready to use when needed; achieve
acceptable functional and cosmetic outcome; and be free from risk of disease transmission and immun-
ological reaction [2]. These many goals have not yet been satisfied by any skin substitute, but ongoing
research in biomedical and genetic engineering may someday make an “off-the-shelf” skin replacement
a reality.

47.3 Composition of Skin Substitutes

Skin substitutes currently available vary in complexity, ranging from temporary synthetic wound dressings
to permanent skin replacements, either with or without incorporation of cultured skin cells (Table 47.1).
Some of the acellular materials have components that incorporate into the wound bed and may become
populated with dermal cells from the host. These dermal substitutes replace the dermal component of the

[7]. As outlined in Table 47.1, there are many products that meet this need, but most provide only
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TABLE 47.1 Bioengineered Skin Substitutes

Skin substitute Dermal component Epidermal component Indications for use Refs.

AlloDerm®
(LifeCell Corp.)

Allogeneic acellular
human dermis

None Burn wounds; repair of
soft tissue defects

[8–11]

Apligraf® (Novartis) Collagen gel with
allogeneic fibroblasts

Allogeneic keratinocytes Burn wounds; chronic
foot ulcers; venous leg
ulcers; epidermolysis
bullosa

[12–20]

Biobrane® (Bertek
Pharmaceuticals)

Nylon mesh coated with
collagen

Semipermeable silicone
membrane

Partial-thickness burn
wounds and donor sites

[21–24]

Cultured Skin
Substitutes (Univ.
Cincinnati/Shriners
Hospitals

Collagen-based polymer
with autologous
fibroblasts

Autologous keratinocytes Burn wounds; congenital
nevi; chronic wounds
(using allogeneic cells)

[25–29]

Dermagraft® (Smith
and Nephew)

Polyglactin mesh scaffold
with allogeneic
fibroblasts

None Chronic/diabetic foot
ulcers

[30–32]

Epicel® (Genzyme
Biosurgery)

None Autologous keratinocyte
sheet

Burn wounds; congenital
nevi

[33–36]

Epiderm™(MatTek
Corporation)

Collagen coated cell
culture insert

Allogeneic keratinocytes In vitro assessment for
irritancy and toxicology
testing

[37–40]

EpidermFT™ (MatTek
Corporation)

Allogeneic fibroblasts on
cell culture insert

Allogeneic keratinocytes In vitro testing model for
assessment of
dermal–epidermal
interactions

Epidex™ (Modex
Therapeutics)

None Autologous keratinocytes
with silicone membrane
support

Chronic leg ulcers [41,42]

Integra® (Integra Life
Sciences)

Collagen-chondroitin-6-
sulfate matrix

Silicone polymer coating Burn wounds [43–49]

Melanoderm™(MatTek
Corporation)

Collagen coated cell
culture insert

Allogeneic keratinocytes
and melanocytes

In vitro testing model for
assessment of
pigmentation

OrCel® (OrTec
International)

Collagen sponge with
allogeneic fibroblasts

Allogeneic keratinocytes Donor sites in burn
patients; epidermolysis
bullosa

[50,51]

SkinEthic® (SkinEthic
Laboratories)

Cell culture insert Allogeneic keratinocytes
(without or with
melanocytes)

In vitro testing model [52–54]

SureDerm (Hans
Biomed)

Allogeneic acellular
human dermis

None Burn wounds; repair of
soft tissue defects

TranCell (CellTran
Limited)

None Autologous keratinoctyes
on acrylic acid polymer

Chronic diabetic foot
ulcers

[55]

TransCyte® (Smith
and Nephew)

Nylon mesh with dermal
matrix secreted by
allogeneic fibroblasts
(cells nonviable at
grafting)

None Burn wounds [56–58]

skin, but may require grafting of autologous epidermis in a second surgical procedure. Skin substitutes that
contain allogeneic cells have greater similarity to native skin at grafting than acellular materials, but these
are considered temporary skin substitutes [64]. The allogeneic cells are eventually replaced by host-derived
cells [7]. Allogeneic skin substitutes containing cells can secrete extracellular matrix and growth factors
that improve healing, and can provide wound coverage until autograft is available. For small wounds,
such as chronic wounds, allogeneic skin substitutes may stimulate healing from the wound bed and
margins, without further grafting. These characteristics, coupled with essentially immediate availability,
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are advantages of the allogeneic skin substitutes. However, for permanent closure of large wounds grafting
of autologous skin or engineered skin containing autologous cells is required. A disadvantage of bioengin-
eered skin substitutes containing autologous cells is the increased time required for cell culture and graft
preparation [65]. However, they can act as permanent skin replacements once engraftment is achieved.
Therefore, the increased time required for preparation may be offset by a reduction in the number of
surgical procedures required for permanent wound closure [66].

Skin replacements can be used as adjunctive therapies in patients who are also receiving conven-
tional skin grafts to facilitate wound closure [25–27,67,68]. By increasing availability of skin grafts, skin
substitutes can provide several advantages over conventional therapy, including reduced donor site area
required to close wounds permanently, decreased number of surgical procedures and hospitalization time,
and reduced scarring [66,69].

47.3.1 Acellular Skin Substitutes

Biobrane, an acellular biocomposite dressing, has been used for over two decades for treatment of partial-
thickness burn wounds [21,70]. It has been shown to control pain and reduce frequency of dressing
changes, decrease the length of hospitalization, and improve healing times [21,23,70]. Biobrane is com-
posed of a collagen peptide-coated nylon mesh material attached to a semipermeable silicone membrane.
It is applied to clean, debrided wounds with the mesh side down; the mesh adheres to the wound, and
the material is removed after the underlying tissue has healed. Integra is also a synthetic acellular skin
replacement, but one that combines both temporary and permanent components. It consists of a cross-
linked collagen–glycosaminoglycan membrane as a dermal matrix, and a silastic coating that provides a
synthetic epidermal structure for barrier replacement [43,44]. It has been widely used for coverage of
excised burn wounds. The artificial dermis does not contain cells at the time of grafting, but within a
few weeks it becomes populated with cells from the wound bed and is vascularized. Thus, the dermal
component incorporates into the wound, generating a neodermis; the temporary silastic coating can then
be removed and replaced with a thin sheet of split-thickness skin [45,46].

Another example of a bilayer temporary skin substitute is TransCyte, which has been used for coverage
of partial-thickness wounds during re-epithelialization, or for full-thickness wounds prior to autograft
placement. Transcyte is comprised of a synthetic semipermeable epidermal layer, and a dermal nylon
mesh layer seeded with allogeneic human fibroblasts [56–58]. The fibroblasts are allowed to proliferate
within the synthetic dermal construct, where they secrete extracellular matrix components and growth
factors that can facilitate wound healing. Prior to grafting, the material is frozen, without cryoprotection
of the cells. Thus, at the time of grafting, Transcyte does not contain any viable cells.

AlloDerm is an acellular dermal matrix derived from donated human skin [8]. The skin is processed
to remove cells, circumventing tissue rejection but preserving much of the dermis’s three-dimensional
dermal structure. Vascular channels with basement membrane are present, even though the cells have been
destroyed, facilitating graft vascularization [10]. It has been most useful for soft tissue replacement, such
as abdominal wall reconstruction [10]. For treatment of burn wounds, it has been used in conjunction
with split-thickness autograft to yield results similar to split-thickness grafts of greater thickness [8].

47.3.2 Allogeneic Cellular Skin Substitutes

Other temporary wound covers, such as Dermagraft, Apligraf, and OrCel, contain viable cells at the time of
grafting. Because the cells are allogeneic, typically isolated from donated human neonatal foreskin, these
products are considered temporary skin substitutes rather than permanent skin replacements. Dermagraft
is composed of a polymer mesh scaffold seeded with allogeneic fibroblasts [30–32]. Apligraf and OrCel
both contain allogeneic keratinocytes and fibroblasts, coupled with a biopolymer consisting of either a
bovine type I collagen gel or collagen sponge, respectively [12,13,51]. Grafts that contain allogeneic cells
provide wound coverage and supply growth factors that facilitate wound repair, but the allogeneic cells
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do not persist on the patient after healing is complete. It is generally believed that allogeneic cells are
replaced within 1 to 6 weeks after grafting by the patient’s own cells.

Cultured skin models containing allogeneic cells have been developed for in vitro testing purposes
[37,40,52–54]. SkinEthic Laboratories has developed a Reconstituted Human Epidermis model, com-
prised of stratified epidermal keratinocytes supplied on cell culture inserts, for in vitro test applications
[52–54]. In addition, several tissue-specific models of Reconstructed Human Epithelium have been pre-
pared. These include models of oral, vaginal, corneal, and alveolar epithelium. Similar models designed
for in vitro toxicology testing include EpiDerm, a differentiated model of human epidermis, and Melan-
oderm, a stratified coculture of human melanocytes and keratinocytes [37]. EpiDermFT (EpiDerm “Full
Thickness”) is comprised of neonatal foreskin-derived fibroblasts and keratinocytes grown on cell culture
inserts. These skin models closely parallel human skin at the ultrastructural level, and can be reproducibly
manufactured, offering attractive alternatives to in vivo animal testing for irritancy, toxicology, and gene
expression studies.

47.3.3 Autologous Cellular Skin Substitutes

Autologous keratinocytes and fibroblasts have generally been derived from biopsies of the patient’s
uninjured skin [71–73]. Recently, keratinocytes have been isolated from the outer root sheath of plucked
hair follicles [41,42]. The cells can be expanded in culture and used to populate skin substitutes in vitro.
Grafted as epithelial sheets or as composites of biopolymers and cells, these are theoretically permanent
skin substitutes once engraftment is achieved [25–27,33,41].

Relatively few commercial skin substitutes contain autologous cells. Epicel was the first commercial
product comprised of cultured autologous cells for wound transplantation. It is indicated for use in burn
patients with very large deep partial-thickness or full-thickness wounds and in congenital nevi patients
[33,36,74]. Also referred to as cultured epithelial autograft (CEA), Epicel consists of a sheet of autologous
keratinocytes that are grown in culture and transplanted to patients with a petrolatum gauze backing.
The keratinocytes are isolated from a full-thickness biopsy of the patient’s uninjured skin, and grafts are
generally ready within 3 weeks time [74]. Epicel can be grafted on top of vascularized allogeneic dermis or
directly onto debrided wounds; however, engraftment is higher when used in conjunction with allodermis
[34,74]. A major problem encountered with Epicel has been epidermal blistering. Small blisters may
resolve spontaneously, but larger blisters result in graft failure [34]. This phenomenon has been attributed
to absence of dermal–epidermal junction components at grafting. Despite this limitation, the availability
of Epicel has provided a much needed treatment option for patients with massive burns where donor skin
for autograft is extremely limited [34].

A similar product, EpiDex, is a cultured epidermal sheet graft that is indicated for the treatment of
small chronic wounds. The unique aspect of EpiDex is that the keratinocytes are not cultured from skin
biopsies, but from scalp hair follicles [42]. For preparation of grafts, hair is plucked from the patient
and the outer root sheath cells are placed in explant culture [42]. The keratinocytes that are cultured in
this fashion are highly proliferative, apparently regardless of donor age [41]. After approximately 5 weeks
of cell expansion, a secondary culture is initiated for preparation of epithelial sheet grafts. These are
transplanted to wounds as discs measuring approximately 1 cm diameter, attached to a silicone backing to
facilitate handling. Early clinical results have been favorable, though the wound areas treated with EpiDex
are relatively small [41].

A limitation of these autologous skin replacements is that they contain only keratinocytes, and thus they
supply only an epidermal layer. For large full-thickness wounds, such as burns, replacement of both dermal
and epidermal layers is beneficial, to reduce scarring and improve the functional and cosmetic outcome.
This can be accomplished by combining dermal substitutes and epidermal skin replacements, but this
generally requires multiple surgical procedures. A composite cultured skin substitute (CSS) that contains
both autologous keratinocytes and fibroblasts in vitro is currently in clinical trials [26,27,67,68,75]. CSS
are comprised of bovine collagen-glycosaminoglycan sponges that are populated with autologous fibro-
blasts and keratinocytes (Figure 47.1) [76,77]. The most extensive experience with autologous CSS has
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(b)(a)

(d)(c)

FIGURE 47.1 Histological comparison of native skin and cultured skin substitute prepared for treatment of pediatric
burn patient. (a) Native human skin. (b) Cultured skin substitute in vitro, shown after 6 days of incubation. Graft
was transplanted to patient after 10 days of in vitro incubation. (c),(d) Healed autograft (c), and healed cultured skin
substitute (d), biopsied 3 weeks after grafting to excised full-thickness burn wounds. Scale bars = 0.1 mm.

been in the treatment of patients with burns affecting greater than 50% TBSA. In these patients, donor
sites for autografting are extremely limited and adjunctive treatments for wound coverage are required.
For preparation of CSS, primary cultures of keratinocytes and fibroblasts are isolated using standard
techniques from a small split-thickness skin biopsy that is usually taken during a patient’s first autograft-
ing procedure [26,27,71,72,78,79]. Selective in vitro culture of keratinocytes and fibroblasts stimulates
exponential increases in cell numbers, resulting in very large populations of cells in only 2 to 3 weeks
of culture [78]. Grafting to patients can generally be performed within 2 weeks of inoculation of CSS,
which corresponds to 4 to 5 weeks after the initial patient biopsy. Because the CSS contains both dermal
and epidermal layers and develops a functional basement membrane in vitro, grafting of CSS can replace
both skin layers in a single surgical procedure (Figure 47.1) [80]. Culture of CSS at the air–liquid interface
promotes development of a stratified epidermal layer with functional barrier properties in vitro, providing
protection of the wound immediately after grafting [68,80,81]. CSS have been used with favorable results
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as an adjunctive treatment for the healing of large burn wounds, and have been shown to significantly
reduce the requirement for autograft and shorten the number of surgical procedures needed for definitive
wound closure [27,67,68]. CSS have also been used to a limited extent for treatment of chronic wounds
and congenital giant nevi [28,29].

47.4 Clinical Considerations

Multiple clinical factors can determine whether treatment of wounds with engineered skin substitutes
will result in skin repair. Modifications of care protocols for wounds must be used to compensate for the
anatomic and physiologic deficiencies in engineered skin. Currently available skin substitutes are avascular,
tend to heal more slowly than skin autograft, and may be mechanically fragile. Factors that affect the clinical
outcome with bioengineered skin replacements include, but are not limited to: composition at the time
of grafting; wound bed preparation; control of microbial contamination; dressings and nursing care; and
survival of transplanted cells during vascularization of grafts.

Attachment of cultured epithelium to a dermal substitute in vitro is advantageous because both epi-
dermal and dermal components can be applied in a single procedure, similar to skin autograft. Culture
conditions can be optimized to promote deposition of basement membrane proteins at the dermal–
epidermal junction prior to grafting, thereby eliminating the problem of blistering that is frequently
observed after grafting of epithelial sheets [33,80]. Alternatively, dermal and epidermal components of
skin substitutes may be applied in two stages: first, application of a dermal substitute followed by vascu-
larization; and second, grafting of an autologous epidermal substitute [45,82,83]. This two-step approach
increases the density of blood vessels and extracellular matrix in the wound bed, and has been reported
to improve engraftment of cultured keratinocyte sheets. However, it requires two surgical procedures to
achieve permanent wound closure.

The lack of a vascular plexus is a major limitation of all skin replacements currently available. Split-
thickness skin contains a vascular plexus and adheres to debrided wounds by coagulum. Inosculation of
vessels in the graft to vessels in the wound occurs within 2 to 3 days [84]. In the absence of microbial
contamination or mechanical damage, autograft skin is generally engrafted and reperfused within 1 week
after transplantation. In contrast, current clinical models of engineered skin substitutes are avascular,
requiring reperfusion from de novo angiogenesis. The time required for perfusion is proportional to the
thickness of the dermal component of the skin substitute, and is longer than perfusion of split-thickness
skin. Vascularization can be accelerated by secretion of angiogenic factors from engineered skin containing
keratinocytes and fibroblasts, but growth factors alone cannot compensate for the lack of a vascular plexus
prior to grafting [85,86]. The additional time required for vascularization may contribute to epithelial
loss from microbial destruction and nutrient deprivation.

Due to the delayed vascularization of skin replacements, control of contamination is critical for engraft-
ment. Topical antimicrobials are more effective for control of wound contamination than parenteral agents
[87]. Topical treatments must provide effective coverage of a broad spectrum of microorganisms, but must
have low cytotoxicity to allow healing to proceed. It is also important to avoid overlap of topical agents
with parenteral drugs used for treatment of sepsis, which could facilitate development of resistant organ-
isms. Several studies have identified individual agents, and mixtures of multiple agents, which are effective
against common wound organisms but are not inhibitory to proliferation of keratinocytes and fibroblasts
[88–90].

An additional limitation of engineered skin substitutes is mechanical fragility, which contributes to
graft failure due to shear and maceration. For delicate grafts, a backing material can facilitate handling
and attachment to the wound. For example, CEA are routinely attached to petrolatum-impregnated gauze
for surgical application [91]. However, this material may not be compatible with wet dressings used to
manage infection. CSS may be handled and stapled to wounds with a backing of N-Terface™, a relatively
strong, nonadherent, highly porous material [25,26]. Porous dressings do not interfere with the delivery
of topical solutions and permit drainage of wound exudate.



© 2006 by Taylor & Francis Group, LLC

47-8 Tissue Engineering and Artificial Organs

An important practical obstacle to the routine clinical use of skin substitutes, as with any engineered
tissue, remains the high cost of their preparation and care. Estimates for the cost of keratinocyte sheets
range from $1,000 to $13,000 for each percent of absolute TBSA [63,92]. If a dermal substitute is also
included, the cost can be expected to approximately double [8,45]. Therefore, expense can become
a limiting factor for treatment of very large wounds, such as those seen in severely burned patients.
Unfortunately, these are the patients most in need of skin substitutes. Although the use of skin substitutes
can theoretically reduce the number of surgeries required to heal large burns, which should decrease the
total time of hospitalization, there are currently no studies that clearly demonstrate a decrease in costs by
use of skin substitutes of any kind. Engineered skin grafts remain an important adjunct to conventional
skin grafting, particularly in the treatment of burns, but cannot be used as a primary modality of wound
closure except in the most extreme cases [61].

47.5 Assessment

The outcome after treatment of wounds with bioengineered skin substitutes must be measured to determ-
ine whether the benefits justify any risks associated with the therapy. Qualitative outcome, which relies
heavily on the trained eye of the clinician, can be assessed through clinical evaluation integrating multiple
properties of the wound. For example, the Vancouver Scale is used for assessment of burn scar by trained
clinicians, and provides an ordinal score for properties of skin including pigmentation, vascularity, pli-
ability, and scar height [93]. Such scales assign quantitative values to qualitative measurements and can
provide a relative comparison for evaluation, but they are inherently subjective and dependent on the
examiner.

Objectivity may be increased by use of noninvasive instruments to measure biophysical properties
of skin, including vascular perfusion, epidermal barrier, pliability, color, and surface pH. Quantitative
assessment of skin substitutes can highlight deficiencies compared to normal skin or split-thickness
autograft, or can be used to assess the advantage of skin substitutes to the patient without interfering
with recovery. Although no single biophysical property is definitive, multiple measurements can provide a
general assessment for evaluation of outcome. For example, measurements of surface electrical capacitance
(SEC) can be used to define the degree of skin barrier development [94]. SEC is measured using a dermal
phase meter, an instrument that is easily used in a clinical setting, with minimal pain or discomfort for the
patient [95]. Pigmentation of grafted wounds treated with engineered skin substitutes can be measured
using a chromameter. Multiple parameters of skin function must be measured to quantify overall benefit
from treatment with skin substitutes.

47.6 Regulatory Issues

In the United States, it is the responsibility of the Food and Drug Administration (FDA) to protect the
public from health risks associated with new medical therapies. FDA approval requires that new therapies
be safe and effective, and that the probable benefits to health outweigh the probable risks of the therapy
or of the untreated disease or condition [96]. Safety considerations for engineered skin substitutes must
take several factors into account, including media composition, tissue acquisition, graft fabrication and
storage, and sterility testing of the final product [96]. For example, cell culture media must be of the
highest purity and free from toxic contaminants. Cells derived from allogeneic donors must test negative
for transmissible pathogens. Autologous cells must be handled carefully as well. Because autologous tissues
are not routinely screened for pathogens, universal precautions to protect laboratory personnel must be
practiced. Xenogeneic components, such as bovine collagen, must not only be free from pathogens that
can cross species boundaries, but must also be nonimmunogenic. If xenogeneic cells, such as irradiated
3T3 mouse fibroblasts, are used to facilitate initiation of keratinocytes cultures, compliance with safety
standards for xenogeneic transplantation must be assured [97]. Although these common cells are generally



© 2006 by Taylor & Francis Group, LLC

Skin Substitutes 47-9

thought to be free from risk of disease transmission, unknown risks may exist, and hence patients are
excluded from future donation of blood or body parts [36,98].

Bioengineered skin substitutes may be regulated as either devices or biologics, depending on their
composition and “primary mode of action.” Skin substitutes consisting of autologous cells only, or an
acellular human tissue matrix, may not require collection of effectiveness data for regulatory approval.
Living autologous cell populations intended for structural repair are considered to be inherently efficacious
[99]. However, if no effectiveness data are collected, no claims of effectiveness can be made. Skin substitutes
that combine cells with biopolymers are currently considered class III (significant risk) devices that require
demonstration of effectiveness in addition to safety [96].

47.7 Future Directions

Despite encouraging clinical results with bioengineered skin for the adjunctive treatment of burns, chronic
wounds, and other skin deficiencies, skin substitutes containing just two cell types are limited by anatomic
and physiologic deficiencies compared to split-thickness skin autograft. Several areas of preclinical invest-
igation suggest that skin substitutes can be further engineered to increase homology to native human skin.
These include the incorporation of additional cell types to improve functional and cosmetic outcome, and
the use of genetically modified skin cells to enhance performance after grafting.

47.7.1 Pigmentation

Normal skin pigmentation results from the appropriate epidermal distribution and function of melano-
cytes. The most critical function of melanocytes is protection from ultraviolet irradiation, but they have
psychological importance as well, as a patient’s body image and personal identity can impact recovery from
massive skin injury [100–102]. Pigmentation of cultured skin may result from transplantation of “passen-
ger” melanocytes, which may persist in selective cultures of epidermal keratinocytes [67,79]. Melanocytes
can survive under conditions used for keratinocyte culture, though they proliferate at slower rates and are
depleted upon serial passage or cryopreservation [103–105]. In CSS grafted to excised burns, pigmented
areas resulting from passenger melanocytes have been observed as individual foci within two months after
transplantation [79]. By 1 to 2 years after healing, the foci increase in area, occasionally fusing together
to form larger pigmented regions. Uniform pigmentation was demonstrated in preclinical studies with
CSS deliberately populated with selectively cultured human melanocytes [106–108]. Future studies will
be needed to address regulation of the level of pigmentation in uniformly pigmented cultured skin.

47.7.2 In Vitro Angiogenesis

The absence of a vascular plexus in bioengineered skin necessitates vascularization to occur de novo, rather
than through inosculation of the graft with the wound, increasing the time of nutrient deprivation and
susceptibility to microbial contamination after grafting. This limitation can be indirectly addressed in a
clinical setting by irrigating the graft with solutions of nutrients and antimicrobial agents for several days
after transplantation [27,67,109]. A direct approach would be to initiate angiogenesis in the skin substitutes
in vitro, prior to grafting. This would permit vascularization to occur through both inosculation of existing
vessels and also neovascularization, as occurs for grafted split-thickness skin [84].

Initiation of angiogenesis in vitro requires the addition of endothelial cells to the engineered skin.
Endothelial cells may organize into vascular structures in culture with the aid of biomaterial supports and
coculture with accessory cells. For example, engineered blood vessels have been constructed in vitro using
mixed cultures of fibroblasts, human umbilical vein endothelial cells (HUVEC), and vascular smooth
muscle cells in a collagen matrix [110]. In preclinical studies, transplantation of engineered blood vessels
constructed by culture of HUVEC in three-dimensional collagen/fibronectin gels has been reported [111].
More recently, a composite cultured skin containing HUVEC and keratinocytes in a human dermal matrix
was reported, which displayed evidence of perfusion after grafting to mice [112]. These studies illustrate
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the feasibility of grafting synthetic vessels in cultured skin, but overexpression of Bcl-2 through retroviral
modification was required to promote survival of the transplanted endothelial cells [111]. In addition,
another potential limitation of these studies that will impede their clinical application is the reliance on
nondermal or nonautologous endothelial cells. Ideally, multiple cell types (keratinocytes, fibroblasts, and
human dermal microvascular endothelial cells, or HDMEC) could be derived from a single autologous skin
sample. Transplantation of HDMEC in a composite skin substitute containing isogenic keratinocytes and
fibroblasts was demonstrated in an athymic mouse model, though perfusion was not observed [113]. The
transplantation of HDMEC in a clinically relevant cultured skin model showed the feasibility of preparing
autologous cultured skin containing HDMEC, but future studies must demonstrate inosculation of vessels
in the graft with vessels in the wound bed to yield improved performance after grafting.

47.7.3 Cutaneous Gene Therapy

Keratinocytes and fibroblasts are amenable to genetic modification in vitro by a variety of methods.
Genetically modified cells can be used to populate engineered skin substitutes. This is termed “ex vivo”
gene therapy because cells are removed from the body and genetically modified in culture before being
transplanted back to the recipient. There has been a great deal of interest in the use of genetically modi-
fied skin substitutes for the treatment of cutaneous diseases. For example, preclinical studies suggest that
ex vivo gene therapy can be useful for treatment of lamellar ichthyosis, a condition characterized by defect-
ive epidermal barrier, and the blistering skin disease junctional epidermolysis bullosa (JEB) [114–116].
Theoretically, genetically modified keratinocytes can be transplanted for secretion of circulating factors
to treat systemic diseases. Keratinocytes have been genetically modified to secrete human growth hor-
mone and clotting factor IX, but therapeutic protein levels have been difficult to obtain after grafting
[117–121].

Another application of cutaneous gene therapy is the regulation of wound healing. Hypothetically,
genetic modification may be used to overcome anatomic limitations or to enhance their biological activ-
ity. For example, keratinocytes modified to overexpress the mesenchymal cell mitogen Platelet Derived
Growth Factor-A (PGDF-A), seeded on an acellular dermal matrix, showed increased cellularity, vascu-
larization, and collagen deposition after grafting to mice, suggesting improved function due to PDGF-A
overexpression [122]. In other studies, keratinocytes were genetically modified by retroviral transduc-
tion to overexpress the angiogenic cytokine Vascular Endothelial Growth Factor (VEGF) [85,86]. After
transplantation to athymic mice, skin substitutes containing fibroblasts and VEGF-modified keratinocytes
showed enhanced and accelerated vascularization, decreased contraction, and increased engraftment com-
pared to control grafts containing unmodified cells [85,86]. Thus, genetic modification of keratinocytes
can hypothetically be used to overcome the lack of a vascular plexus in engineered skin grafts.

A particularly promising avenue of research involves the genetic modification of cells in cultured skin
grafts to reduce or eliminate immune rejection. Preclinical studies have shown that reduced expression
of major histocompatibility complex (MHC) class I and II antigens can prolong engraftment of skin
grafts in mouse allograft models [123]. In one study, fetal skin was used because it exhibited substantially
reduced MHC class I and II expression compared with neonatal skin. In another study, keratinocytes
were genetically modified to overexpress indoleamine 2,3-deoxygenase (IDO), a tryptophan-catalyzing
enzyme that functions to prevent fetal rejection during pregnancy [124]. Increased IDO expression in
keratinocytes led to a down-regulation of MHC class I expression. These studies suggest a possible
mechanism for preparation of allogeneic skin substitutes that would escape immune rejection, and may
someday lead to universal donor cultured skin grafts.

47.8 Conclusions

Technological advances in the fabrication of biomaterials and the culture of skin cells have permitted
the production of bioengineered skin substitutes. These have provided improved therapeutic options for
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patients suffering from acute or chronic wounds, and offer the promise of new treatments for inherited
cutaneous diseases. Continued research will be needed to identify more efficient methods to utilize pre-
cious autologous tissue, which will provide greater amounts of skin substitutes for grafting as well as
shorten the time required for their preparation. Increasing the complexity of skin substitutes, from acellu-
lar biopolymers to composite materials with multiple cell types, will result in continued improvements in
anatomy and physiology, working toward greater homology to native human skin. These improvements
will lead to enhanced performance of engineered skin grafts, greater clinical efficacy, and reduction of
morbidity and mortality for patients with wounds or cutaneous disease.
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48.1 Introduction

The nervous system of the adult mammal is divided into two main components: the peripheral nervous
system (PNS) and central nervous system (CNS). The PNS, consisting of cranial and spinal nerves and their
associated ganglia, has the intrinsic ability for repair and regeneration. However, the adult mammalian
central nervous system (CNS), consisting of the brain and spinal cord, is viewed as largely incapable of self-
repair or regeneration of correct axonal and dendritic connections after injury [1–3]. When a peripheral
nerve is injured and the nerve retracts, or tissue is lost, preventing an end-to-end repair, grafting is a
commonly performed. Grafting methods, involving autografts and allografts, provide trophic factors and
guidance for regenerating axons [4,5]. However, there are major limitations to grafting including multiple
surgeries, lack of donor tissue, and immune rejection. The CNS is a more complex environment that
proves to be not as amenable to healing as the PNS. Adult CNS injury is typically followed by neuronal
degeneration, cell death, and the breakdown of synaptic connections. It is established that fish, amphibia,
mammalian peripheral nerves as well as developing central nerves respond differently to injury than the
adult mammalian CNS. In these systems, functional axons can regrow after they have been damaged [1].
However, currently, in the mammalian CNS, there is no treatment for the restoration of human nerve
function due to the intricate series of events that must take place in order for regeneration to occur.

48-1
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Growth across the PNS–CNS transition zone has not been successful in many regeneration attempts [6].
The limitations with current strategies for repair of the PNS and CNS can eventually be minimized using
tissue-engineering applications to restore biological function by providing a permissive environment for
regeneration. The purpose of this chapter is to review recent research applications involving guidance
and molecular and cellular strategies for nerve repair that have demonstrated the use of neural tissue
engineering to achieve therapeutic goals for nervous system regeneration.

48.2 Neural Regeneration

Injured axons in the PNS are capable of regenerating long distances and have the capacity to establish
connections with their targets. In adult mammals, injury to the CNS does not usually result in regeneration.
When nerve damage occurs, the portion of the axon isolated from the cell body is referred to as the distal
segment. The portion connected to the cell body is the proximal segment. The response of the native
environment surrounding these segments following injury is the key reason behind the inherent capacity
of the PNS for regeneration, which is not characteristic of the CNS.

48.2.1 Peripheral Nervous System

Nerve injury results in a characteristic chain of degenerative and regenerative events. Complete transection
of a nerve is the most severe PNS injury. At the site of nerve damage, the myelin and axons break up, trig-
gering the migration of phagocytic cells, Schwann cells and macrophages, into the PNS to clean up debris.
After an axon is transected, the proximal segment of the nerve swells and experiences retrograde degener-
ation near the wound site. After myelin is cleared and the Schwann cells and macrophages remove debris,
the proximal end begins to sprout axons and growth cones emerge [7]. After transection, Wallerian
degeneration occurs distal to the injury within hours. The axons and myelin degenerate completely but
the endoneurium is left intact forming natural conduits [8]. The endoneurial channel directs the axon
regrowth in the reparative phase, and axons of surviving neurons grow into the endoneurial tube. Axons
of the proximal segment can regenerate back to previous synaptic sites as long as their cell bodies remain
alive and the proximal axons have made successful contact with neurolemmocytes in the endoneurial
channel. The proliferation of Schwann cells at this time retains the endoneurial tube structure as these
cells form ordered columns. Neurotrophic factors are also produced by Schwann and macrophages, and
growth-promoting substances are upregulated providing an optimal environment for axon growth. In
humans, regeneration proceeds at approximately 2 mm/d in the smaller nerve and 5 mm/d in the larger
nerve. Functional reinnervation only occurs when axons find the Schwann cell column and reach their
distal target or effector organ. Successful axonal regeneration depends on the distance of the lesioned
site from the cell body, the nature of the injury and axonal contact with neurolemmocytes in the distal
segment. For additional reviews on peripheral nerve regeneration, refer to Fawcett and Keynes [9].

48.2.2 Central Nervous System

CNS axons do not regenerate due to a lack of support by the endogenous environment following injury. In
the CNS of mammals, axonal regeneration is limited by inhibitory influences of the glial and extracellular
environment [10]. The CNS environment is inhibitory in nature making axonal regrowth from adult
neurons nearly impossible. Myelin-associated inhibitors of neurite growth, astrocytes, oligodendrocytes,
oligodendrocyte precursors, and microglia migrate to the injury site making the environment nonper-
missive for axonal growth. In the distal axonal segment, degeneration is slower in the CNS compared
to the PNS, and inhibitory myelin and axonal debris are not cleared away as quickly. The axons that
survive axotomy are surrounded by unfavorable glial reactions at the lesion site, known as the glial scar.
Neurons cannot regenerate beyond the glial scar where axonal outgrowth is essentially stopped [11].
Proximal axons initially demonstrate a spontaneous attempt to regenerate, but the surrounding environ-
ment rapidly hinders growth [12]. Consequently, regenerating axons in the CNS cannot reach synaptic
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targets and reestablish their original connections. Mechanisms for removing or neutralizing the inhibitory
components of cellular debris cannot be found in the CNS. However, severed mammalian CNS axons
will regrow in more permissive environments [13–15]. They are able to recognize target areas and to
re-establish functional synapses with target neurons [16,17]. There has been much recent evidence that
suggests that the mature CNS is a less hostile environment for regeneration than was previously thought.
If the axons can transverse the injury site, there is possibility of regrowth in the unscarred areas and of
functional recovery [18,19]. The use of scaffolds [18,20–23], cell implantation and replacement therapies
involving neural stem [20,24], Schwann [25,26] and olfactory ensheathing cells [27], as well as delivery of
growth factors [28,29] have provided greater potential for production of new neurons and the repair of
injured CNS regions. For additional reviews on central nervous system regeneration, refer to Fry [3] and
Schwab [30].

48.3 Guidance Strategies for Regeneration

For successful regeneration, damaged axons must be prevented from dying, the sprouting axons from
the proximal nerve stump must extend axons toward their targets, across the injury site, into the distal
nerve stump and make synaptic connections to the correct target regions. Common repair techniques
facilitating regeneration include grafting using natural materials and entubulization using nerve conduits
or scaffolds. These methods connect proximal and distal nerve stumps using a synthetic or biologically
derived conduit. Such conduits optimize regeneration by allowing for both physical and chemical guidance
and reducing cellular invasion and scarring of the nerve. Entubulization minimizes unregulated axonal
growth at the site of injury by providing a distinct environment, and allows for diffusion of trophic factors
emitted from the distal stump to reach the proximal segment, which enhances physiological conditions
for nerve regeneration. The transplantation of tissue engineered nerve conduits based on polymers and
alternative methods to engineer an artificial environment to mimic natural physical and chemical stimulus
promotes nerve regeneration and minimizes difficulties associated with grafting.

48.3.1 Autografts

A nerve autograft (or autologous tissue graft) is the transfer of nerve segments from an uninjured part
of the body to another. This graft tissue provides endoneurial tubes that enable guided regeneration of
axons. Autologous nerve grafts are currently used in the treatment of peripheral nerve injuries where the
gap of a transected nerve is large [31]. This method for restoring tissue results in partial deinnervation
of the donor site to repair the injury site. Tissue availability is a concern as well as the need for multiple
surgeries and potential differences in size and shape leading to difficulties with scale-up.

The capacity of the CNS axons to regrow in a permissive environment has been demonstrated using
autologous PNS tissue grafts to bridge the adult rat medulla oblongata and the spinal cord following injury
to the CNS. Axons from neurons at the medulla and spinal cord levels grew along the bridge. However, the
axons did not re-enter the host tissue [14]. So and Aguayo [32] also demonstrated that transected axons
of retinal ganglion cells could regrow into autologous PNS segments grafted directly into the rat retina.
Regenerating axons were able to recognize target areas and re-establish functional synapses with target
neurons [16,17]. Such autologous PNS grafts provide essential components for the facilitation of growth
and functional recovery that are not found in the native CNS.

48.3.2 Allografts and Acellular Nerve Matrices

Allografts involve the transfer of nerve tissue from donor to recipient. These nerve grafts make use of
allogenic and xenogeneic tissues to replace lost function. Allografts eliminate the need for harvesting
patient tissue. However, tissue rejection involving an undesirable immune response and lack of donor
tissue are two major disadvantages of using allografts. Disease transmission is also a risk. Using allografts
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with immunosuppression has been considered. However, results obtained with allografts have not matched
the performance observed with autografts [33].

Acellular nerve matrix allografts have also been observed as useful biomaterials for nerve regeneration
[34]. These allografts preserve extracellular matrix (ECM) components and, therefore, mimic the ECM of
peripheral nerves mechanically and physically. In this way, acellular nerve matrices aid in the reconstruc-
tion of the peripheral nerve. However, decellularization techniques, such as thermal decellularization,
can damage the ECM structure and fail to extract all cellular components leading to inflammation upon
implantation [35].

48.3.3 Entubulization Using Nerve Conduits

Current limitations with autografts and allografts have led to exploration of possible alternatives for
the repair of nerve injury. Tissue-engineered nerve conduits based on polymers have been created for
implantation mimicking the three-dimensional and biological environment that is necessary for enhanced
regeneration. While bridging the gap between nerve segments, these conduits can preserve neurotropic
and neurotrophic communication between the nerve stumps, repel external inhibitory molecules, and

cues provided by conduits also induce a change in tissue-architecture cabling cells within the microconduit
[37]. Polymers are being extensively investigated to help facilitate nerve regeneration and provide physical
and chemical stimulus to regenerating axons [38,39]. These materials vary in composition from entirely
synthetic to naturally derived biomaterials. Synthetic conduits are fabricated from metals and ceramics,
biodegradable (i.e., poly(esters), such as poly(lactic acid) [40–42], poly(lactic-co-glycolic acid) [42,43],
and poly(caprolactone) [44,45], or polyhydroxybutarate [46]) and nonbiodegradable (i.e., methacrylate-
based hydrogels [47], polystyrene [48], silicone [49,50], expanded poly(tetrafluroethylene) or ePTFE
(Gore-Tex®: W.L. Gore & Associates, Flagstaff, AZ) [51,52] or poly(tetrafluroethylene) (PTFE) [53])
synthetic polymers. These materials are especially advantageous because specific chemical and physical
properties can be readily changed depending on the application for which they are used. Such properties
include microgeometry, degradation rate, porosity, and mechanical strength. Biologically derived mater-
ials include proteins and polysaccharides (i.e., ECM-based proteins including fibronectin [54], laminin
[55] and collagen [56,57], fibrin and fibrinogen [58–60], hyaluronic acid derivatives [61], and agarose
[62]). Collagen has been the most widely used natural polymer [57]. These natural materials are biocom-
patible and enhance migration of support cells [33]. However, batch-to-batch variability needs to be
considered when using biological materials such as these. Selecting the appropriate material for a par-
ticular application is an essential part of the scaffold design. There are also certain physical properties

design are typically followed, which include being biocompatible, having a high surface area/volume ratio
with sufficient mechanical integrity and having the ability to provide a suitable environment for axonal
growth that can integrate with the surrounding neural environment. These biomaterial-based (synthetic
or natural) conduits can also be environmentally enhanced with chemical stimulants, such as laminin and
nerve growth factor (NGF), biological or cellular cues such as from neural stem cells as well as Schwann
cells and astrocytes, the satellite cells of the peripheral and central nervous systems, and lastly, physical
guidance cues.

48.4 Enhancing Neural Regeneration Using Entubulization
Strategies

Providing a permissive environment for damaged neural tissues that have suffered trauma is essential
for the regeneration of the injured nervous system. In order to generate an environment that supports
regeneration, physical, chemical, and biological manipulations must be made. Guidance cues must be
presented that aid in control of nerve outgrowth and navigate neuronal growth cones to distant targets

provide physical guidance for the regenerating axons similar to the grafts (Figure 48.1) [36]. The spatial

and that are most desirable for nerve conduits (Figure 48.2) [63]. General requirements for scaffold
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Regenerated axons

FIGURE 48.1 Silicone-chamber model showing the progression of events during peripheral-nerve rgeneration. After
bridging the proximal and distal nerve stumps, the silicone tube becomes filled with serum and other extracellular
fluids. A fibrin bridge containing a variety of cell types connects the two stumps. Schwann cells and axons processes
migrate from the proximal end to the distal stump along the bridge. The axons continue to regenerate through the
distal stump to their final contacts. (Reproduced from Heath, C. and Rutkowski, G.E. Trends Biotechnol., 16, 163–168,
1998. With permission.)

in vivo. “Intelligent” nerve conduits having the appropriate combination of such cues will provide insight
into the mechanisms behind axon growth and regeneration in nervous system. These scaffolds can enhance
regeneration and help repair severed or injured neural tissue.

48.4.1 Physical Modifications

48.4.1.1 Microtexturing

Scaffolds are extremely useful for evaluating nerve regeneration processes for many reasons. Among these
is that the properties of these conduits can be physically altered to optimize nerve regeneration. The
microtexture of the surface of the lumen within the conduit affects the outgrowth of neurons and regu-
lates regeneration. Smooth inner surfaces allow the formation of an organized, discrete nerve cable having
many myelinated axons. In contrast, inside rough inner surfaces, nerve fascicles are dispersed throughout
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FIGURE 48.2 Properties of the ideal nerve conduit. The desired physical properties of a nerve conduit include
(clockwise from top left): a biodegradable and porous channel wall; the ability to deliver bioactive factors, such as growth
factors; the incorporation of support cells; an internal oriented matrix to support cell migration; intraluminal channels
to mimic the structure of nerve fascicles; and electrical activity. (Reproduced from Hudson, T.W., Evans, G.R.D., and
Schmidt, C.E. Clin. Plast. Surg., 26, 617, 1999. With permission.)

the lumen and unorganized resulting in little regeneration. When comparing expanded microfibrillar
poly(tetrafluroethylene) (Gore–Tex®: W.L. Gore & Associates, Flagstaff, AZ) tubes having different inter-
nodal distances (1, 5, and 10 µm) to smooth-walled, impermeable PTFE tubes, it was discovered that
rougher the texture of the surface, the greater the spread of nerve fascicles [64]. Furthermore, the molecu-
lar and cellular makeup of the regenerating tissue is affected the stability of the wall structure [41] and
channel geometry [65].

48.4.1.2 Micropatterning

In addition to texture, scaffolds can exert control over other aspects of the neural environment. The
structure of these scaffolds can be precisely defined for a particular application. Relying on knowledge of
structure and function of cells and tissues in the nervous system, specific biomaterial “architecture” can be
created and applied to the reconstruction of tissue function. The susceptibility of a cell to topographical
structure is determined by the organization of the cytoskeleton, cell adhesion, and cell-to-cell interac-
tions [66]. Cell growth can be controlled at the cellular level through the fabrication of microgrooves
and other patterns on substrate surfaces [67]. The development of microfabrication and nanofabric-
ation techniques involving photolithography and reactive ion etching has allowed precise control over
patterned features using a variety of materials. Recent developments in manufacturing techniques have
included the move from silicon-based fabrication to polymer-based biomaterial scaffolds and the creation
of three-dimensional constructs based on success with two-dimensional fabrication methods. Isolating
large numbers of individual cells and having control over their shape and distribution is extremely valuable
in the analyzing functional changes in individual cells and their relationship with their environment in
culture. Fabrication techniques producing substrates with various feature shapes and dimensions are used
to study cell behavior and morphology in vitro before integrating similar techniques into a scaffold design.
In the recent past, micropatterned biodegradable and nonbiodegradable substrates have been developed
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using microfabrication and transfer patterning techniques [48,68–70]. Microcontact printing techniques
involving elastomeric polydimethylsiloxane (PDMS) stamps have been used to create adhesive islands for
the control of cell shape, growth, and function [71,72]. Microfluidic patterning has also been used for
developing topographical cues on substrates [73]. The effects of the microenvironment on cell behavior
has been studied on different substrate materials, including Perspex [66,67,74], silicon wafers [75–77],
quartz [78,79], and polymers such as polystyrene [48,80] and biodegradable polymers, including poly
(lactide-co-glycolide) and poly(dl-lactide) [69,70].

Cell adhesion and proliferation has also been examined using various shapes and feature sizes with sev-
eral neural cell types. Rectangular shapes [68,81], hexagonal [76], as well as circular features [82] have been
successful in controlling cellular behavior. In experiments using lithographically patterned quartz, hip-
pocampal neurites grew parallel to deep, wide grooves but perpendicular to those that were shallow and
narrow. Neurites also grew faster in the favored direction of orientation and turned through large angles
to align on grooves [81]. The shape and expression of a differentiated phenotype of retinal pigment
epithelium (RPE) was controlled using octadecyltrichlorosilane (OTS)-modified glass micropatterned
substrates [82]. Webb et al. [79] demonstrated that rat optic nerve astrocytes aligned on surface features
as small as 100 nm depths with 260 nm pattern spacing on quartz discs. The oligodendrocyte lineage
displayed a high degree of sensitivity to topography as well [79]. Schwann cell and neurite alignment has
been demonstrated on micropatterned biodegradable substrates with evidence that groove depth affects
the proportion of neurites aligned. Deeper grooves have a stronger effect on cellular behavior [68,70].
Furthermore, these micropatterned biodegradable polymer films were inserted inside poly(d,l-lactide)
(PDLA) conduits. The micropatterned surfaces were pre-seeded with Schwann cells in order to provide
guidance to axons at the cellular level. Over 95% alignment of the axons and Schwann cells was observed
on the micropatterned surfaces with laminin selectively attached to the microgrooves [68]. Mechanisms
of contact guidance as well as the intracellular distribution of cytoskeletal elements such as microtu-
bules, microfilaments, intermediate filaments, and adhesive structures on cells as they respond to various
geometric configurations, including pillars, columns, and spikes, has been analyzed on microfabricated
substrates [73,83].

48.4.2 Biochemical Modifications: Creating an “Active” Nerve Conduit

Eliciting a desirable reaction from the host tissue after nerve injury has a profound influence on the
regenerative capacity of the nervous tissue. It has been determined that the response of the host tissue is
related to not only the mechanical and physical properties of the implanted biomaterial but the chemical
properties also play a strong role in promoting a beneficial response from the native environment [38].
Manipulating the natural repair process of the nervous system by engineering a specific biochemical
response from the matrix within the conduit or through delivery of growth and neurotrophic factors is
an attractive strategy for enhanced nerve regeneration.

48.4.2.1 Chemical Patterning

Providing an adhesive substrate for cells and neurites to grow on is an important mechanism for guidance.
To control cell adhesion, migration as well as tissue growth and repair, scaffolds for neural tissue engineer-
ing incorporate specific bioactive chemicals. Several studies have been performed using different methods
for generating patterns of adhesive domains on various materials. These studies have largely consisted
of two-dimensional substrates where adhesive areas are patterned adjacent to nonadhesive areas. How-
ever, chemical patterning of three-dimensional substrates has also been demonstrated. The techniques
developed for these in vitro studies are then applied to create precise patterns of adhesive domains in con-
duits [84] to be used in in vivo experimentation. Patterning techniques manipulating surface chemistry
and using photolithographic photomasks have aided in the reproducible creation of desired patterns of
biological molecules on surfaces. Microstamping hexadecanethiol on gold in a self-assembled monolayer
(SAM) has been used to create islands of various shapes that support the adsorption of many proteins
[72]. Similar methods have been used to print poly-l-lysine, laminin, and bovine serum albumin directly
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on surfaces using texturized silicone stamps dipped in protein, dried, and transferred onto chemically
modified substrates [85,86]. Microfabrication techniques have also been used in the photolithographic
patterning of organosilanes to silicon wafers [75,76], quartz, and standard glass [82,87]. Several chemicals
and proteins have been employed to create regions of two-dimensional patterns of adhesive domains:
laminin [88]; nerve growth factor [89]; fibronectin; collagen; albumin; and laminin paired with other
chemicals including laminin–denatured laminin, laminin–albumin, polylysine-conjugated laminin [90],
and laminin–collagen [91]. Results from cell experimentation have suggested that biochemical patterning
might play a stronger role in inducing cellular response (i.e., attachment, spreading, and alignment) than
topography. Therefore, efforts have been made to combine multiple guidance cues by chemically pattern-
ing three-dimensional substrates [48,69,70]. For more information on the topographical and biochemical

48.4.2.2 Matrices Within Polymer Conduits

Neural tissue-engineering applications focus on mimicking the nerve and the supporting extracellular
matrix (ECM) in order to repair or regenerate axons following damage or disease. Experimentation
with ECM molecules [94] and the tailoring of matrices within conduits has led to support of axonal
regrowth following injury. Evidence has been presented that the basement membrane protein laminin
provides pathways of adhesiveness in both peripheral and central nervous system tissues [95]. This ECM
protein is capable of initiating and supporting neurite extension on glass and biodegradable polymers
of poly (lactide-co-glycolide) and poly(dl-lactide) [68,87] as well as glial cell outgrowth on polystyrene

neurite outgrowth in vitro from cells containing receptors to the laminin peptides [96]. Regeneration of
transected peripheral nerves was enhanced using agarose gels having specific laminin peptides inside the
scaffold lumen [97,98]. These gel matrices provide support, create an environment that supports growth
and incorporate materials that alter surface area. Collagen, fibronectin, and fibrin have also been used to
enhance cell-substrate interaction [55–57,99–103]. Gels using magnetic fields have been shown to orient
fibers of collagen within the gels. Compared to randomly oriented fibers, these gels promoted neurite
extension both in vitro and in vivo [56]. Magnetically aligned fibrin gels (MAFGs) having different fibril

of neurites. In gels formed in 1.2 mM Ca2+ and having a smaller fibril diameter, there was no response
from chick dorsal root ganglia. However, a strong response in gels formed in 12 and 30 mM Ca2+ with
a larger fibril diameter enhanced neurite length twofold [103]. Inosine, a purine analog that promotes
axonal extension, was loaded into PLGA conduits for controlled release during sciatic nerve regeneration.
Inosine-loaded PLGA foams were fashioned into cylindrical nerve guidance channels using a novel low-
pressure injection molding technique. After ten weeks, a higher percentage cross-sectional area composed
of neural tissue was found in the inosine-loaded conduits compared with controls [104]. Furthermore,
nerve conduits can be filled with specific bioactive molecules to elicit new axonal growth following injury.
Such molecules including axon guidance and pathfinding molecules (netrins, semaphorins, ephrins, Slits)
[105], cell adhesion molecules (CAMs) that promote neurite growth (NCAM, L1, N -cadherin, tenascin)
[106,107], as well as proteins involved in synaptic differentiation (agrin, laminin beta 2, and ARIA) [108]
have numerous applications for nerve regeneration in vivo.

Synthetic hydrogels have served as artificial matrices for neural tissue reconstruction, for the delivery of
cells and for the promotion of axonal regeneration required for successful neurotransplantation. Cultured
neurons were found to attach to hydrogel substrates prepared from poly (2-hydroxyethylmethacrylate)
(PHEMA) but grow few nerve fibers unless fibronectin, collagen, or nerve growth factor was incorpor-
ated into the hydrogel. This provides a mechanism to provide controlled growth on hydrogel surfaces
[109]. Hydrogels have been created with bioactive characteristics for neural cell adhesion and growth
[110]. Arg–Gly–Asp (RGD) peptides were synthesized and chemically coupled to the bulk of poly
(N -(2-hydroxypropyl) methacrylamide) (PHPMA) based polymer hydrogels. These RGD-grafted poly-
mers implanted into the striata of rat brains promoted and supported the growth and spread of glial tissue

[48] (Figure 48.3). Agarose gels derivatized with laminin oligopeptides have enabled three-dimensional

diameters but similar alignment (Figure 48.4) resulted in drastic changes in the contact guidance response

patterning of scaffolds see Flemming et al. [92]; Curtis and Wilkinson [93]; Craighead et al. [73]; and
Bhatia and Chen [84].
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FIGURE 48.3 Astrocytes cultured on a laminin (LAM)-coated (0.01 mg/ml in EBSS) PS substrate. On the 10/20/3µm
LAM-PATTERN/LAM–NO PATTERN substrate, astrocytes are aligned in the direction of the groove on the patterned
side (grooves at 90◦; right of the arrows) while astrocytes were oriented randomly on the nonpatterned side (left of the
arrows) of the substrate. Astrocytes were stained with CFDA SE in cell suspension prior to seeding. Images were taken
from PS substrate fixed 24 h after seeding. Scale bar = 30 µm. (Reproduced from Recknor, J.B. et al. Biomaterials, 25,
2753–2767, 2004. With permission.)

(a) (b) (c)

FIGURE 48.4 Confocal fluorescence images of aligned fibrin gels for varied Ca2+ concentration. Representative
confocal images are shown along with the calculated fibrin fibril alignment parameter for magnetically aligned fibrin
gels (MAFGs) formed for three different Ca2+ concentrations used in the fibrin-forming solution: (a) 1.2 mM ,
(b) 12 mM , and (c) 30 mM . Fibril diameter and inter-fibril spacing (porosity) is seen to increase with increasing Ca2+
concentration. (Reproduced from Dubey, N., Letourneau, P.C., and Tranquillo, R.T., Biomaterials, 22, 1065–1075,
2001. With permission.)
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onto and into the hydrogels [111]. Cultured Schwann cells, neonatal astrocytes or cells dissociated from
embryonic cerebral hemispheres were also dispersed within PHPMA hydrogel matrices and found to pro-
mote cellular ingrowth in vivo [112]. These polymer hydrogel matrices were found to have neuroinductive
and neuroconductive properties and the potential to repair tissue defects in the central nervous system
by promoting the formation of a tissue matrix and axonal growth by replacing lost tissue [47,113–115].
Furthermore, in the injured adult and developing rat spinal cord, these biocompatible porous hydrogels
(NeuroGels) promoted axonal growth within the hydrogels, and supraspinal axons migrated into the
reconstructed cord segment [116].

48.4.2.3 Neurotrophins

Neurotrophins are proteins in the nervous system that regulate neuronal survival and outgrowth, synaptic
connectivity and neurotransmission. These growth-promoting factors are used to functionalize guidance
conduits and create a desired response from the regenerating neural environment. Manipulation of
polymer conduits for growth factor administration may be a useful treatment for neurodegenerative
diseases, such as Alzheimer’s disease or Parkinson’s disease, which are characterized by the degeneration
of neuronal cell populations. There is also much potential for overcoming severe tissue loss using growth
factors released from nerve conduits in cases where there is a large gap as a result of axotomy. Various
neurotrophic factors, including nerve growth factor (NGF), brain- derived neurotrophic factor (BDNF),
neurotrophin-3 (NT-3), and neurotrophin-4/5 (NT-4/5) as well as other important growth factors and
cytokines, including ciliary neurotrophic factor (CNTF), glial cell line-derived growth factor (GDNF), and
acidic and basic fibroblast growth factor (aFGF, bFGF), have been “trapped” inside polymer conduits that
control their release. For further information on these neurotrophic factors and their effects on neural
regeneration, refer to Blesch et al. [117]; Jones et al. [119]; Terenghi [118]; Stichel and Muller [120].

Nerve growth factor (NGF) was one of the earliest neurotrophic factors identified and is one of the
most thoroughly studied neurotrophins. In early experiments incorporating NGF into silicone chambers,
the effects of NGF on nerve regeneration were positive but limited. This was attributed to the rapid
decline in NGF concentrations in the conduit due to degradation in aqueous media and leakage from
the conduit [121]. The method of delivery of these factors is a challenge and such limitations were
overcome by providing controlled release of NGF. Controlled-release polymer delivery systems may be
an important technology in enabling the prevention of neuronal degeneration, or even the stimulation
of neuronal regeneration, by providing a sustained release of growth factors to promote the long-term
survival of endogenous or transplanted cells [122]. Polymeric implants providing controlled release of
NGF for one month were developed and found to improve neurite extension in cultured PC12 cells [123].
Continuous delivery of NGF has been shown to increase regeneration in both the PNS [124,125] and
the CNS [126,127]. Furthermore, in an effort to readily provide for prolonged, site-specific delivery of
NGF to the tissue, without adverse effects on the conduit, biodegradable polymer microspheres of poly
(l-lactide) co-glycolide containing NGF were fabricated. Biologically active NGF was released from the
microspheres, as assayed by neurite outgrowth in a dorsal root ganglion tissue culture system [128–130].
NGF co-encapsulated in PLGA microspheres along with ovalbumin was found to be bioactive for over
90 days [131]. Sustained release of NGF within nerve guide conduits has also been tested. NGF release from
biodegradable poly(phosphoester) microspheres produced using a double emulsion technique exhibited
a lower burst effect but similar protein entrapment levels and efficiencies when compared with those
made of PLGA [132]. These NGF-loaded poly(phosphoester) microspheres were successfully implanted
to bridge a 10 mm gap in a rat sciatic nerve model. Furthermore, the exogenous NGF had long-term
morphological regeneration effects in the sciatic nerve [133].

Basic fibroblast growth factor (b-FGF) has been shown to enhance the in vitro survival and neurite
extension of various types of neurons including dorsal root ganglia. One of the earliest studies involved
controlled release of b-FGF and alpha-1 glycoprotein (α1-GP) from synthetic nerve guidance channels
fabricated using the dip molding technique. After an initial burst in the first day, linear release was obtained
from the conduits for a period of at least 2 weeks afterward. Only the tubes releasing b-FGF or b-FGF
and alpha 1-GP displayed regenerated cables bridging both nerve stumps, which contained nerve fascicles
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with myelinated and unmyelinated axons [134]. Biodegradable polymer foams modified with a-FGF and
used for controlled release and the provision of a permissive environment for spinal cord regeneration
were formed using freeze-drying techniques [135]. Furthermore, evidence has been shown that a-FGF
and b-FGF promote angiogenesis and may aid in the repair of damaged nerves [136].

Other neurotrophic factors such as GDNF, BDNF, and NT-3 have been released from synthetic guidance
channels. In an effort to study facial nerve regeneration, the effects of the cytokine growth factor, GDNF,
and NT-3 on nerve regeneration were assessed after rat facial nerve axotomy. Nerve cables regenerated
in the presence of GDNF showed a large number of myelinated axons while no regenerated axons were
observed in the absence of growth factors, demonstrating that GDNF, as previously described for the
sciatic nerve, a mixed sensory and motor nerve, is also very efficient in promoting regeneration of the facial
nerve, an essentially pure motor nerve [137]. Exogenous BDNF and NT-3 were delivered simultaneously
into Schwann cell-grafted semipermeable guidance channels by an Alzet minipump to test the ability of
these neurotrophins to promote axonal regeneration. This novel experiment elegantly demonstrated that
BDNF and NT-3 infusion enhanced propriospinal axonal regeneration and enhanced axonal regeneration
of specific distant populations of brain stem neurons into grafts in the adult rat spinal cord [138].

A pharmacotectonics concept, in which drug-delivery systems were arranged spatially in tissues to
shape concentration fields for potent agents, has been presented. NGF-releasing implants placed within
1 to 2 mm of the treatment site enhanced the biological function of cellular targets, whereas identical
implants placed approximately 3 mm from the target site of treatment produced no beneficial effect [139].
Due to certain limitations with controlled-delivery systems, alternatives such as the encapsulation of cells
that secrete these factors are discussed in the next section.

48.4.3 Cellular Modifications

Due to certain limitations with the control of growth factor delivery systems, cells have been manipulated
for the direct delivery of certain neurotrophic factors using a variety of therapeutic strategies. Genetic
engineering has been used to modify cells for neurotrophic factor delivery [140]. (For a review of gene
therapy, refer to Tresco et al. [141] and Tinsley and Eriksson [142]) Cells that produce specific neuro-
trophic and growth factors have been encapsulated using polymeric biomaterials. Other experiments have
involved the direct seeding of cells known to secrete neurotrophic factors, such as Schwann cells, olfactory
ensheathing cells (OECs) and neural stem cells (NSCs), into nerve conduits.

48.4.3.1 Cell Encapsulation

Implanting polymer-encapsulated cells for secreting growth and neurotrophic factors has been used
for treatment for neurodegenerative disorders and to promote nerve regeneration. As an experimental
therapy for Parkinsonian patients, enhanced benefit from neural transplantation can be provided through
the combination of grafting with trophic factor treatment. This strategy ultimately results in improved
survival and growth of grafted embryonic dopaminergic neurons. It has been demonstrated that the
implantation of polymer-encapsulated cells genetically engineered to continuously secrete glial cell line-
derived neurotrophic factor to the adult rat striatum improves dopaminergic graft survival and function.
This shows that polymer encapsulation of cells can be used as an effective vehicle for long-term trophic
factor supply [143]. A number of proteins have specific neuroprotective activities in vitro; however, the
local delivery of these factors into the central nervous system over the long term at therapeutic levels has
been difficult to achieve. Direct administration at the target site is a logical alternative, particularly in the
central nervous system, but the limits of direct administration have not been defined clearly. For instance
NGF must be delivered within several millimeters of the target to be effective in treating Alzheimer’s
disease [139]. Cells engineered to express the neuroprotective proteins, encapsulated in immunoisolation
polymeric devices and implanted at the site of lesions have the potential to alter the progression of
neurodegenerative disorders. The polymers used for encapsulation should allow transport of nutrients
and oxygen to the cells, but also afford immunoprotection. Long-term cell viability in vivo in these
constructs due to diffusional limitations has been the major drawback of this approach.
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Ciliary neurotrophic factor (CNTF) decreases naturally occurring and axotomy-induced cell death and
has been evaluated as a treatment for neurodegenerative disorders such as amyotrophic lateral sclerosis
(ALS) and Huntington’s disease [144]. Effective administration of this protein to motoneurons has been
hampered by the exceedingly short half-life of CNTF, and the inability to deliver effective concentration
into the central nervous system after systemic administration in vivo. BHK cells stably transfected with a
plasmid construct containing the gene for human or mouse CNTF were encapsulated in polymer fibers
and found to continuously release CNTF and slow down motoneuron degeneration following axotomy
[145]. Implantation of polymer-encapsulated cells genetically engineered to continuously secrete GDNF
to the adult rat striatum was found to improve dopaminergic graft survival and function [143]. Therefore
cell encapsulation is a potentially important method in nerve regeneration, and can be used alone or
in conjunction with other methods such as entubulization. For a review on the microencapsulation of

48.4.3.2 Cell Implantation

48.4.3.2.1 Schwann Cells
Schwann cells play an important role in supporting axonal regeneration after damage or disease. These
cells clean debris from the injury site and secrete regulatory proteins that aid in neuronal survival and
axonal growth. In the PNS and CNS, Schwann cells organize the regenerating environment through the
myelination of axons, production of ECM, CAMs, and neurotrophins as well as aiding in the guidance of
regenerating axons. The use of PNS grafts in the CNS by David and Aguayo [14] in the early 1980s distin-
guished Schwann cells as essential for CNS repair [14]. Conduits incorporating these cells have enhanced
PNS regeneration [147]. CNS regeneration has also been induced after implantation of the semipermeable
polyacrylonitrile/polyvinylchloride (PAN/PVC) and Matrigel conduits seeded with Schwann cells into the
transected rat spinal cord [26,148]. Poly (α-hydroxy acids) with seeded Schwann cells or Schwann cell
grafts were also found to be effective candidates for spinal cord regeneration [22,149]. However, limited
regeneration has been demonstrated between the implant and the distal end of the host spinal cord [150]
and myelination beyond the injury site has not been observed [151]. Recent research has shown that
rolled Schwann cell monolayer grafts implanted into the transected rat sciatic nerve increased functional
regeneration compared to acellular controls [152]. Research applicable to human applications has demon-
strated that implantation of human Schwann cells in the nude (T cell deficient) rat spinal cord allowed
axonal growth across the graft and re-entry into the spinal cord. For reviews of these and other Schwann

48.4.3.2.2 Olfactory Ensheathing Cells
Olfactory bulb ensheathing cells (OECs) are the primary glial cells found in both the PNS and CNS
of the olfactory system. This system differs from other CNS tissues in that axons continue to grow
throughout adulthood. These cells share characteristics with astrocytes of the CNS and Schwann cells
from the PNS. Like astrocytes, these cells express glial fibrillary acidic protein (GFAP), yet they ensheath
and myelinate axons and support axonal regrowth, which are features of Schwann cells. Most work in
this area has involved OEC transplantations performed to promote remyelination of demyelinated rat
spinal cord axons [153,154] and foster regeneration of damaged axons in the mature CNS [27,155–157].
Incorporating OECs into conduits has promoted axonal regeneration in both the PNS [158] and CNS [156]
using Schwann cell-filled guidance channels. The results from these transplantations have demonstrated a
distinct advantage of these cells over Schwann cells in creating a regenerative environment within the CNS.

48.4.3.2.3 Neural Stem Cells
Neural stem cells (NSCs) that have the potential to produce new neurons and glia are present in the mam-
malian CNS. These cells can remain in certain regions of the adult CNS after development even though
neurogenesis no longer occurs in most areas after birth. Neural stem cells are described as generating neural
tissue or being derived from the neural system, having capacity for self-renewal, and they are multipotent
or possess the ability to adopt a variety of cellular fates. Neural progenitors with more limited capacities
in terms of growth and differentiation have been known to proliferate throughout life in a variety of

neuroactive compounds and living cells producing these substances, see Maysinger and Morinville [146].

cell therapies, see Jones et al. [119] and Bunge [150].
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FIGURE 48.5 (a) Schematic of the scaffold design showing the inner and outer scaffolds. (b) and (c) Inner scaffolds
seeded with NSCs. (Scale bars: 200 and 50 µm, respectively.) The outer section of the scaffold was created by means
of a solid–liquid phase separation technique that produced long, axially oriented pores for axonal guidance as well as
radial pores to allow fluid transport and inhibit the ingrowth of scar tissue. (d) Scale bar, 100 µm. (e) Schematic of
surgical insertion of the implant into the spinal cord. (Reproduced from Teng, Y.D. et al., Proc. Natl Acad. Sci. USA,
99, 3024–3029, 2002. With permission.)

mammalian species, including humans [159,160]. NSCs were seeded into a dual scaffold structure made
of biodegradable polymers to address the issues of spinal cord injury. Unique biodegradable polymer scaf-
folds were fabricated where the general design of the scaffold was derived from the structure of the spinal
cord with an outer section that mimics the white matter with long axial pores to provide axonal guidance
and an inner section seeded with neural stem cells for cell replacement and mimic the general character of
the gray matter (Figure 48.5) [161]. The seeded scaffold improved functional recovery as compared with
the lesion control or cells alone following spinal cord injury. Implantation of the scaffold-neural stem
cells unit into an adult rat hemisection model of spinal cord injury promoted long-term improvement in
function that was persistent up to one year in some animals, relative to a lesion-control group [18].

Human embryonic stem (hES) cells hold promise as an unlimited source of cells for transplantation
therapies [162]. However, control of their proliferation and differentiation into complex, viable 3D tissues
is challenging. Combining physical support with chemical cues created a supportive environment for the
control of differentiation and organization of hES cells. Langer et al. developed biodegradable poly(lactic-
co-glycolic acid)/poly(l-lactic acid) polymer scaffolds to promote hES cell growth and differentiation and
formation of 3D structures. Complex structures with features of various committed embryonic tissues
were generated in vitro using early differentiating hES cells and using the supportive three-dimensional
environment to further induce differentiation. Growth factors such as retinoic acid, transforming growth
factor β activin-A, or insulin-like growth factor directed hES cell differentiation and organization within
the scaffold resulting in the formation of structures with characteristics of developing neural tissues,
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cartilage, or liver as well as the formation of a 3D vessel-like network. These constructs were transplanted
into severe combined immunodeficient mice and continued to express specific human proteins in defined
differentiated structures. This recent study presents a novel mechanism for creating viable human tissue
structures for therapeutic applications [20]. For a review on stem cells in tissue engineering, refer to
Bianco and Robey [163].

48.5 Conclusions

Engineering regeneration in the nervous system presents many challenges. Many strategies that may
enhance regeneration in the PNS cannot be applied directly to the CNS due to the complexity of the
environment. Novel tissue-engineering strategies and mechanisms, including the use of three dimen-
sional polymer constructs with or without biological components (i.e., cells) and products fabricated for
the induction of specific responses (i.e., regeneration), and the manipulation of biological cells in vitro
(i.e., stem cells or cells for neuronal support), hold much promise for the enhancement of functional
repair and replacement of tissue function. The successful use of polymeric nerve conduits in facilitat-
ing peripheral nerve regeneration has been demonstrated and polymers have shown great promise in
addressing spinal cord injuries as well. This regeneration process, with various polymers, both degradable
as well as nondegradable, has been enhanced further by promoting directed growth and by the addition
of chemical cues such as ECM molecules, nerve growth factors and neurotrophins and other agents incor-
porated in the conduits to be released in a controlled fashion. Polymers have also played an important
role in encapsulating cells and in the transplantation of neuronal support cells that release factors to
promote nerve regeneration. Multidiscliplinary tissue-engineering approaches involving such biomater-
ials to mimic the native neural environment of the body have resulted in significant progress in gaining
some understanding of the systems and signals involved in nerve regeneration. Incorporating multiple
guidance cues and experimental strategies will allow further opportunities to elucidate the mechanisms
behind nerve regeneration and specific considerations for the efficient repair of the nervous system.
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