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Introduction and Preface

During the past five years since the publication of the Second Edition — a two-volume set — of the
Biomedical Engineering Handbook, the field of biomedical engineering has continued to evolve and expand.
As a result, this Third Edition consists of a three-volume set, which has been significantly modified to
reflect the state-of-the-field knowledge and applications in this important discipline. More specifically,
this Third Edition contains a number of completely new sections, including:

e Molecular Biology
e Bionanotechnology
e Bioinformatics

e Neuroengineering
e Infrared Imaging

as well as a new section on ethics.

In addition, all of the sections that have appeared in the first and second editions have been significantly
revised. Therefore, this Third Edition presents an excellent summary of the status of knowledge and
activities of biomedical engineers in the beginning of the 21st century.

As such, it can serve as an excellent reference for individuals interested not only in a review of funda-
mental physiology, but also in quickly being brought up to speed in certain areas of biomedical engineering
research. It can serve as an excellent textbook for students in areas where traditional textbooks have not
yet been developed and as an excellent review of the major areas of activity in each biomedical engineer-
ing subdiscipline, such as biomechanics, biomaterials, bioinstrumentation, medical imaging, etc. Finally,
it can serve as the “bible” for practicing biomedical engineering professionals by covering such topics as a
historical perspective of medical technology, the role of professional societies, the ethical issues associated
with medical technology, and the FDA process.

Biomedical engineering is now an important vital interdisciplinary field. Biomedical engineers are
involved in virtually all aspects of developing new medical technology. They are involved in the design,
development, and utilization of materials, devices (such as pacemakers, lithotripsy, etc.) and techniques
(such as signal processing, artificial intelligence, etc.) for clinical research and use; and serve as members
of the health care delivery team (clinical engineering, medical informatics, rehabilitation engineering,
etc.) seeking new solutions for difficult health care problems confronting our society. To meet the needs
of this diverse body of biomedical engineers, this handbook provides a central core of knowledge in those
fields encompassed by the discipline. However, before presenting this detailed information, it is important
to provide a sense of the evolution of the modern health care system and identify the diverse activities
biomedical engineers perform to assist in the diagnosis and treatment of patients.

Evolution of the Modern Health Care System

Before 1900, medicine had little to offer the average citizen, since its resources consisted mainly of
the physician, his education, and his “little black bag.” In general, physicians seemed to be in short
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supply, but the shortage had rather different causes than the current crisis in the availability of health
care professionals. Although the costs of obtaining medical training were relatively low, the demand for
doctors’ services also was very small, since many of the services provided by the physician also could be
obtained from experienced amateurs in the community. The home was typically the site for treatment
and recuperation, and relatives and neighbors constituted an able and willing nursing staff. Babies were
delivered by midwives, and those illnesses not cured by home remedies were left to run their natural,
albeit frequently fatal, course. The contrast with contemporary health care practices, in which specialized
physicians and nurses located within the hospital provide critical diagnostic and treatment services, is
dramatic.

The changes that have occurred within medical science originated in the rapid developments that
took place in the applied sciences (chemistry, physics, engineering, microbiology, physiology, phar-
macology, etc.) at the turn of the century. This process of development was characterized by intense
interdisciplinary cross-fertilization, which provided an environment in which medical research was able
to take giant strides in developing techniques for the diagnosis and treatment of disease. For example,
in 1903, Willem Einthoven, a Dutch physiologist, devised the first electrocardiograph to measure the
electrical activity of the heart. In applying discoveries in the physical sciences to the analysis of the
biologic process, he initiated a new age in both cardiovascular medicine and electrical measurement
techniques.

New discoveries in medical sciences followed one another like intermediates in a chain reaction. How-
ever, the most significant innovation for clinical medicine was the development of x-rays. These “new
kinds of rays,” as their discoverer W.K. Roentgen described them in 1895, opened the “inner man” to
medical inspection. Initially, x-rays were used to diagnose bone fractures and dislocations, and in the pro-
cess, x-ray machines became commonplace in most urban hospitals. Separate departments of radiology
were established, and their influence spread to other departments throughout the hospital. By the 1930s,
x-ray visualization of practically all organ systems of the body had been made possible through the use of
barium salts and a wide variety of radiopaque materials.

X-ray technology gave physicians a powerful tool that, for the first time, permitted accurate diagnosis
of a wide variety of diseases and injuries. Moreover, since x-ray machines were too cumbersome and
expensive for local doctors and clinics, they had to be placed in health care centers or hospitals. Once
there, x-ray technology essentially triggered the transformation of the hospital from a passive receptacle
for the sick to an active curative institution for all members of society.

For economic reasons, the centralization of health care services became essential because of many other
important technological innovations appearing on the medical scene. However, hospitals remained insti-
tutions to dread, and it was not until the introduction of sulfanilamide in the mid-1930s and penicillin in
the early 1940s that the main danger of hospitalization, that is, cross-infection among patients, was signi-
ficantly reduced. With these new drugs in their arsenals, surgeons were able to perform their operations
without prohibitive morbidity and mortality due to infection. Furthermore, even though the different
blood groups and their incompatibility were discovered in 1900 and sodium citrate was used in 1913 to
prevent clotting, full development of blood banks was not practical until the 1930s, when technology
provided adequate refrigeration. Until that time, “fresh” donors were bled and the blood transfused while
it was still warm.

Once these surgical suites were established, the employment of specifically designed pieces of medical
technology assisted in further advancing the development of complex surgical procedures. For example,
the Drinker respirator was introduced in 1927 and the first heart-lung bypass was done in 1939. By the
1940s, medical procedures heavily dependent on medical technology, such as cardiac catheterization and
angiography (the use of a cannula threaded through an arm vein and into the heart with the injection
of radiopaque dye) for the x-ray visualization of congenital and acquired heart disease (mainly valve
disorders due to rheumatic fever) became possible, and a new era of cardiac and vascular surgery was
established.

Following World War II, technological advances were spurred on by efforts to develop superior
weapon systems and establish habitats in space and on the ocean floor. As a by-product of these efforts,
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the development of medical devices accelerated and the medical profession benefited greatly from this
rapid surge of technological finds. Consider the following examples:

1. Advances in solid-state electronics made it possible to map the subtle behavior of the fundamental
unit of the central nervous system — the neuron — as well as to monitor the various physiological
parameters, such as the electrocardiogram, of patients in intensive care units.

2. New prosthetic devices became a goal of engineers involved in providing the disabled with tools
to improve their quality of life.

3. Nuclear medicine — an outgrowth of the atomic age — emerged as a powerful and effective
approach in detecting and treating specific physiologic abnormalities.

4. Diagnostic ultrasound based on sonar technology became so widely accepted that ultrasonic
studies are now part of the routine diagnostic workup in many medical specialties.

5. “Spare parts” surgery also became commonplace. Technologists were encouraged to provide car-
diac assist devices, such as artificial heart valves and artificial blood vessels, and the artificial heart
program was launched to develop a replacement for a defective or diseased human heart.

6. Advances in materials have made the development of disposable medical devices, such as needles
and thermometers, as well as implantable drug delivery systems, a reality.

7. Computers similar to those developed to control the flight plans of the Apollo capsule were used to
store, process, and cross-check medical records, to monitor patient status in intensive care units,
and to provide sophisticated statistical diagnoses of potential diseases correlated with specific sets
of patient symptoms.

8. Development of the first computer-based medical instrument, the computerized axial tomography
scanner, revolutionized clinical approaches to noninvasive diagnostic imaging procedures, which
now include magnetic resonance imaging and positron emission tomography as well.

9. A wide variety of new cardiovascular technologies including implantable defibrillators and
chemically treated stents were developed.

10. Neuronal pacing systems were used to detect and prevent epileptic seizures.

11. Artificial organs and tissue have been created.

12. The completion of the genome project has stimulated the search for new biological markers and
personalized medicine.

The impact of these discoveries and many others has been profound. The health care system of today
consists of technologically sophisticated clinical staff operating primarily in modern hospitals designed
to accommodate the new medical technology. This evolutionary process continues, with advances in
the physical sciences such as materials and nanotechnology, and in the life sciences such as molecular
biology, the genome project and artificial organs. These advances have altered and will continue to alter
the very nature of the health care delivery system itself.

Biomedical Engineering: A Definition

Bioengineering is usually defined as a basic research-oriented activity closely related to biotechnology and
genetic engineering, that is, the modification of animal or plant cells, or parts of cells, to improve plants
or animals or to develop new microorganisms for beneficial ends. In the food industry, for example, this
has meant the improvement of strains of yeast for fermentation. In agriculture, bioengineers may be
concerned with the improvement of crop yields by treatment of plants with organisms to reduce frost
damage. It is clear that bioengineers of the future will have a tremendous impact on the qualities of
human life. The potential of this specialty is difficult to imagine. Consider the following activities of
bioengineers:

e Development of improved species of plants and animals for food production
e Invention of new medical diagnostic tests for diseases
e Production of synthetic vaccines from clone cells
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FIGURE 1 The world of biomedical engineering.

e Bioenvironmental engineering to protect human, animal, and plant life from toxicants and
pollutants

e Study of protein—surface interactions

e Modeling of the growth kinetics of yeast and hybridoma cells

e Research in immobilized enzyme technology

e Development of therapeutic proteins and monoclonal antibodies

Biomedical engineers, on the other hand, apply electrical, mechanical, chemical, optical, and other
engineering principles to understand, modify, or control biologic (i.e., human and animal) systems, as
well as design and manufacture products that can monitor physiologic functions and assist in the diagnosis
and treatment of patients. When biomedical engineers work within a hospital or clinic, they are more
properly called clinical engineers.

Activities of Biomedical Engineers

The breadth of activity of biomedical engineers is now significant. The field has moved from being
concerned primarily with the development of medical instruments in the 1950s and 1960s to include a
more wide-ranging set of activities. As illustrated above, the field of biomedical engineering now includes
many new career areas (see Figure 1), each of which is presented in this handbook. These areas include:

e Application of engineering system analysis (physiologic modeling, simulation, and control) to
biologic problems

e Detection, measurement, and monitoring of physiologic signals (i.e., biosensors and biomedical

instrumentation)

Diagnostic interpretation via signal-processing techniques of bioelectric data

Therapeutic and rehabilitation procedures and devices (rehabilitation engineering)

Devices for replacement or augmentation of bodily functions (artificial organs)

Computer analysis of patient-related data and clinical decision making (i.e., medical informatics

and artificial intelligence)
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e Medical imaging, that is, the graphic display of anatomic detail or physiologic function
e The creation of new biologic products (i.e., biotechnology and tissue engineering)
e The development of new materials to be used within the body (biomaterials)

Typical pursuits of biomedical engineers, therefore, include:

Research in new materials for implanted artificial organs
Development of new diagnostic instruments for blood analysis
Computer modeling of the function of the human heart

Writing software for analysis of medical research data

Analysis of medical device hazards for safety and efficacy
Development of new diagnostic imaging systems

Design of telemetry systems for patient monitoring

Design of biomedical sensors for measurement of human physiologic systems variables
Development of expert systems for diagnosis of disease

Design of closed-loop control systems for drug administration
Modeling of the physiological systems of the human body

Design of instrumentation for sports medicine

Development of new dental materials

Design of communication aids for the handicapped

Study of pulmonary fluid dynamics

Study of the biomechanics of the human body

Development of material to be used as replacement for human skin

Biomedical engineering, then, is an interdisciplinary branch of engineering that ranges from theoretical,
nonexperimental undertakings to state-of-the-art applications. It can encompass research, development,
implementation, and operation. Accordingly, like medical practice itself, it is unlikely that any single
person can acquire expertise that encompasses the entire field. Yet, because of the interdisciplinary nature
of this activity, there is considerable interplay and overlapping of interest and effort between them.
For example, biomedical engineers engaged in the development of biosensors may interact with those
interested in prosthetic devices to develop a means to detect and use the same bioelectric signal to power
a prosthetic device. Those engaged in automating the clinical chemistry laboratory may collaborate with
those developing expert systems to assist clinicians in making decisions based on specific laboratory data.
The possibilities are endless.

Perhaps a greater potential benefit occurring from the use of biomedical engineering is identification
of the problems and needs of our present health care system that can be solved using existing engineering
technology and systems methodology. Consequently, the field of biomedical engineering offers hope in
the continuing battle to provide high-quality care at a reasonable cost. If properly directed toward solving
problems related to preventive medical approaches, ambulatory care services, and the like, biomedical
engineers can provide the tools and techniques to make our health care system more effective and efficient;
and in the process, improve the quality of life for all.

Joseph D. Bronzino
Editor-in-Chief
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1  Historical Perspective and Basics of Molecular Biology
Nathan R. Domagalski, Michael Domach . . . . ... ... ... ... ........ 1-1

2 Systems and Technology Involving Bacteria
Nicole Bleckwenn, William Bentley . . . . . .. ... .. .. 2-1

3  Recombinant DNA Technology Using Mammalian Cells
Tina Sauerwald, Michael Betenbaugh . . . . ... ... ... .. ... ... .... 3-1

body or coaxing stem cells to develop into a particular type of tissue, a sometimes bewildering

array of molecular actors produced by cells that dictate outcome have been identified. The

understanding of the deterministic molecular basis for cellular events and responses also continues to

expand and improve. Within the sciences, chemistry and other fields have “fused” their expertise with

“molecular biology,” and the same can now be said for some subfields in bioengineering. Accordingly, this
volume of the handbook now includes a section on Molecular Biology.

The subject of Molecular Biology is large and ultimately overlaps with tissue engineering, metabolic

W HETHER IT IS DEVELOPING NEW DRUGS, fathoming how a material will behave in the

engineering, gene therapy, and other technologies that are covered well in this handbook. Thus, the main
aim of this section is to bring the traditional engineer quickly up to speed on the basics of Molecular Biology
and some key technological applications. This base can then be used to augment the understanding of
some other sections in the handbook.

In Chapter 1, a historical perspective and definitions are provided in order to explain how Molecular
Biology emerged, and to provide facility with the language of the science. Some technological aspects
are also covered such as DNA manipulation. Because this is an engineering as opposed to a science
handbook, an introduction to new technologies and issues inspired by advances in molecular biology are
then provided in Chapters 2 and 3. These two chapters cover bacterial and eukaryotic cells.

I-1
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Michael Domach
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1.1 Introduction

Historical Perspective
and Basics of
Molecular Biology

1.1 Introduction.........coceiiviiiiiiiiiniiiiiiiniennenne,
1.2 Molecular Biology: A Historical Perspective...........
1.3 The Central Dogma of Modern Molecular
BiolOgY .veneeiiiii i
DNA Base Composition, Connectivity, and Structure e Base
Sequence, Information, and Genes e Codon Information to a
Protein @ DNA Replication ¢ mRNA Dynamics e
Variations and Refinements of the Central Dogma
1.4 Molecular Biology Leads to a Refined Classification
OF CellSuneneinii i
1.5 MUtations. .oouviiuiiiiniiiiiiiiiiiiiiii e
1.6 Nucleic Acid Processing Mechanisms and Inspired
Technologies with Medical and Other Impacts........
Nucleic Acid Modification Enzymes e Copying DNA in the
Laboratory e Basic Bacterial Transformation Techniques o
Transfecting Eucaryotic Cells
1.7 Computerized Storage and Use of DNA Sequence
Information .........ooveeviiiiiiiiiiiiiiiieeas
1.8  Probing Gene EXpression..........coceeevueieeninnenenn..
DNA Microarrays Profile Many Gene Expression Events
References and Recommended Further Reading .............
Backgrounds on Some Molecular Biology Pioneers..........
Data Bases and Other Supplementary Materials on Basic
Molecular Biology .........cooviiiiiiiiiiiiiiiiininn,
More Information and Archives Regarding DNA Arrays ....

This chapter provides first a historical perspective on the origins of molecular biology. A historical
perspective is important because the emergence of molecular biology has radically altered how living
systems are viewed by scientists and biomedical engineers. It is thus useful for a biomedical engineer
to be acquainted with the evolution of the discipline in order to fully appreciate the technological and
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1-2 Tissue Engineering and Artificial Organs

social impact of molecular biology. For example, a mechanistic basis for the origin of many diseases
can now be established, which paves the way for developing new treatments. It is also now possible to
manipulate living systems for technological purposes, such as developing bacteria that can produce the
therapeutic, human insulin. Acquiring the capability to manipulate the genetic potential of organisms and
ultimately humans also raises new important ethical issues (see Section VII, Ethics). After summarizing
the major historical developments, the “Central Dogma of Molecular Biology” will be presented and salient
mechanistic details will be provided. This chapter concludes with some largely stable Internet resources
that can provide quick definitions of terms, documentaries of prominent molecular biologists and their
accomplishments, as well as other useful resources that can be used while reading this section.

1.2 Molecular Biology: A Historical Perspective

Nineteenth-century biologists and their predecessors emphasized the collection and inventorying of life
on Earth. The physical or other similarities between organisms led to classification schemes. As new
organisms were discovered or new ideas emerged, schemes were often debated and then reorganized.
Thus, unlike physics or chemistry, unifying rules and descriptions that had a mechanistic basis and could
account for behavior were scant in biology.

Toward the end of the 19th century, scientists began to gaze within cells, and as result, some striking
observations were made that began to demystify biological systems. In 1897, Buchner found that cell-free
extracts (i.e., the molecules found within yeast cells) executed chemical reactions. His finding was signific-
ant because a debate had been underway for decades. The question driving the debate was “What exactly
is the role of cells, such as yeast, in practical processes such as wine making?” Hypotheses were abundant.
The German chemist Jutus von Liebig, for example, proposed in 1839 that yeast emit certain vibrations
that can reorganize molecules, which accounts for the yeast-mediated conversion of sugar to alcohol. In
1876, William Kuhne coined the term enzyme to imply that something contained within yeast is associ-
ated with processes, such as converting sugar to alcohol. Bucher’s experiments were powerful because the
results showed that cells are not required for chemical reactions to occur. Rather, it seemed plausible that
the “rules” of chemistry apply to living systems as opposed to “vibrations” or other phenomena unique
to living systems being operative. Many now credit the Bucher brothers with launching the modern field
of biochemistry. In 1894, Emil Fisher developed a theoretical model for how enzymes function. Later in
1926, Charles Sumner provided some useful closure and a method for characterizing cells at the molecular
level. He and his colleagues showed that enzymes are proteins and crystallization is one means that can be
used to isolate specific enzymes from cells.

The omnipresence of deoxyribonucleic acid (DNA) within cells piqued curiosity. Miescher discovered
the DNA molecule in 1869, which was 3 years after Mendel published his experiments on heredity
in plants. Mendle’s work incorporated the notion that a “gene” is a conserved and transmittable unit
of trait information. However, science had to wait until 1943 for the link to be made between the
manifestation of traits and the presence of DNA within a cell. Oswald Theodore Avery (1877-1955) and
his coworkers showed that by simply adding the DNA from a virulent form of the bacterium Pneumococcus
to a suspension of nonvirulent Pneurmococcus, the nonvirulent bacterium acquired the traits of the virulent
form. With this link established, the nature of the DNA molecule became a subject of intense interest.
In 1951, Pauling and Corey proposed that the DNA molecule forms an a-helix structure, and experimental
evidence was reported by Watson and Crick in 1953.

By the 1950s, knowledge had accumulated to the extent that it was known that (1) enzymes cata-
lyze reactions, (2) cellular reactions are understandable in terms of organic chemistry fundamentals,
(3) the DNA molecule possesses the information for traits, and (4) the DNA molecule has an intriguing
spatial organization that may “somehow” confer information storage and expression capabilities. Addi-
tionally, it had been established that all DNA molecules contain four bases: adenine (A), thymine (T),
guanine (G), and cytosine (C). However, how information is actually stored in DNA and used were still
mysteries. Interestingly, basic questions on how life “works” were unresolved while at the same time,
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Yuri Alexeyevich Gagarin’s (1961) and John Glenn’s (1962) pioneering orbits of the Earth extended the
reach of human life to space.

Molecular biology had now supplanted descriptive biology, and inspired further research. Through the
1950s to the mid1960s, many workers from varied disciplines solved many key problems in molecular
biology. In 1958, Frangois Jacob and Jacques Monod predicted the existence of a molecule that is a working
copy of the genetic information contained in DNA (messenger RNA), and the information is conveyed
from where DNA is stored (the cell’s nucleus) to where proteins are produced (the ribosomes). In 1966,
Marshall Nirenberg and colleagues cracked the genetic code. They showed that sequences of three of
the four bases (e.g., AAT, GCT) that compose DNA specifies each of the 20 different amino acids used
by a cell to produce proteins. In 1971, this accumulated knowledge enabled Stanley Cohen and Herbert
Boyer to insert into a bacterial cell the DNA that encodes an amphibian protein, and, in turn, compel
the bacterium to produce a protein from a vastly different organism. The prospect of using bacteria and
simple raw materials (e.g., glucose) to produce human-associated and other proteins with therapeutic or
commercial value led to the formation of the company Genentech in 1976. More recently, the DNA from
humans and other sources has been successfully sequenced, which should lead to further commercial and
medical impacts, as well as ethical challenges.

Section 1.3 and Section 1.4 present the Central Dogma of Molecular Biology/Molecular Genetics and
summarizes salient features of how cells function at the molecular level.

1.3 The Central Dogma of Modern Molecular Biology

The Central Dogma of Molecular Biology/Molecular Genetics in its original form proposes that informa-
tion encoded by DNA is first transcribed to a working copy. The working copy is messenger RNA (mRNA).
The information contained by a given mRNA is then translated to produce a particular protein. The col-
lection of proteins/enzymes a cell possesses at any point in time, in turn, has a strong bearing on a cell’s
behavior and capabilities.

The central dogma has been proven to be largely correct. Salient aspects of how the central dogma is
manifested at the molecular level are described below. Thereafter, an important deviant from the Central
Dogma and additional refinements are presented.

1.3.1 DNA Base Composition, Connectivity, and Structure

Because DNA contains information, it follows that the composition of DNA must play a role in the
information that the molecule encodes. DNA is composed of four different mononucleotide building
blocks. As shown in Figure 1.1, a mononucleotide molecule has three “parts” (1) a five-carbon ribose
sugar, (2) an organic nitrogen-containing base, and (3) one (i.e., “mono”) phosphate group (PO4). The
ribose sugar can possess one or two hydroxyl groups (-OH); the “deoxy” form, which is present in DNA,
has one hydroxyl. Five bases are commonly found within cells: adenine (A), guanine (G), cytosine (C),
uracil (U), and thymine (T). A, G, C, and T are the four bases that appear in the nucleotides that comprise
the DNA molecule, and thus the base present distinguishes one building block from another. A, G, C,
and U appear in ribonucleic acid (RNA) molecules. Thus, DNA and RNA molecules differ by the number
of hydroxyl constituents possessed by the ribose, and whether thymine (DNA) or uracil (RNA) is the base
present.

The number of bound phosphates can vary in a nucleotide. When phosphate is absent, the molecule is
referred to as a nucleoside or a deoxynucleoside, depending on the hydroxylation-state of the sugar. Up to
three phosphate groups can be present. When one or more phosphates are present, the compound is com-
monly referred to by the base present, how many phosphates are present, and whether the deoxy-form
of the sugar is used. For example, when the base adenine is present and there are two phosphates,
the corresponding deoxyribonucleotide and ribonucleotide are typically referred to by the abbrevi-
ations, dADP and ADP. The former and latter abbreviations indicate “deoxy-adenine diphosphate” and
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Nitrogen base

NH,

Phosphate group ‘

Sugar

FIGURE 1.1 The mononucleotide, deoxycytidine 5'-phosphoric acid. A less formal, or more likely used name
and abbreviation are deoxy cytosine monophosphate and dCMP, respectively. Replacing the circled hydrogen with a
hydroxyl group (OH) would produce cytosine monophosphate (CMP). The 3’ and 5 carbons are marked as well as
the 1’ carbon, which is the starting point of the labeling system in the five-carbon sugar (pentose) ring.

“adenine diphosphate,” respectively. Overall, the deoxy monophosphates, dAMP, dTMP, dGMP, and
dCMBP, are the constituents of the DNA molecule.

The mononucleotides in DNA are connected by phosphodiester bonds as shown in Figure 1.2a. This
polymeric chain is commonly called single stranded DNA (abbreviated as ssDNA). Based on the numerical
labeling of the carbon atoms in ribose, links exist between the third and fifth carbons of successive riboses;
hence, “3'-5' bridges or links” are said to exist. Also, based on this numbering scheme, practitioners note
that a strand has either a “free 3’ or 5’ hydroxyl end.”

When discussing the nucleotide composition or sequence present in DNA from a particular source,
experts often drop naming formalities and simply use the bases’ names or abbreviations, because the
base distinguishes the building blocks. For example, the “G + C percent content” of the DNA from one
organism is often compared to the content in the DNA from another organism in order to highlight
a difference between the two organisms. The sequence in which the nucleotide building blocks appear
in a section of a DNA molecule is also abbreviated. For example, GCCATCC, refers to the order in
which the guanine-, cytosine-, adenine-, and thymine-containing mononucleotides appear in a section
of DNA.

Within a cell, the DNA molecule actually consists of two hydrogen-bonded antiparallel strands as
depicted in Figure 1.2b. The strands are “antiparallel” because the end of one strand has a free 3’ OH while
the adjacent end of the companion strand has a free 5 OH. Thus, one strand is said to run in 3’ — 5’
direction, while the other has the opposite 5 — 3’ “polarity.” This allows the A, G, C, and T bases on
the two strands to interact via hydrogen bonding, as illustrated in Figure 1.2c. An A on one strand can
interact with a T residue on the other strand via two hydrogen bonds. Likewise, G and C residues on
adjacent strands interact, but the interaction is stronger because three hydrogen bonds can be formed
in a G—C association. The interaction between bases on different strands is referred to as base-pairing,
and a complex of two strands is known as a duplex or doubled stranded DNA (abbreviated as dsDNA).

© 2006 by Taylor & Francis Group, LLC



Historical Perspective and Basics of Molecular Biology 1-5

(a) (b) (€ 5 3
"\
N—H O™
N=< \>—N—
| N—HvwwH* H
------ N
7 EEEG 10 M
’ \ \+ —

5 3 5 5 H N OfmwH—N N
2 i g
Ao T S H I
' 2 -
3 S Guanine Cytosine 3
5’ < @
______ E “B‘
[ i 2 &
2 2
5 3 5’ 'lJ_ H (0] CLJ_
cuEma 5 N=.< - g
= - w

i 7 N ) H
/g /
H N /N—H‘vww * CHg
H
Adenine Thymine

7 ’

3 5

FIGURE 1.2 Connections and pairing of strands in the DNA duplex. (a) A connected strand has a direction where
the example shown has a “free” 3’ end. (b) In the cell, two strands run in an “antiparallel direction” allowing the G-C
and A-T residues to base pair thereby holding the duplex together. (c) The illustration demonstrates that hydrogen
bonding, shown as zig-zag lines, dictates which bases are complimentary to one another. Three hydrogen bonds form
between guanine and cytosine. Similarly, two hydrogen bonds form between adenine and thymine (or uracil in RNA).

Although individually rather weak when compared to ionic or covalent bonds, the cumulative effect of
numerous hydrogen bonds results in a rather strong and stable molecular interaction. Finally, the two
strands of DNA have to be complementary in that every position an A (or G) appears, the other strand
must have a T (or C) present. The base-paired, duplex assumes an a-helical structure.

The DNA molecule represents only a small fraction of the total weight of a cell. However, each DNA
molecule itself is quite large in terms of molecular weight. The DNA molecule found in the bacterium
Escherichia coli, for example, contains about 4.2 million base pairs, which represents a molecular weight
on the order of 2.8 billion Daltons.

1.3.2 Base Sequence, Information, and Genes

Some details on the molecular species that actually decipher and then use the information in DNA for
producing a functional protein will be described after summarizing how information storage is accom-
plished at the “base sequence information level.” A sequence of three bases encodes for an amino acid
in a protein. That is, when the information encoded by a strand of DNA is read in a fixed direction, the
“word” formed from three letters (e.g., ATT) denotes that a particular amino acid should be added to a
lengthening protein chain. There are a total of 20 amino acids; hence, at the minimum 20 code words
are required. Words consisting of different three-letter combinations of A, G, C, and T can yield 43 =64
unique “code words,” which exceed the 20 required for all the amino acids; hence, there are 44 extra
“words.” The extra words result in synonyms for amino acids, which is known as degeneracy. Other extra
“words” provide signals for where a protein’s code starts and stops. A sequence of three bases that encode
for a particular amino acid is called a codon or triplet. Table 1.1 summarizes the genetic code. The set of
all codons that encode the amino acid sequence of a protein is called a structural gene.

© 2006 by Taylor & Francis Group, LLC



1-6 Tissue Engineering and Artificial Organs

TABLE 1.1 The Genetic Code

Second position

u C A G
phenylalanine serine tyrosine cysteine U
phenylalanine serine tyrosine cysteine C
u
leucine serine STOP STOP A
leucine serine STOP tryptophan G
leucine proline histidine arginine U
leucine proline histidine arginine C
Cc
leucine proline glutamine arginine A
c . - - — S
S _ leucine proline glutamine arginine G o~
32 23
o o
o o . R R R . Q
= o isoleucine threonine asparagine serine U To
i =
isoleucine threonine asparagine serine C
A
isoleucine threonine lysine arginine A
methionine? threonine lysine arginine G
valine alanine aspartic acid glycine u
valine alanine aspartic acid glycine C
G
valine alanine glutamic acid glycine A
valine alanine glutamic acid glycine G
2 Also START.

1.3.3 Codon Information to a Protein

As shown in Figure 1.3, the information encoded by a gene on one DNA strand is first translated by
the enzyme, RNA polymerase (RNApol). The copy of the gene RNApol has helped to produce what is
called messenger RNA (mRNA). The raw materials for mRNA synthesis are ATP, CTP, GTP, and UTP. The
analogous mRNA copy is complementary to the original DNA; hence, wherever G, C, A, and T appear in
the DNA-encoded gene, C, G, U, and A appear in the mRNA.

Thinking mechanistically, if mRNA synthesis is blocked, then a protein cannot be produced. Therefore,
one logical place to exercise control over gene expression is at the level of mRNA synthesis. One example
of gene regulation is illustrated in Figure 1.3. As shown, a binding site upstream from the gene, known as
an operator region, is often used to control whether mRNA is produced or not. A protein called a repressor
normally binds to a repressor region that lies within the operator region. When the repressor is bound,
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FIGURE 1.3 Simplified schematic demonstrating one example of gene regulation. RNApol binds to the promoter
region forward of a gene. However, an active repressor may bind to the repressor region and block the RNApol from
translating the gene into a molecule of mRNA. Binding of an inducer molecule to the repressor leads to inactivation
and causes the repressor to release from the DNA. RNApol is now free to produce mRNA from the gene. Ribosomes
next bind to the mRNA, sequentially adding amino acids in a growing chain that becomes a protein.

RNApol’s access to the gene is blocked. The repressor normally possesses another binding site. The second
site can bind a ligand that serves as a signal for indicating that the protein the gene codes for is now needed.
Such a ligand is termed an inducer. When the inducer binds, the repressor’s three-dimensional structure is
altered such that its ability to bind to the operator site is significantly reduced. Consequently, the tendency
for the repressor to dissociate from the promoter site increases. The result of repressor dissociation is
that RNApol can now access the gene and commence mRNA synthesis. It is important to note that there
are many variations in how binding is used to regulate gene expression that differ from the scenario in
Figure 1.3. For example, in addition to providing RNApol access to a gene, binding between RNApol and
other molecular “signals” occur that actually increase the avidity of RNApol-DNA binding.

Ribosomes, which are large protein—nucleic acid complexes, bind to the newly produced mRNA usually
before synthesis of the entire strand is even complete. In fact, multiple ribosomes will bind to the same
mRNA molecule thereby creating a polyribosome. Ribosomes mediate the sequential addition of amino
acids, where each amino acid is prescribed by the complementary codon information now contained in
the mRNA. What occurs is that all 20 amino acids have been “prepped” by being enzymatically esterified
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FIGURE 1.4 RNA splicing. Genes found in humans include coding sequences (introns) and noncoding sequences
(exons). After both transcription and RNA splicing, an mRNA molecule is created.

to an amino acid-specific transfer RNA (tRNA). Each tRNA possesses a binding site that binds to one
amino acid’s codon(s) on the mRNA; the binding site on the tRNA is called an anticodon. The enzymes
that mediate the attachment of a particular amino acid to its tRNA are very specific for both the amino
acid and its tRNA. Any sloppiness could result in a tRNA being “charged” with the wrong amino acid.
The consequence of an error is that the wrong amino acid would be added to a protein even though the
correct anticodon-codon binding event occurred.

The growing strand of amino acids are joined together by an amide linkage known as a peptide
bond. Without knowing structural or functional information, this strand may be simply referred to as a
polypeptide. However, when the polypeptide is organized into an active conformation, it is finally called
a protein.

Although this description of the Central Dogma is operative in many microorganisms, there are other
significant intermediate steps that are required by higher organisms. One such step is RNA splicing. As
shown in Figure 1.4, a typical gene in, for example, a human cell is composed of numerous coding
(exons) and noncoding (introns) stretches of DNA sequences. While bacterial proteins are predominantly
encoded by a continuous, uninterrupted DNA sequence, most higher cells, such as those that compose
humans, must have the translated introns removed to produce a molecule of mRNA. After the entire gene
is translated into a large RNA molecule known as a primary transcript, a complex of RNA modification
enzymes deletes the introns and splices the exons into a true mRNA molecule. The splicing process is
known as ligation. Subsequently, the mRNA is processed by the mechanisms described previously.

1.3.4 DNA Replication

While the base composition of DNA explains much, a lingering issue is how DNA replication occurs and
results in the faithful transmission of genetic information when a parent cell divides and forms two cells.
DNA replication has been proven to be a semiconservative replication process. When a cell undergoes
asexual division to form two cells, each daughter cell must obtain identical amounts of DNA, and each
copy should contain all the information that the parent possessed. It has been established that each strand
in a parental duplex serves as a template for its reproduction. Enzymes called DNA polymerases replicate
each strand. The result is that the resulting two duplexes that are derived from the parental duplex each
possess one of the original strands from the parental DNA.
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1.3.5 mRNA Dynamics

For the Central Dogma to work, the control of gene expression should depend on whether or not mRNA
synthesis occurs. Implicit in this requirement is mRNA must have a short lifetime in cells. If the lifetime
of mRNA was on the order of cell lifetime or more, then “ON—OFF” controls of mRNA synthesis would
have little effect because working copies of mRNA from many genes would be ample and omnipresent.
It has been found that in bacterial cells, for example, the lifetime of mRNA is on the order of minutes.
From the engineering standpoint, an interesting control system and dynamics is thus manifested by many
cells. “ON-OFF” controls dictate whether new mRNA is produced or not, and the transduced output from
repressor—promoter binding (mRNA) has a short lifetime, which leads to “sharp” ON-OFF dynamics for
the production of specific, gene-encoded proteins.

1.3.6 Variations and Refinements of the Central Dogma

Some viruses do not directly follow the DNA — mRNA — protein path. Retroviruses, for example, are
composed of RNA and consequently replicate by a pathway of RNA — DNA — mRNA — protein. After
a retrovirus infects a cell, the viral RNA cargo is converted to DNA via the enzyme, reverse transcriptase.
The viral DNA then integrates into the host cell's DNA. Expression of the viral genes by the host’s
transcriptional and translational machinery build the components for new viruses. Self-assembly of the
components then occurs. Retroviruses are not biological curiosities; they are the agents of diseases, such as
human T-cell leukemia and acquired immune deficiency syndrome (AIDS).

Another variant is found on the border of living vs. self-assembling/propagating systems. We note
this case because of its medical importance. Prions are altered proteins that lead to diseases, such as
Creutzfeldt—Jakob Disease in humans, Chronic Wasting Disease in deer and elk, and Bovine Spongiforme
Encephalopathy in cattle. It is now thought that a prion is a protein that has been altered to be significantly
more resistant to natural degradation mechanisms as well as the heat treatment that occurs during
sterilization or the preparation of food. When a prion encounters a natural form of its precursor protein,
a binding interaction is thought to occur that converts the normal protein into a likewise degradation-
resistant form. Subsequent binding events result in a chain reaction that propagates the accumulation
of prions. The accumulation of prions can interfere with normal neurological function leading to the
aforementioned diseases. Prions are currently under intense investigation. Future research will reveal if
the “protein-only hypothesis” is a sufficient explanation, or if an expanded or alternate mechanistic model
is required to explain prion formation and propagation.

It is now also known that controls beyond ON-OFF mRNA synthesis also play a role in whether the
information in a gene is expressed within cells. These other controls do not necessarily negate the utility
of the Central Dogma as a model. Rather, from the control engineering standpoint, these additional
mechanisms represent different interesting means of “fine tuning” and adding additional levels of control
over gene expression. At the protein level, where enzymes are gene products, some enzymes possess
binding sites to which reaction products or other metabolites can bind. When binding occurs, the rate
of the enzyme-catalyzed reaction is either accelerated or decreased leading to feedback and feed-forward
control of the pace at which some expressed gene products function.

The prior description of mRNA regulation (see Figure 1.3) has many steps. Thus, it is not surprising
to find that other processes can also influence the rate and extent to which the information in a gene can
be manifested as an active functional protein. Such translational level controls can entail competition for
ribosomes by the numerous mRNAs from different genes. Alternately, the base interactions that occur
in a duplex DNA molecule that lead to the a-helix can also result in structural organization in mRNA.
For example, the bases within an mRNA strand can self-complement thereby leading to the formation of
hairpin loops. Such “secondary structures” that result from a primary structure (the base sequence) can
influence how fast and successfully the ribosomal-mediated translation process occurs.

Lastly, the control architecture of cellular gene expression is not limited to the previously described case
of one promoter-one signal-one structural gene. Different genes can be expressed from a particular set

© 2006 by Taylor & Francis Group, LLC



1-10 Tissue Engineering and Artificial Organs

of environmental “signals” when shared control elements and/or molecular components are used. One
example entails the “stress response of cells.” Here, nutrient deprivation or another “signal” unleashes
the expression of various genes that collectively enhance the survival chances for a cell. Sometimes these
“circuits” utilize different transcriptional molecular components, which thereby provides for subsystem
isolation and specialization. Alternately, even microbes are capable of intercellular communication, a trait
more typically attributed to different cells in a complex biosystem, such as a human. Examples of such
distributed and specialized control circuits will be provided in the next chapter.

1.4 Molecular Biology Leads to a Refined Classification of Cells

The science of classification is called taxonomy and the organization of life by ancestor-descendent (evol-
utionary) relationships is called phylogeny. The characterization and comparison of key intracellular
molecules has altered prior classification and relationship schemes.

The components of the ribosomes found in cells are the basis for modern taxonomy. A ribosome is
composed of different parts that enable mRNA binding and amino acid addition. The parts are called
subunits. Different subunits are characterized and distinguished by centrifugation. Based on such physical
sorting, the subunits are assigned S-values, where “S” stands for a Svedberg unit. The larger the value
of S, the more readily a subunit is driven to the bottom of a centrifuge tube. The sedimentation unit’s
namesake, Theodor Svedberg (1884-1971), studied the behavior of macromolecules and small particles;
for his pioneering work, he received the Noble Prize in 1926.

One key part of a ribosome is the 16S rRNA component, which is found in the 30S subunit along with
proteins. Many seemingly different cells are actually similarly based on their constituent 16S rRNA. Not
only is the S-value the same, the genes that encode for the 16S RNAs in seemingly different cells exhibit
similar base sequences. When the degree of base overlap in a coding sequence is extensive, the DNAs
from different sources are said to exhibit high homology. Other cells, however, have been found to possess
significantly different components that make up the intact ribosome. The S-value can also vary somewhat.
For example, in mammalian cells, the rRNA that fulfills the 16S rRNA function in bacterial cells settles
somewhat faster at 18S on the Svedberg scale. More notably, the genes that encode 18S mammalian and
16S bacterial rRNA exhibit low homology. Thus, cells are grouped together based on the homology of
their 16S rRNA-encoding genes.

The current classification of cell types and how they are believed to have evolved from one ancestor are
shown in Figure 1.5. The three types are Bacteria, Archaea, and Eucarya. Bacteria are unicellular organisms
capable of reproduction. Bacteria vary in size and shape; a typical length scale is 1 um (10~% m). Archaea
resemble bacteria in many ways. They are about the same size and they can metabolize an array of raw
materials. One notable difference is that Archaea are often found in extreme environments, such as hot
springs and acidic waters. Such environments may resemble those present in the early days of the Earth;
hence, Archaea are believed to be remnants of the early Earth. The ability of Archaea to function well

Eucarya

Bacteria
Archaea

FIGURE 1.5 Family tree of three cell types originating and then diverging from one ancestor.
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in extreme environments has also intensified some people’s curiosity about the possibility of life beyond
the Earth. Others regard Archaea proteins and other molecular constituents as potentially useful catalysts
and medicinal compounds due to their stability or environmental coping properties (see polymerase
chain reaction, which is discussed later). Eucarya include the cells that compose the human body. One
distinguishing characteristic is that unlike Bacteria or Archaea, Eucarya have compartments within them.
The compartments are called organelles. One important organelle is the nucleus, which houses the DNA
molecule.

1.5 Mutations

What traits an organism presents is called the phenotype, and the traits are linked to the instructions
encoded in the DNA. The raw instructions are, in turn, called the genotype. An alteration in an organism’s
genetic code is termed a mutation.

Mutations can occur that involve large sections of DNA. Some common examples are described below:

e Translocations involve the interchange of large segments of DNA between two different chromo-
somes. Gene expression can change when the gene is located at the translocation breakpoint, or if
the gene is reattached such that its expression is controlled by a new promoter region that responds
to a different inducer.

e Inversions occur when a region of DNA flips its orientation with respect to the rest of the
chromosome. An inversion can have the same consequences as a translocation.

e Sometimes large regions of a chromosome are deleted, which can lead to a loss of important genes.

e Sometimes chromosomes can lose track of where they are supposed to go during cell division.
One of the daughter cells will end up with more or less than its share of DNA. This is called a
chromosome nondisjunction. When a new cell gets less or more than its share of DNA, it may have
problems with gene dosage. Fewer or more copies of a gene can affect the amount of gene-encoded
protein present in a cell.

More modest alterations occur at the single base level and are called point mutations. Common
examples and consequences are summarized below:

e A nonsense mutation creates a stop codon where none previously existed. The resulting protein is
thus shortened, which can eliminate functionality.

e A missense mutation changes the amino acid “recipe.” If an AGU is changed to an AGA, the protein
will have an arginine where a serine was meant to go. This amino acid substitution might alter the
shape or properties of the protein. The sickle cell mutation is an example of a missense mutation
occurring on a structural gene. Hemoglobin has two subunits. One subunit is normal in people
with sickle cell disease. The other subunit has the amino acid valine at position 6 in the protein
chain instead of glutamic acid.

e A silent mutation has no effect on protein sequence. Changing one base results in a redundant
codon for a particular amino acid.

e Within a gene, small deletions or insertions of a number of bases not divisible by three will result
in a frame shift. Consider the coding sequence:

AGA UCG ACG UUA AGC — arginine—serine—threonine-leucine—serine

Inserting a C—G base pair between bases 6 and 7 would generate the following altered code and
amino acid errors following the insertion:

AGA UCG CAC GUU AAG C — arginine-serine-histidine—valine-lysine

A frame shift could also introduce a stop codon, which would yield an incomplete protein.
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Mutations can also alter gene expression. For example, a mutated promoter region may lose the ability
to bind a repressor. Consequently, gene expression always occurs. Such a cell is often called a constitutive
mutant and the gene product is constitutively expressed. Alterations in the sequence that encodes for the
repressor protein could also result in constitutive expression in that the altered repressor protein can no
longer bind to the promoter region and block mRNA synthesis.

1.6 Nucleic Acid Processing Mechanisms and Inspired
Technologies with Medical and Other Impacts

The experiment performed by Avery and colleagues revealed the function of DNA via a natural process
whereby a bacterium imported raw DNA, and after incorporating the DNA into its genetic material,
cellular properties were consequently altered. Today, DNA is routinely inserted into many types of cells
for the purpose of altering what cells do or produce. Cell transformation (bacterial) or transfection
(mammalian) relies on exploiting the many natural DNA uptake, modification, and repair processes that
cells use. This section first reviews the types of enzymes that can alter DNA, and then provides an example
of their use in technological processes.

1.6.1 Nucleic Acid Modification Enzymes

To remain viable and sustain reproduction, cells have to replicate DNA, destroy unwanted RNA, repair
broken DNA strands, eliminate any foreign DNA inserted by viruses, and execute other maintenance
and defense functions. Three important enzymes have been found to enable these functions within cells:
nucleases, ligases, and polymerases.

Nucleases are enzymes that cut both DNA and RNA. These enzymes may be further classified as cutting
both DNA and RNA, DNA-only (DNases), or RNA-only (RNases). Additionally, enzymes that cut strands
of nucleic acids starting at the ends are known as exonucleases. Those enzymes that instead cut only at
internal sites are called endonucleases. Exonucleases have a variety of uses, such as removing unwanted
DNA or RNA. Although some nucleases will cleave nucleic acids indiscriminately, restriction enzymes
are high specificity endonucleases that only cut double-stranded DNA wherever a particular internal base
sequence occurs. Sequence specificity is certainly the greatest strength of this type of nuclease. For example,
the restriction enzyme EcoR I only cuts when the sequence 5'-GAATTC-3" occurs. When DNA is exposed
to this particular restriction enzyme, double-stranded fragments with sticky ends are formed as shown in
Figure 1.6. The ends are called “sticky” because each free single strand end has the ability to base pair with
any complimentary base sequence. A given organism tends to have only a few restriction enzymes, and
those few enzymes are generally unique to the organism. However, the wide diversity of organisms that
exist in nature has resulted in the discovery of a large number of different restriction enzymes.

Just as strands of nucleic acids may be cut, they can also be repaired. In fact, the ligase’s functionality
can simply be thought of as the reverse of that of a restriction enzyme. A critical difference, however,
is that the ligase is not site specific. DNA ligase is an enzyme that seals breaks in the sugar—phosphate
backbone that can occur within one strand of a duplex. DNA ligase is thus used to repair broken DNA.

Lastly, DNA polymerase catalyzes the synthesis of duplex DNA from a single strand of DNA when a
primer is used to initiate the process. The primer is simply a short strand of complimentary nucleic acids.
DNA replicates in nature using RNA primers. Once the polymerase has elongated the strand to some
extent, organisms possess a special repair mechanism that removes the RNA primer and replaces it with
DNA. In contrast, DNA replication in the laboratory is usually accomplished by using oligonucleotides
(DNA primers). How the primer-based synthesis of duplex DNA works is shown in Figure 1.7.

Perhaps one of the most important properties of a polymerase is its fidelity. The possibility always
exists that a noncomplimentary nucleotide can be inadvertently added to an elongating strand. A poly-
merase’s fidelity is defined as the frequency at which wrong nucleotide addition errors occur. Because
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FIGURE 1.6 Cutting and joining DNA. EcoR I is an example of a restriction endonuclease that cleaves dsDNA at a
specific, internal recognition sequence (shown here as 5'-GAATTC-3"). By contrast, a nonspecific DNA ligase can join
the two complimentary DNA molecules by repairing the sugar—phosphate backbone.

3'-gctatgaagcagaccagaattgtttgcaccatcggaccgaaaaccgaatctgaagagatg-5'
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FIGURE1.7 DNA polymerase. PCRisaroutine procedure for amplifying DNA. Primers first anneal to a compliment-
ary sequence on the target ssDNA molecule. Next, DNA polymerase synthesizes the remainder of the complimentary
sequence from the four deoxyribonucleotide triphosphates.

of the potentially life-threatening mutations such errors may cause, organisms have an enzymatic proof-
reading mechanism. Although the details may differ slightly between organisms, in general if an incorrect
nucleotide is added, the proof-reading enzymes pause the polymerase, remove the troubled nucleotide,
and then allow the polymerase to continue the elongation process.

1.6.2 Copying DNA in the Laboratory

Many aspects of how cells replicate their DNA can now be reproduced in the laboratory without using
intact cells. When a subset of biomolecular components is used in, for example, a beaker to execute
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a cellular reaction, the reproduced natural process is said to be conducted in vitro (e.g., “in vitro DNA
replication”).

Conducting primer-based, DNA polymerase-catalyzed reactions in vitro is the basis for both gene
amplification and crime scene investigation technologies. One application is the synthesis of a large
quantity of a particular protein. Using in vitro DNA replication, the sequence that encodes the gene for
this desirable protein may be amplified. Obtaining more DNA would enable the insertion of the gene into
a bacterium. Given the relative ease with which bacteria can be cultivated and processed on a large scale,
the exogenous protein may be then produced in a quantity that far exceeds that of the parent organism.
Another use of the technology of gene amplification involves producing both normal and mutated protein
products. Such altered proteins can provide insights on the gene’s properties and the effect of the mutations
of protein’s three-dimensional structure and biological activity.

The laboratory process of amplifying DNA is known as polymerase chain reaction (PCR). To demon-
strate how this process works, consider the amplification of a gene encoded within a fragment of dsDNA
as shown in Figure 1.8. The process begins outside the laboratory by designing a pair of DNA primers.

Start PCR cycle No. 1 PCR cycle No. 2 PCR cycle No. 3
Melt dsDNA Synthesize Melt dsDNA Synthesize Melt dsDNA Synthesize
anneal primers DNA anneal primers DNA anneal primers DNA

oy —

Legend:

= Flanking DNA

DNA primer
DNA of interest
(target of amplification)

FIGURE 1.8 Amplification of DNA by PCR. A fragment of DNA may be amplified by means of the PCR. The starting
fragment of double stranded DNA (dsDNA) consists of the sequence of interest as well as flanking sequences. At the
beginning of each cycle, the temperature rises and dsDNA is melted into single stranded DNA (ssDNA). After reducing
the temperature, DNA primers anneal to the sequence of interest. The temperature is elevated to the ideal conditions
for the DNA polymerase and complimentary strands are synthesized. The cycle is repeated until the sequence of
interest has been amplified in great numbers. Any dsDNA, which includes the flanking sequence, will soon become
only a very small percentage of the population. After 20 or more cycles, the dsDNA sequence of interest (circled in
PCR cycle No. 3) will be the dominant product.
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With a design in hand, the primers may then be synthesized using a gene machine, which adds the bases
A, T, G, and T in a user-specified order. As a side note, most scientists typically do not synthesize their
own primers. Rather, they submit a design over the Internet to a commercial supplier who produces and
purifies the primers for a modest fee. Next, a buffered mixture is prepared with the dsDNA fragment
(which is often called the template), the primers, the four deoxyribonucleotide triphosphates (ANTPs),
and DNA polymerase. The mixture is loaded into a thermal cycler, which is a device that precisely con-
trols temperature according to a specified program. A cycle of PCR starts by heating the mixture so that
the individual strands of the dsDNA fragment separate into two single strands of DNA (ssDNA). This
“melting” of the dsDNA is the result of the thermal energy exceeding the strength of the G-C and A-T
associations. The mixture is cooled and the complimentary primer binds to each ssDNA molecule. The
temperature is then elevated to the ideal conditions for the DNA polymerase to function and new DNA
is synthesized, starting from the primer and elongating to the end of template. This marks the end of a
cycle and each dsDNA molecule has been doubled into two new dsDNA molecules. Since PCR is normally
carried out for at least 20 cycles, the product is a million-fold increase over the original starting material.

As mentioned previously, the fidelity of the polymerase determines the frequency at which incorrect
nucleotides will be added to the growing strand of DNA. Although Taq DNA polymerase is widely used
for PCR, it lacks a proof-reading mechanism and will introduce errors after several cycles of amplification.
Any application requiring very low error rates, such as molecular cloning, analysis of rare mutations,
or amplification of very small quantities of template DNA, should use high fidelity polymerases. The
increase in fidelity is due to the presence of proof-reading activity. Several DNA polymerases, including
Pfu and Deep Vent, are commercially available that will greatly minimize incorrect incorporation of
nucleotides. As the name “Deep Vent” suggests, these enzymes are found in Archaea, which illustrates one
technologically important use of molecules found in the organisms that dwell in extreme environments.

PCR and restriction enzymes have many practical uses outside of life science or biotechnology laborat-
ories. DNA from blood, hair follicle, or other samples from evidence gathered in a murder investigation
can be cut with restriction enzymes to produce a fragment profile that has a high probability of belonging
only to one person. Such a fingerprint enables victim identification, or whether the accused is linked to
the blood trail. If the sample from the crime scene is small, PCR can be first used to increase the amount
of DNA prior to treatment with restriction enzymes. Interestingly, the early uses of “DNA” fingerprinting
in the criminal justice system were in appeal cases to exonerate some inmates on “Death Row” as opposed
to strengthening criminal prosecutions.

1.6.3 Basic Bacterial Transformation Techniques

When bacterial cells are manipulated to internalize and use the instructions encoded by a piece of foreign
DNA, the process is known as bacterial transformation. Using bacteria to produce a protein based on
human genetic instructions has many advantages. A historical example is provided by the protein insulin.
Before gaining the means to produce human proteins in microbes, insulin was obtained from animals
that produce a similar protein. Insulin from pigs and cows differ from the human molecule by one and
three amino acids, respectively. Although the animal-derived insulin substitute works, the differences
between the human and animal insulin molecules can result in immune system activation. One adverse
consequence is that a higher dose of the animal-derived insulin is required to offset the effort the immune
system exerts on removing the “foreign” molecule from the body. Now that transformation technology is
readily available, microbes can be used to express the actual human gene directly rather than searching
for a surrogate protein from another species. Additional benefits are bacteria such as E. coli reproduce
quickly and require only basic, inexpensive raw materials, such as glucose and salts. Hence, the production
costs associated with therapeutic production can be managed. Many practitioners use the term “metabolic
engineering” to refer to the directed alteration and management of cellular synthetic machinery for the
purpose of producing a target molecule.

The first step in any transformation is selection of an appropriate host. That is, one must decide which
microorganism will express the exogenous DNA. The choice can play an important role in subsequent
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steps, including the overall success of transformation, the relative ease of purifying the protein product, and
even as basic a concept as whether the microorganism is even capable of producing an active form of the
given protein. Sometimes this choice is an obvious one and on other occasions, it can pose a considerable
challenge.

For the purpose of our example, let us choose the Gram-negative! microorganism E. coli, which is a
well-known bacteria that is routinely used by many investigators. Although E. coli can be toxic to humans
due to the lipopolysaccharide constituents of its cell wall, numerous strains have been isolated that cannot
propagate in the human body and are generally regarded as safe. Having been studied for many years,
E. coli also offers a great opportunity to utilize a number of proven technologies.

DNA is generally inserted into a microorganism by one of two methods. The exogenous DNA can be
carried on a plasmid or integrated into the host’s chromosome. In either case, the key is that the foreign
DNA utilizes a means of replication as it is transferred from a parent to progeny during cell division.

A plasmid is a closed-circular piece of dsDNA that persists apart from the cell’s chromosome. In nature,
plasmids carry only a small amount of information, such as the genes needed for a cell to survive a particular
environment. When this environmental pressure is removed, the plasmid is no longer needed and the
cells tend to loose the plasmid after several generations. Laboratories often use plasmids that carry a gene-
encoding factor that confers resistance to a particular antibiotic. Therefore, if a cell carries the plasmid,
it can grow in the presence of the antibiotic. Likewise, the plasmid may be lost from the cells if the
antibiotic is removed. Such survivability is an important tool that is routinely exploited when screening
for successful transformants.

By contrast, integration means that the foreign DNA is somehow inserted within the cell’s chromosome,
and thus becomes a permanent part of the genome. The experimental techniques necessary for integration
can be quite varied and challenging, but integration offers a significant advantage over using plasmids for
inserting DNA into a cell. In particular, the integration is generally permanent and the maintenance of
specific environmental conditions is not required for the cell to maintain the foreign DNA. There are
exceptions when the foreign DNA integrated within the genome is lost, but such loss is generally a rare
event.

Although integration may be accomplished by many different means, it frequently shares methods
common to plasmid transformation. Plasmids are a very popular method transformation tool largely
because many plasmids have been well characterized and are easy to manipulate. Since the plasmid is a
vehicle constructed for the purpose of carrying exogenous genes into a cell, a plasmid in the transformation
context is commonly called a vector. As such, our discussion of bacterial transformation will proceed with
a closer examination of plasmids and their use.

Using the human insulin gene as an example, the goals are (1) to insert the foreign insulin-encoding
DNA into a plasmid, and (2) then insert the altered plasmid into E. coli. Let us also presume that the
chosen plasmid includes a gene for survival in the presence of the antibiotic ampicillin. Such a survival
gene will provide a means for screening for and isolating a successful transformant when manipulated
cells are grown in ampicillin-containing growth medium.

As shown in Figure 1.8, the first step is to amplify the source of human insulin DNA. Using PCR and
an appropriate primer design, the DNA encoding for insulin is amplified and flanked with restriction
sites of our choosing. These restriction sites are a consequence of the primer design. After purifying
the PCR product, the amplified DNA is treated with restriction enzymes, which create sticky ends. The
plasmid is also exposed to the same restriction enzymes. To foster the binding of the complimentary
sequences, the treated insulin-encoding DNA and the plasmid are mixed. Finally, a DNA ligase repairs the
sugar—phosphate backbone, yielding a plasmid that now possesses the human insulin gene.

The new plasmid, carrying the genes for human insulin as well as ampicillin resistance can now
be inserted into E. coli. There are several common insertion techniques, each with their strengths and

1Gram negative and Gram positive refer to whether a stain is lost or retained by microbes after application and
destaining procedures, respectively. The difference in stainability relates to the cell wall structure, which, in turn,
provides a means for contrasting different types of bacteria.
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weaknesses. These techniques, in order of relative ease, are heat shock, electroporation, and protoplast
fusion. Furthermore, a cell that has been treated to optimize a given means of DNA uptake is described as
competent.

Although many commercial suppliers offer competent E. coli for heat shock, it is fairly easy to create
such cells in the laboratory. Under appropriate conditions, the bacteria is cultured, harvested, washed, and
finally frozen. In general, bacteria grown in batch cultures will experience a peak ability to uptake foreign
DNA. This peak may be correlated to cell concentration or a particular time point during the growth
and nutrient exhaustion process. Banks exist that can provide many types of competent cells. In other
cases, for a given organism, ample empirical evidence has recorded when such peaks in competence occur.
Other investigators that seek to produce their own competent cells exploit the information published
on peaks.

Frozen competent cells are first thawed and then mixed with a plasmid. After incubating the mixture
on ice for some time, it is quickly exposed to an elevated temperature, which creates small pores in the
cell surface. The plasmid enters the cell through these pores. Thereafter, the pores are quickly closed by
exposure to cold. The cells are then allowed to relax for about an hour to permanently re-seal the pores.
Finally, the cells are spread onto media and incubated overnight. In our example, the plasmid provides
resistance to the antibiotic ampicillin. When ampicillin is added to the growth medium, only cells that
carry the plasmid can survive, which, in turn, provides a useful first step in screening for successful
transformants.

Another method of plasmid insertion into the cell is electroporation. Using competent cells specially
prepared for electroporation, a device called an electroporator exposes the cells to a high strength electric
field. Much like heat shock, electroporation creates pores in the cells’ surface for DNA to enter. From this
point, the methodology is just like that used when heat shock is employed; the cells are allowed to relax,
grow on antibiotic-containing media overnight, and then screened for surviving transformants.

Electroporation routinely provides more successful transformants than heat shock. This can be very
important when working with bacteria that are difficult to transform. Fortunately, E. coli is quite easy to
transform and electroporation is generally not required. Some Gram-positive bacteria like Bacillus subtilis,
a cousin of the agent of the disease anthrax, are easier to transform via electroporation.

Protoplast fusion is the last method to be addressed. It is an old technique that is rarely used today
because it is quite demanding. However, protoplast fusion can be useful when other methods have failed.
Although the details differ from one bacterium to another, the central concept is that the cell wall is
chemically and/or enzymatically removed. The resulting protoplasts, which are spherical cells that lack a
cell wall, are then mixed with plasmid and a chemical, such as polyethylene glycol (PEG). The PEG causes
the protoplasts to fuse with one another, often trapping DNA within the newly formed protoplasts in the
process. The transformed protoplasts are carefully cultured under osmotically controlled conditions to
both regenerate their cell walls and bear the new plasmid. Antibiotic resistance conferred by the plasmid
again facilitates the screening process.

By using antibiotic selection, some of the successfully transformed cells can be isolated. In many cases,
this is the end of the process; namely, E. coli has acquired the instructions for producing a new protein,
such as insulin. In other cases, E. coli is simply used to amplify the DNA further via growing a quantity of
plasmid-containing cells. After processing the amplified DNA isolated from E. coli, the DNA may be used
for transforming another type of cell. Chromosomal integration is a possible end point for plasmid-based
strategies as well. Such integration, if it does not knock out an essential gene, is advantageous because
the new DNA is permanently imbedded in the genome as opposed to be associated with a peripheral
plasmid.

The use of recombinant DNA technology has yielded a number of microbial-produced therapeutics.
The transformed bacteria are grown in specialized vessels called bioreactors or fermenters. The growth
vessel and solution of raw materials and nutrients (growth medium) are first sterilized. Thereafter, a starter
culture of transformed cells is added. As the cells grow, they are supplied with oxygen and nutrients to
foster their growth and to manage their metabolism such that the recombinant gene product is produced
at a high level. A partial listing of products of medical importance is provided in Table 1.2.
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TABLE 1.2 Examples of Products Produced from Transformed

Microbes

Product Medical use

Insulin Diabetes management

Factor VIII Treatment for hemophilia A
Factor IX Treatment for hemophilia B
Human Growth Hormone Treatment of dwarfism
Erythropoietin Treatment of anemia

Tissue Plasminogen Activator Blot clot dissolution

Interferon Augment immune system function

1.6.4 Transfecting Eucaryotic Cells

It is also possible to transfect eucaryotic cells. The steps and strategies can resemble that used to transform
bacterial cells. For example, plasmids can be used to transfect yeast cells. However, additional challenges
can arise due to the compartmental nature of eucaryotic cells. In this case, the foreign DNA to be inserted
has to cross the cell wall and/or membrane and travel through several physical compartments before
the nuclear DNA is encountered. Then, recombination with nuclear DNA must successfully occur before
enzymes that destroy DNA have a chance to diminish the outcome.

Itis desirable to perfect eucaryotic transfection for a number of reasons. Some proteins with therapeutic
value have sugar residues attached to them. Such proteins are known as glycosylated proteins. As is
the case for insulin production, it would be beneficial to use cell culture-based processes to produce
specific glycosylated proteins with therapeutic potential. However, glycosylated proteins are not produced
by bacteria, whereas many eucaryotic cells have the synthetic capability to glycosylate proteins. Thus,
a means to efficiently transfect eucaryotic cells such that genetic instructions are provided to produce
specific proteins at a high level while controlling the glycosylation pattern of the protein of interest is
under active investigation. The progress and challenges associated with transfecting eucaryotic cells are
discussed in another chapter in this section.

Another motivation for perfecting eucaryotic cell transformation is driven by many diseases that are
now known to have specific genetic determinants. For example, as noted earlier, sickle cell anemia is the
result of a missense mutation. Therefore, some envision that the genes within humans can be repaired or
replaced to eliminate disease-driving mutations. Gene therapy is the practice of transfecting cells within
the human body for the purpose of remedying genetic-based diseases and pathologies. Researchers are
either attempting to harness the infecting properties of viruses or they are developing particle-based DNA
delivery systems.

To understand further the technology and medical impacts of transfecting eucaryotic cells, an interesting
example of fusing tissue engineering with molecular biology technology to demonstrate a means for
treating human disease was reported by Stephen et al. (2001). Tissue engineers typically seek to replace
diseased tissue with a functional replacement that integrates with the host. In this example, the somewhat
altered goal was to implant cells that integrate with host tissue, and because of the engineered genetic
“programming,” substances are produced by the implanted cells that alter the course of a disease, such as
ovarian cancer.

Mullerian Inhibiting Substance (MIS) was the substance of interest. MIS is a glycoslylated protein that
normally fosters regression of the ducts in the human embryo. MIS has also been found to promote the
regression of ovarian tumor cells; hence, some researchers view MIS as a potentially useful chemothera-
peutic. However, purifying MIS and then targeting delivery to a particular location within the body are
not easy tasks.

The alternative investigated was to implant genetically modified, MIS-producing cells proximal to the
therapeutic’s tissue target. Stephen et al. (2001) explored this strategy in mice with compromised immune
systems. The transfected MIS-producing cells that were implanted into the mice were Chinese Hamster
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Ovary (CHO) cells. CHO cells are commonly used in studies that require transfected cells because much
is known on how to successfully transfect them. Because the immune systems of normal mice would
normally attack CHO cells, mice with suppressed immune systems were used to demonstrate the concept.
Transfected CHO cells were first seeded and grown on polyglycolic acid (PGA) scaffolds. After implant
preparation, the effect of different size implants was investigated. A correspondence was found between
implant size and MIS blood level. Thereafter, human tumor tissue was implanted into different mice, and
the subsequent tumor mass that developed in MIS-producing and untreated mice was measured. The
results were encouraging; tumor proliferation was statistically less significant in MIS-producing mice.
Overall, molecular biology has generated an array of diverse and more effective therapeutics, which
biomedical and biochemical engineers now help to produce and develop administration technologies.
Many new applications await to be developed that can vanquish animal and human diseases in novel ways.

1.7 Computerized Storage and Use of DNA Sequence
Information

The base sequences of the chromosomes of many organisms including humans have been sequenced,
yet, the process of extracting useful information is ongoing. Inferring a functional product encoded by
the sequence of a newly characterized organism requires rapid access to all known sequence information
and the means to make rigorous comparisons. Consequently, a number of resources exist today that enable
the work of scientists and technologists.

The Internet provides a gateway to numerous databases for nucleic acid and protein information. Avail-
able data includes both sequence information and structural details. Listed here are the most prominent
databases used today:

Nucleic Acid Sequences

e National Center for Biotechnology Information
http://www.ncbi.nlm.nih.gov/

e European Bioinformatics Institute
http://www.ebi.ac.uk/

e Center for Information Biology and DNA Data Bank of Japan
http://www.cib.nig.ac.jp/
http://www.ddbj.nig.ac.jp/

Nucleic Acid Structure

e Nucleic Acid Database
http://ndbserver.rutgers.edu/

Protein Sequences

e Swiss-Prot and TrTEMBL
http://us.expasy.org/sprot/

Protein Structures

e RCSB Protein Data Bank
http://www.rcsb.org/pdb/

o Swiss-3DImage
http://us.expasy.org/sw3d/

Protein Families and Domains

e Prosite
http://us.expasy.org/prosite/

Software used to analyze data extracted from databases is ever changing and improving. Current applica-
tions are often described on the Web sites of the databases themselves. Descriptions of additional resources
may be found in the literature.
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1.8 Probing Gene Expression

As reviewed above, we now know how many mechanisms of gene expression operate. Moreover, we
have made major progress on being able to manipulate the genetic inventory of cells as well as which
genes are expressed. Consequently, interest has turned to fathoming how the collection of all gene
expression events relate to each other and corresponds to particular disease conditions or behavioral
traits. For example, some genes may be involved in interactive circuits where gene products interact with
each other or expression occurs when a common set of external stimuli is present. Additionally, some
genes may have alterations that lead to diseases or the loss of circuit function. Elucidating the operating
gene circuits is important for yielding more predictable outcomes for metabolic and tissue engineering.
For example, modifying a gene or inserting a new gene may either have a positive effect or there may
be no effect because an alteration to one component in a circuit is overridden by the imbedded control
mechanisms.

An obvious method for probing gene expression profiles and interrelationships is to analyze for the
product(s) of each gene’s expression. When a given gene encodes for an enzyme, then the protein isolated
from a cell can be analyzed to determine what enzyme activities are present. This traditional method has
significantly contributed to our current knowledge. However, it is labor intensive, and clues on when
genes with unknown function are expressed and thus suggestions on their potential function cannot be
obtained. A global view of how gene expression networks function is also difficult to construct with the
single measurement approach.

1.8.1 DNA Microarrays Profile Many Gene Expression Events

Recall that when a gene is expressed, mRNA is first produced. This working copy of mRNA is then
translated to yield a protein. If one could obtain a “snapshot” of all the mRNAs that are present in a
cell as well as their relative abundance, then one would possess a profile of what genes are currently
expressed and to what extent. The latter assumes that particular mRNA’s abundance is proportional to
the extent a particular gene is expressed. Additionally, if a baseline profile is established for a particular
environmental situation, then one can determine which genes are “up regulated” or “down regulated”
when environmental conditions are changed.

The apparatus for obtaining the mRNA profile described above is commonly referred to as either a DNA
microarray, biochip, or gene array. Different segments of a cell’s DNA are first attached to a surface, such asa
glass slide. A slide can contain thousands of different “spots,” where a different DNA sequence is present
at each spot location, or multiples are used to permit replication. The cells subjected to analysis under
a particular biological or environmental state contain many different mRNAs of varying abundances.
DNA copies of the mRNAs are made using the activity of the enzyme, reverse transcriptase, which is
viral in origin; the enzyme’s activity reverses the Central Dogma in that mRNA — DNA occurs. When
the mRNA-derived DNA copies (complementary DNAs, cDNAs) are introduced to a gene chip, a given
cDNA will bind to surface-bound segment via base-pairing when a significant base-pairing opportunity
is present. The cDNAs are also labeled with a fluorescent dye. Wherever a binding event occurs on the
gene array, a fluorescent spot will appear. Nonfluorescent spots indicate that no match existed between
the surface-bound DNA and mRNA-derived, copy DNA. One interpretation is that the gene encoded
by the surface-bound segment was not expressed under the particular conditions used to propagate
the cells.

There are many experimental designs used. Often, two treatments are applied to a DNA array. In this
case, the cDNAs are obtained from cells grown under two different conditions. The cDNAs obtained from
cells growing in two different conditions are also labeled with different fluorescent dyes. For example,
a bacterium such as E. coli can be grown on two different carbon sources. When grown on one carbon
source, the cDNAs are labeled red. When grown on a different carbon source, the cDNAs of the mRNAs
are labeled green. When the red- and green-labeled cDNAs are applied to DNA arrays, there are four “spot”
coloration results (1) bright spots absent, (2) red spots, (3) green spots, and (4) spots that vary in yellow
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coloration. The first case indicates that some particular genes are not expressed when either carbon source
is used. The second and third cases indicate that different groups of genes are expressed depending on
the carbon source metabolized. The fourth case suggests that some genes are coexpressed. The procedure
just outlined is used for expression analysis because it is the level of mRNA that is analyzed, although
indirectly due to the use of the mRNA — fluorescent DNA copying step. To enable quantification, the
fluorescent intensities are measured with a scanner. Lasers are used to excite the fluorescence and the
image is digitized. Digitization allows for the calculation of intensity ratios.

Another useful application is genome typing. As before, DNA fragments are first spotted on a glass
slide or another surface. However, instead of determining mRNA levels, genomic DNA fragments from
a cell are directly used after they have been tagged with a fluorescent dye. One use of genome typing
is to determine if an organism possesses a gene similar to different, yet more completely characterized
organism. A gene inventory can be built for the less characterized organism because a binding event
suggests that the less characterized organism possesses a gene found in the well-characterized organism.

An example of the output from a gene array experiment is best viewed in color. Examples can be found,
for example, at the Web site managed by the National Center for Biotechnology Information (NCBI)
(http://www.ncbi.nlm.nih.gov/geo/info/print_stats.cgi), which is one archive for genomic and expression
data. It is suggested that an example be viewed while reading this and other explanatory texts. Other
databases have been developed where researchers archive their array results; other sources are provided in
the reference list.

Ongoing work aims to improve the “chip” technology further. For example, depending on how the
DNA is processed prior to binding to the surface, different false positive and negative results can occur.
Thus, it is important to understand the details of DNA binding reactions in order to minimize confound-
ing results. Another active research direction is to improve how data from such large-scale screening
experiments is processed such that relationships between genes and environmental conditions are clearly
extracted. One basic challenge is represented by the size of the dataset; hundreds or thousands of signals
cannot be interpreted by the unaided human mind; hence, computer-aided statistical methods are used.
Thresholding techniques are often used to include or exclude particular signals from a gene chip and if
done incorrectly, false positive and negatives can result. Finally, the analysis of time series data is of high
interest. Such data can reveal the temporal sequence of how gene circuits operate. Again, large datasets
are used, which presents challenges, and tools used in other fields for model identification from data with
potential inherent uncertainty are being explored for use in this context.

References and Recommended Further Reading

Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K., and Watson, J.D. Molecular Biology of the Cell. Garland
Publishing, New York, 1994.

Dieffenbach, C.W. and Dveksler, G.S., eds. PCR Primer: A Laboratory Manual. Cold Spring Harbor
Laboratory Press, Cold Spring Harbor, New York, 2003.

McPherson, M.]. and Mgller, S.G. PCR. BIOS Scientific Publishers Limited, Oxford, 2001.

Stephen, A.E., Masiakos, P.T., Segev, D.L., Vacanti, ].P., Donahoe, PX., and MacLaughlin, D.T. “Tissue-
engineered cells producing complex recombinant proteins inhibit ovarian cancer in vivo.” Proc. Natl
Acad. Sci. USA, 98, 3214-3219, 2001.

Backgrounds on Some Molecular Biology Pioneers

Jacques Monod, Francois Jacob, & André Lwoff http://www.nobel.se/medicine/laureates/1965/

The Oswald T. Avery Collection from the National Library of Medicine http://profiles.nlm.nih.gov/CC/
Herbert Boyer http://www.accessexcellence.com/AB/BC/Herbert_Boyer.html

Theodor Svedberg http://www.nobel.se/chemistry/laureates/1926/svedberg-bio.html

James Sumner http://www.nobel.se/chemistry/laureates/1946/

© 2006 by Taylor & Francis Group, LLC


http://www.ncbi.nlm.nih.gov
http://nobelprize.org
http://profiles.nlm.nih.gov
http://nobelprize.org
http://nobelprize.org/

1-22 Tissue Engineering and Artificial Organs
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The American Society for Microbiology http://www.asm.org/

Survey of DNA Crime Laboratories, 2001 from the U.S. Department of Justice
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Human Genome Project Information: DNA Forensics
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http://www.nih.gov/news/panelrep.html
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http://www.nrel.colostate.edu/projects/cwd/

Information and Three-Dimensional Displays of Proteins and Enzymes (Protein Data Bank)
http://www.rcsb.org/pdb/

More Information and Archives Regarding DNA Arrays

National Center for Biotechnology Information (NCBI)
http://www.ncbi.nlm.nih.gov/geo/info/print_stats.cgi

Stanford Microarray Data Base. http://genome-www5.stanford.edu/

A Commercial Site with a lot of Background. http://www.gene-chips.com/
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2.1 Introduction

Bacteria are unicellular, relatively simple, and can double in very short times. These attributes can be
exploited for technological advantage. They are useful for the expression of large quantities of products,
such as proteins and enzymes, as well as small molecules that are not efficiently synthesized in the
laboratory via bio-organic chemistry. Since bacteria lack the posttranslational machinery endogenous to
eukaryotic cells (e.g., glycosylation; see Chapter 1), they are unable to process very complex proteins.
However, a number of proteins with therapeutic value, such as insulin can be readily produced using
bacteria. We will describe the molecular basis, from a systems viewpoint, for the many technological
achievements already realized using bacteria, as well as those that are likely to see continued research and
development.

2.2 Elements for Expression

In order to utilize bacterial culture as a production system for recombinant products, the cells must be
“genetically engineered” to contain the genes for the products that are desired and the proper control
elements that will allow expression of those products under the chosen conditions. Chapter 1 described
some basic background information on the genetic elements and their function. As previously stated,
plasmid vectors are generally the method-of-choice for inserting a gene of interest into the bacterial cells.
The plasmid DNA is altered to contain the gene for the protein of interest with upstream cognate control
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FIGURE 2.1 Mechanisms for plasmid loss (instability). Structural instability can lead to plasmid defects; segrega-
tional instability is caused by uneven distribution of plasmids to daughter cells; downward selective pressure is the
combination of segregational and structural instability and the observation that plasmid-free cells grow (and divide)
more quickly (denoted by large cells).

sequences. This plasmid is then inserted or “transformed” into “competent” bacteria. The most common
methods to transform these cells are either through electrical or chemical means. These processes make
the cells competent, which in a sense, open pores in the bacterial membranes big enough to allow entry of
plasmid DNA. Because plasmids are naturally occurring among the Eubacteria, they are readily accepted
by the cells. However, since plasmids are redistributed among the daughter cells upon cell division, there is
a finite probability that the transformed cells are capable of losing or transferring plasmids. Some plasmids
are thought to be randomly distributed to the daughter cells and in these cases, mother cells with few
plasmids will generate daughter cells with no plasmids at a relatively high frequency. For example, if a
dividing cell has just one plasmid, then one of the daughter cells will be born without a plasmid. Once
that cell divides, it begins a process where its own progeny overtake cells with plasmids. Typically, cells
that have more plasmids redirect more of the cellular machinery to functions encoded by the plasmid,
and the cells grow more slowly. A schematic of this process is shown in Figure 2.1.

The loss of the recombinant plasmid must thus be prevented. This can be accomplished by inserting
genetic stability elements, such as genes that encode antibiotic resistance, into the same plasmid as the
gene of interest, and then provide antibiotics in the growth medium. In Chapter 1, the selection marker
was used to identify positive clones. Here the same marker can serve to maintain a productive bioreactor.
If the culture is grown under conditions of selection for a marker, such as in the presence of an antibiotic,
only those cells retaining the plasmid with the resistance gene product will grow and proliferate in the
culture. Another technique to minimize this problem is to use an inducible promoter so that resources
are directed to protein production only after the culture has grown sufficiently. When product expression
is inducible, the cells are less stressed because they are not producing product. Hence, they will be less
likely to lose their plasmids, as reallocated resources are only needed for plasmid DNA replication. Also
important for the expression of our gene of interest is the plasmid copy number, or the number of plasmid
copies per cell or per chromosome. Generally, the higher the copy number, the more product is made, but
there can be a trade-off in that high copy number cells may become overburdened and not grow properly.
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In addition to maintaining the gene of interest on the plasmid, one needs to incorporate genetic
switches that “turn on” or “turn oft” expression. Operons are the natural molecular switches used by
prokaryotic organisms to control expression of genes (see Figure 1.3). These natural segments can be
“cut” and “pasted” into plasmids using restriction enzymes and ligases (biomolecular scissors and glue,
respectively) to control expression of specific gene sequences that are desired, leading to the expression
of recombinant products. The reconstruction of “controllable” promoters upstream (5’) of a gene of
interest creates an inducible expression system. The best understood operon is the lactose or lac operon (see
http://web.mit.edu/esgbio/www/pge/lac.html). It consists of genes for the repressor protein, promoter,
operator, and three enzyme genes, lacZ, lacY, and lacA, which code for B-galactosidase, lactose permease,
and galactoside transacetylase, respectively. Incidentally, genes are italicized and lowercase when written;
proteins are capitalized and not italicized (e.g., LacZ for B-galactosidase). Lactose, as the inducer, binds the
repressor preventing binding of the repressor to the operator, allowing transcription by RNA polymerase.

In the prior chapter, it was noted that sometimes more than inducer or repressor binding to an operator
can be involved with turning genes on or off. Catabolite repression is one classic example that occurs at
the lac promoter site. In the absence of the preferred carbon source, such as glucose, the intracellular
cyclic AMP (cAMP) level rises. The rise reflects a deficiency in the usual molecular source of energy used
to drive biosynthetic reactions, ATP. The cAMP complexes with CAP (“catabolite gene activator protein”
or also called “cAMP Repressor Protein,” CRP) to bind to the promoter, which further enhances RNA
polymerase binding, and amplifies transcription and translation of the three enzymes. This can be a
problem in industrial fermentations where glucose is used as the principal carbon source: when glucose
is present there is little production of the desired protein.

Industrial utilization of the lac operon has been tailored, therefore, for controlled expression of proteins.
Part of the lac promoter sequence (—10 region), which provides for lac induction is included; but the —35
region is taken from the tryptophan operon because it is not subject to catabolite repression. The com-
bination, tac, is reportedly ten times stronger than the native lac sequence. A gratuitous (nonmetabolized)
inducer, IPTG (isopropyl-p-p-thiogalactopyranoside), has been shown to act as an effective inducer for
this hybrid system.

2.3 A Cell-to-Cell Communications Operon

Many operons have been studied that take queues from the environment or other parts of the cell and
modulate protein expression at the level of transcription. Some of these are simple sugars, such as lactose
for the lac operon, but other operons involve different small molecules in their control architectures.
Another example has to do with all out cell warfare: survival of microbes that live in a symbiotic relationship
with squid [1,2]. It turns out that the nocturnal Hawaiian bobtail squid emits light downwards through
its mantle cavity and, by matching the intensity of the moon- and starlight above, the squid becomes
invisible to other predators below. The adult squid is ~2 cm long and some very interesting photos are
found in Fuqua and Greenberg [1]. How does this squid make light? There is a Vibrio fischeri light organ
close to the ink sac within the mantle cavity of the animal. This light organ contains ~10'! Vibrio fischeri
cells per milliliter, and these Vibrio actually make the light by the expressing light emitting genes denoted
lux (as per the Latin saying “fiat lux: let there be light”). So, in the absence of the Vibrio, the squid (and
the Vibrio) would be swallowed up by large fish.

The Jux genes are transcribed in an operon that responds to another small molecule, 3-oxo-C6-HSL
(which is an acylated homoserine lactone [HSL]), one of a family of HSLs that stimulate gene expression
in many different bacteria. The interesting part of this phenomenon is that as the cells accumulate (like
in the mantle cavity of the bobtail squid), they secrete HSLs that act as autoinducers (AI), which in
turn, accumulate in concentration. As the autoinducer concentration reaches a critical point, the bacteria
all respond in a multicellular coordinated fashion: they emit light! To accomplish this, the HSLs bind
to cognate transcriptional activators, which then stimulate expression of the lux genes. The lux gene
products use ATP and luciferin to produce small quantities of light. This process was given the name
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“quorum sensing” by Greenberg, who recognized that a certain number of bacteria (or, more appropriately,
a certain concentration of its secreted autoinducer), was needed for a formal “vote.”

The lux genes proved interesting from the perspective of the operon structure and the need to elucidate
mechanisms by which bacteria respond to queues from their microenvironment. They are also interesting
because they serve as markers of gene expression. That is, because the protein products of lux genes are
easily seen (quantified), they are used as reporters of gene transcription. LacZ, from the lac operon, is
another often used marker of gene expression. In order to delineate the function of gene sequences that
putatively serve as promoters, operators, initiation sites, etc., marker genes are often included downstream
of the DNA regulatory sequence in question. Then, expression of the marker is quantitatively compared,
reflecting the strength of the promoter region under study.

2.4 Marker Proteins

Marker proteins have been used as vital tool in the study of bacterial systems and have also been used to
evaluate the production of recombinant products from them. These markers make use of nature’s diversity
for specific purposes. Marker proteins are easily detected and measured. Markers allow us to assess what’s
happening in cells at the protein level. They also provide a measure of localized gene expression. They are
inserted in series or in parallel in plasmid expression vectors to monitor the level of expression from the
system and promoter. Common markers include B-galactosidase, green fluorescent protein (GFP), and
dsRed. The use of protein markers accelerated during the late 1990s due, in large part, to the exquisite
attributes of green fluorescent protein (reviewed in March et al. [3]). GFP requires no cofactors (such
as ATP for lux genes) and no substrates (such as X-gal for lacZ). GFP can be readily visualized from
within cells and tissues because it absorbs light in the UV/blue/violet range and emits it back at a longer
wavelength, green. This is the basic premise of fluorescence. In the case of GFP, a simple photodiode
detector can be used to quantify the level of its fluorescence [4].

Green fluorescent protein has been used to study gene regulation. It has been used to evaluate local-
ization of proteins within cells. It has been used to visualize phagocytosis, where big cells (such as white
blood cells in humans) devour little cells, such as microbes, swimming around in our blood stream. GFP
has also been used to mark product protein synthesis in a host of organisms, from bacteria to insect
larvae. Some interesting photos are available at www.chesapeakeperl.com, a company that makes proteins
in caterpillars.

In the bacterial systems world, GFP has also been used to indicate both high and low oxygen tension in
bioreactors. That is, the bacteria are transformed into mini cell-based sensors. In the case of high oxygen,
DNA and protein damage can result due to the elicitation of oxygen radicals and reactive oxygen species
(ROS), such as hydrogen peroxide. By inserting the gfp gene downstream of an ROS sensitive promoter,
cells that become exposed to ROS synthesize GFP. This is readily detected by a GFP-specific optical probe
that can be inserted into the fermentor. In this way, one can use the fluorescence measurement as an
indicator of the cell’s physiology.

Itis common in industrial fermentations to use hardwired analytical instrumentation to monitor reactor
conditions, such as temperature, pH, and oxygen. But, it is only in the most recent years, that bioprocess
engineers have begun to examine the responses of the cells as indicators of their own microenvironments.
Thus, one might typically equip a bioreactor with one (or several) oxygen probes, but this indicates the
oxygen level in the liquid at the precise location of the probe. The cells, however, are constantly circulating
in and out of spatially restricted areas like those near baffles, or areas of high shear rate like near the
impellers. They might also pass by a feed tube, or the oxygenating air sparging ring (see Figure 2.2).
By measuring their physiological response to oxygen, we learn more about the actual environment they
experience. Hence we can develop more sophisticated process control schemes, tank and impeller designs,
and even tailor host cells and protein expression vectors, that are designed to meet the physiological
demands of the cells when they produce products.
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FIGURE 2.2 Schematic of a bioreactor. Oxygen is introduced to reactor at the air sparger. Bubbles are sheared at
the impellers and entrained in the liquid, which impinges on the vessel walls and then is forced to circulate vertically.
A well-mixed reactor has few “dead” or “stagnant” regions where circulation is minimal.

2.5 Growth of Bacterial Cultures

One of the advantages of using bacteria to make products is their rapid doubling time. Bacteria reproduce
by binary fission: one becomes two, two become four, etc. The time over which the cells undergo a
generation is also known as the doubling time. The number of cells, growing under binary fission,
continually increases in an exponential manner. Thus, if a cell is making a protein and the cell grows
exponentially, one can get copious quantities of protein in a short time.

Bacterial cultures are typically grown in liquid medium. Once inoculation occurs, the cells’ growth can
generally be described by a set of growth phases (see Figure 2.3). These begin with the lag phase, where
the cells are adapting to the new environment and the cell number does not increase significantly. The
next phase, called exponential or logarithmic growth phase, occurs when the cells are dividing rapidly
and the cell mass and cell number are increasing exponentially. Here, the doubling time (7p), or time it
takes the cell mass to double, is about 20 min for rapidly growing E. coli. The growth rate of exponentially
growing cultures can be determined mathematically using the equation In(X/Xy) = u(t — tp) where X
and X are the cell concentrations at time ¢ and time #y, and p is the specific growth rate in units of inverse
time. The growth rate can also be determined graphically by plotting the logarithm (natural log scale) of
the cell number data during this phase against time, the slope of the straight line will be the growth rate.
The third phase of growth in a bacterial cell culture is the stationary phase where either nutrients become
limiting or waste products become inhibiting. Here, the net growth rate becomes zero as the growth
and death rates equal each other. Secondary metabolism may occur during this time, where nongrowth
associated products and building blocks for survival in the changing environment are produced. When
the cells finally succumb to the nutrient depleted conditions, they enter the death phase, where the cell
number and optical density (measured as light absorbance in the visible region) actually decline.

The environment for growth of bacterial cultures must be carefully controlled to minimize the lag
and stationary phases. This can be accomplished by increasing the inoculum size to increase the initial
cell number and reduce the amount of time it takes for doubling of the culture to become apparent.
If a low inoculum size is used, an extended “apparent” lag phase may just be due to the small number
of cells which may be doubling, but do not register as a significant increase by the methods used to
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FIGURE 2.3 Phases of bacterial cell growth. After inoculation, cells adapt to their new environment during the
lag phase, grow rapidly by regular binary fission during the exponential phase, stop growing from nutrient limitation
during the stationary phase, then eventually die (death phase).

measure cell number. One can also ensure that the cells used in the inoculum are themselves growing
exponentially. Then they will adapt more quickly to their new environment. The stationary phase can also
be delayed, to maintain a longer exponential growth phase, by ensuring the culture environment through
precise control of culture parameters, such as dissolved oxygen, pH, and temperature and also through
appropriate medium exchange, which will provide all the necessary nutrients and remove any harmful
waste products which may inhibit growth of the cells.

When growing bacteria to produce recombinant proteins, one of the most critical aspects is oxygen
transfer. Typically this is a problem because the solubility of oxygen in water (or growth media) is very
low. Cells utilize what is dissolved in the liquid and bacterial cells (which grow rapidly) use this oxygen
at a very high rate. Hence, it is vital to deliver oxygen to the liquid phase at a rate that at least matches
the bacterial consumption rate. The transport of oxygen is proportional to the driving force for mass
transfer (concentration difference between the level of O, in the water at saturation and current O, level).
The proportionality constant, the volumetric oxygen transfer coefficient from the gas to liquid interface,
is denoted kpa. This constant contains both a liquid film intrinsic rate constant, k (e.g., k'), and an
interfacial area per unit volume, a (e.g., cm?/cm?® = cm~!), over which the transport from the gas to liquid
phases occurs. Aeration is most commonly achieved by sparging the liquid medium through tubing and
other distribution devices having small orifices. Bubbles are generated in the liquid medium providing
surface area for mass transfer surface. The impeller is typically located just above the sparger, this is the
main distributor of oxygen because it shreds bubbles into tiny droplets of high surface area to volume
ratio, a parameter that needs to be maximized for effective transfer. Hence, bubble creation, sizing, and
distribution are all key to oxygen mass transfer in any given bioreactor.

Importantly, as the scale of a fermentation process increases (from lab to production), the height
to diameter ratio of the bioreactor is often kept constant in the range of 1:2 to 1:3, and this means
that the surface area to volume ratio of the entire reactor dramatically decreases at higher volumes. It
then becomes even more important to understand the physical reactor system and the methods used to
attain high levels of dissolved oxygen, as well as the interplay between the physical reactor and the cell
physiology. Oxygen is important because bacterial metabolism is exquisitely controlled, as noted with
respect to ROS. At times cell responses can so dramatically influence physiology, that the cells become
completely nonproductive from a product standpoint. That is, depending on the insult, a cell response
can influence many cellular activities.

The heat shock response, for example, is a well characterized physiological response in that many
molecules have been identified that are either upregulated or downregulated due to the specific
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environmental insult (a rapidly increased temperature). The players that are changed include proteases
(enzymes that digest proteins), chaperones (proteins that help fold proteins), transcription factors, as well
as components of cell synthesis machinery [5]. In general, the cells rearrange or adapt their physiology
for enhanced survival in the new condition. One of the key upregulated elements is the heat shock tran-
scription factor, sigma 32 (o3%). As noted previously (e.g., bacterial autoinducers, HSLs), transcription is
modulated by small molecule effectors that bind to cognate transcription factors, such as repressors and
activators. One of the other vital components of bacterial transcription is the sigma factor, a protein that
helps the polymerase bind to the specific initiation sites in order to carry out transcription. E. coli have
seven sigma factors, each responsible for a specific regulatory domain. The sigma factor is thus a part of
the transcriptional polymerase holoenzyme. Under normal conditions, bacteria use sigma factor 70 (¢7°)
to target transcription of normal housekeeping genes. Under heat shock, 032 overrides o7%, and serves to
amplify transcription of heat shock genes. The protein products of these genes are collectively known as
heat shock proteins (hsps), and are coordinately regulated by (o32). When cells overexpress recombinant
protein, a “stress” response results, similar but not identical to the heat shock response. When genes are
coordinately regulated, they constitute a regulon, which will be described in more detail in Section 2.6.

2.6 Regulons

The regulon consists of genes that are not necessarily located near each other in the genome nor do they
necessarily have the same promoter/operator elements. The heat shock response regulon is a primary
example whereby, in response to a sudden stress, such as a rise in temperature, the regulon initiates
production of certain proteins at a higher (or lower) level than normal. Another regulon is associated
with HSL-mediated quorum sensing: a series of proteins are up or downregulated in direct response to a
particular queue. Understanding regulons, and how they interact, is an emerging area of systems biology.
For example, a sigma factor associated with nutrient limitation, o3, is known to influence levels of proteins
that also play a role in the heat shock response.

An effective way to characterize operons, regulons, and their role within the stoichiometry of bacterial
metabolism is to refer to the interactions as genetic circuits. For example, in Salmonella, Bassler and
coworkers [6] recently discovered that the uptake mechanism of the quorum sensing autoinducer was
itself regulated by AI-2. Thus, the cells make autoinducer AI-2 in one biosynthesis pathway and they use
this autoinducer to regulate its own uptake from the extracellular media by modulating transcription of
the uptake genes. This constitutes a small genetic circuit. Interestingly, glucose (which plays a huge role
in physiology) seems to play a direct role in quorum sensing. That is, CRP directly binds to the promoter
region of Isr genes and modulates their transcription. Previous researchers had already shown that the
bacterial autoinducer AI-2 regulates genes in other bacteria. Thus, it has become apparent that quorum
circuitry and glucose circuitry intersect, and these intersections are not confined to E. coli, but rather are
conserved among many bacteria.

Understanding the underpinning regulation of gene transcription in bacteria is important if we are to
exploit their tremendous biosynthetic potential. Understanding the mapping of regulation onto metabolic
pathways is important for generating microbial and eukaryotic systems that produce products. Manipu-
lating metabolic flow using recombinant DNA techniques, as pointed out in Chapter 1, is now commonly
referred to as metabolic engineering [7]. By altering existing pathways and augmenting cells with nonnat-
ive enzymatic capabilities, metabolic engineers have created microbes that make new products, including
even plastics.

In bioreactors, cells damaged by high doses of oxygen that form radicals, peroxide, etc., upregulate
stress related proteins that, in turn, have been exquisitely tailored and designed to deal with the high
oxygen. Among the proteins that deal with oxygen transfer are peroxide scavengers, such as superoxide
dismutase (SOD) and oxygen carriers, such as bacterial hemoglobin. In a metabolic engineering application,
Stark and coworkers [8] transformed E. coli with hemoglobin from Vitreoscilla and after cultivating them
at high cell density in an environment not noted for good oxygen transfer, they found increased product
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production. By metabolically engineering the cells, they transformed the oxygen genetic circuit into a
positive regulatory element for increasing protein production when the cells were grown deprived of
oxygen.

As noted above, some physiological and metabolic elements are tightly coordinated. This is not always
the case. In fact, it is more likely that any two given elements are only loosely linked, even when they are
directly connected by biochemical pathways. In this way, Nature’s regulatory and control mechanisms can
fine-tune systems to meet widely varied conditions that are typically experienced by the cells. Glycolysis,
for example, is only loosely tied to the tricarboxylic acid cycle (TCA cycle), even though they are directly
linked biochemically (see http://web.mit.edu/esgbio/www/glycolysis/dir.html). In glycolysis, glucose is
brought into the cell and catabolized into three carbon sugars, such as pyruvate. Pyruvate is then converted
to acetyl-CoA, which is brought into the TCA cycle. This circular pathway yields many compounds
including CO;, ATP, and chemical reducing potential in the form of NADH. The NADH is recycled
to NAD™, with concomitant generation of ATP, during respiration (oxidative phosphorylation). Glucose
uptake can actually exceed the electron transfer capacity of respiration, particularly if cells are grown in a
rich growth medium containing high amounts of glucose. A result is the overflow of semi-oxidized sugars,
such as acetate [9]. Metabolic engineering efforts to direct control of glycolysis and respiration have led
to reduced acetate and higher product yields.

The desire to understand rates of material flow through metabolic pathways has received the attention
of many researchers seeking to quantitatively describe cell physiology. Metabolic Flux Analysis [10,11],
Metabolic Control Analysis [12], and several other mathematical techniques have been successfully applied
to bacterial systems for the external manipulation of metabolic activities, including synthesis of nonnative
compounds of commercial interest.

2.7 Engineering the System

As might be inferred from above, altering pathways for specific purposes requires first, a prelimin-
ary understanding of the interconnectedness of the pathway in question with other pathways. Then,
one needs to understand the regulation of the flux through the pathway. Neither of these is trivial.
Databases, such as KEGG (http://www.genome.ad.jp/kegg/), EcoCyc (http://ecocyc.org/), and NRCAM
(http://www.nrcam.uchc.edu/) can help. Ultimately, one needs molecular tools to appropriately engineer
the system.

Suppose material A moves down a path where it will be converted to either B or C, the specific direction
decided by access to one of two enzymes (e or e) (see Figure 2.4). In chemical reaction engineering, it is
common to explain reaction kinetics by referring to reactants and products as “A,”“B,” or “C,” etc. In the bio-
chemical pathway for autoinducer AI-2 synthesis, “A,” “B,” and “C,” might represent S-adenosylmethionine
(SAM), S-adenosylhomocysteine (SAH), and S-ribosylhomocysteine (SRH), respectively. By incorporat-
ing the gene for enzyme, e}, on a plasmid and by transforming the plasmid into the host bacteria, one
can increase the level of enzyme, e}, with the hope that it will increase the flux of material through that
enzymatic pathway. This is, by far, the most common route for metabolically engineering the system.
Another tack is to mutate the gene for e, (using one or more of the techniques from the last chapter) so
that it is either of diminished activity or completely ablated. Under this scenario, the flux must proceed
along enzyme, e]. Again, this technique works extremely well, particularly for systems where there are few
target enzymes or proteins that need to be mutated. Many examples have been developed for altering small
molecule synthesis, such as decreased acetate production from E. coli. Another excellent example, that has
to do with macromolecule synthesis, is the mutation of proteases that degrade recombinant proteins [13],
so that overexpression of proteins is met with a less severe cell response (at least one devoid of product
degrading proteases!). In general, however, this seemingly simple manipulation is met with unexpected
cell responses. Such pleiotropy is common and is beginning to be elucidated, in large part because of
the emerging experimental techniques that are used to understand cell physiology at the systems level
(e.g., DNA microarrays from Chapter 1).
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FIGURE 2.4 Pathway engineered to increase yield of compound “B.” Normally (upper panel), flux of A proceeds
through both enzymes e; and e;, to produce B and C, respectively. By augmenting cells with additional e;, or by
deleting or downregulating e;, one can increase yield of B (lower panel).

In summary, bacterial systems are the workhorse of modern biotechnology. The tools exist for their
genetic manipulation. Also, industrial bioreactors attempt to create microenvironments suitable for
bacterial growth and product expression. Through the exploitation of their rapid growth rates and biosyn-
thetic capabilities, bacteria have served as miniature cell “factories” for the synthesis of many products and
processes that are already on the market. With a more comprehensive understanding of their biosynthetic
and biodegradative pathways (as well as their regulation!), next generation processes and products will
certainly come to fruition.
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3.1 Expression in Mammalian Cells

3.1.1 Introduction

Mammalian cells, like bacterial hosts, can be engineered to produce various types of recombinant proteins
including secreted proteins, such as monoclonal antibodies or growth factors; intracellular proteins such
as enzymes; and membrane proteins such as growth factor receptors. Mammalian expression systems
offer numerous advantages over the use of bacteria, yeast, or insect cells for the production of complex
recombinant proteins of human or mammalian origin. Mammalian cells can generate fully functional
mammalian recombinant proteins including correct folding and proper posttranslational modifications
such as disulfide bond formation, prenylation, carboxylation, and phosphorylation. Of special note is
the capacity for certain mammalian cell lines to perform glycosylational modifications very similar to
those obtained in humans. As a result, secreted and membrane glycoproteins generated by mammalian
cells are not recognized as foreign by the human immune system and will remain in the circulatory
system for extended periods. In addition, mammalian cells readily secrete some recombinant proteins,
allowing for ease of isolation of the product from the surrounding culture medium. In contrast, many
bacterial systems require intracellular expression and the attendant purification and refolding of proteins
from cell lysates. Regardless of the type of recombinant protein being produced, expression is dependent
upon multiple factors. These include factors at the level of the DNA, including gene copy number or
insertion site in the genome, at the level of RNA , such as mRNA processing and stability, and polypeptide
considerations, such as folding, transport, processing, and stability. In order to generate the product
of interest, many facets of cell line development can be considered, including vector design, the use of
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inducible systems, type of mammalian cell lines, transfection methods, transient vs. stable transfection,
selection, and single cell cloning. These facets are discussed in greater detail later.

3.1.2 Vector Design

Mammalian expression vectors can be classified into two main categories: viral vectors and plasmid vectors.
Viral vectors are usually inactivated viruses engineered to code for a foreign gene of interest, whereas
plasmids are circular DNA elements containing prokaryotic, eukaryotic, and viral DNA. The initial gene
manipulation steps with plasmid vectors are performed in bacteria due to the ease of performing genetic
engineering techniques in these hosts. Prokaryotic sequences are necessary for replication of the plasmid
in the bacterial hosts, but, the target gene of interest is not expressed. Instead, viral and eukaryotic
sequences control transcription of a selectable marker gene and the gene encoding the product of interest
once the vector is inserted into the mammalian host. The vectors are generally classified with respect
to the viral backbone used as the basis for construction. Some examples of viral backbones include
adeno, herpes simplex, SV40, and vaccinia, all of which are useful in a broad array of mammalian
cell types.

Viral vectors allow for efficient transfer of foreign DNA into the host cell through the production
of infectious virus particles. The viral delivery system is typically a defective virus, which contains the
sequence for the gene of interest under the control of a viral promoter. The defective virus is incapable of
replicating without the aid of a helper cell line containing the genes coding for the structural proteins that
allow for the packaging of the recombinant progeny virus. Recombinant vaccinia virus and alphaviruses,
of which Sindbis virus and Semliki Forest virus are the most common, are examples of viral expression
systems useful for high-level transient expression. Both vaccinia virus and alphavirus systems are operative
in a broad range of cell lines; however, cell death is rapidly observed following infection. Adenovirus,
adeno-associated virus, and retrovirus all provide longer-term, lower-level expression. Adeno-associated
virus will infect a more versatile range of cells while randomly integrating into the host cell’s genome in
contrast to adenovirus, which displays site-specific integration into chromosome 19. The multiplicity of
infection, the condition of the cells and culture at the time of infection, and the promoter driving the
foreign gene all play an important role in protein production regardless of the type of viral vector used.
In addition, although viral vectors provide a convenient method for production in many cell types, the
use of this system for the generation of commercial production cell lines may raise serious regulatory
concerns.

Plasmid vectors are composed of multiple elements as shown in Figure 3.1. These components typically
include a strong promoter located upstream of the 5" ATG start codon for the DNA coding for a foreign
gene of interest and a polyadenylation sequence (poly A tail) located downstream from the 3" stop codon

Mammalian promoter

Bacterial origin
of replication
Multiple cloning site
for target gene

Poly A tail

Bacterial antibiotic

resistance gene . o
Mammalian antibiotic

resistance gene

FIGURE 3.1 Typical mammalian expression vector.
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of the foreign gene. A polylinker sequence comprising numerous restriction enzyme sites is present in
many plasmids allowing for ease of insertion of different target DNA sequences in between the promoter
and polyadenylation sequence. A second promoter and polyadenylation sequence is present to control
transcription of a selectable marker such as an antibiotic resistance gene. Promoters may be derived from
either viruses or cellular genes. Some of the most common constitutive viral promoters are SV40 early,
cytomegalovirus (CMV) immediate early, and adenovirus major late (AdMLP). In addition, promoters
have originated from such cellular genes as heat shock protein (HSP) and immunoglobulins (Ig). Poly-
adenylation sequences, which are necessary for the termination and polyadenylation of the transcribed
mRNA, also have been derived from the SV40 genome and Ig genes. Numerous selectable markers, dis-
cussed in detail later in the text, exist that either offer cytotoxic drug resistance or encode for a metabolic
gene. Additional components that may be added to plasmids include Kozak sequences, which promote
efficient translation of the adjoining foreign DNA; enhancers, which are cis-acting DNA sequences to pro-
mote transcription; and introns, which may increase the expression level of the foreign DNA. In addition
to the above eukaryotic expression components, plasmids also include an origin of replication (ori) and a
bacterial selection marker, such as ampicillin or kanamycin, in order to allow for propagation and cloning
in a bacterial host, usually Escherichia coli.

Sometimes it is desirable to coexpress multiple genes in a mammalian cell line, in which case cells may
be transfected with either multiple plasmids, each coding for a different foreign gene, a single plasmid
containing multiple promoters and gene insertion sites, or a polycistronic plasmid. A polycistronic plasmid
contains two (dicistronic), three (tricistronic), or four (quatrocistronic) genes under the control of one
promoter. In this system, a single mRNA transcript is produced with only the first cistron, or gene,
translated in a cap-dependent manner. Prior to each subsequent gene, an internal ribosome entry site
(IRES) is inserted. Consequently, the IRES element initiates translation of each subsequent cistron. The
most common IRES elements used are those derived from encephalomyocarditis virus or poliovirus.
Variations in the expression level among the coexpressed genes are observed in this system and may be
attributed to the foreign gene and the IRES element used. In those instances when the final gene is a
selection marker, weakening of translation initiation allows for an elevation in expression level of the gene
of interest. In addition, upon the creation of a stable cell line, the use of a selectable marker 3’ to the
foreign gene should result in foreign gene expression in all surviving selected colonies. For example, when
neomycin phosphotransferase selection was used downstream of the gene coding for human 5-HTI1Da
serotonin receptor and the encephalomyocarditis IRES, all clonal cell lines expressed similar levels of the
receptor [1].

Most plasmids will integrate randomly into the host chromosome. However, a key problem that arises
to restrict gene expression is the insertion of the foreign DNA into an inactive region of the chromosome.
To combat this dilemma, site-specific recombinases have been studied to target the integration of foreign
DNA into specific, active chromosomal areas. The family of site-specific recombinases, which catalyzes
the inclusion or exclusion of DNA fragments in a chromosome, comprises several members including Cre,
Flp, HP1, and XerD. All four of these enzymes recognize unique nucleic acid sequences composed of two
palindromic sequences sandwiched around a DNA core. However, the recognition sites generally do not
occur naturally in eukaryotes; therefore, the host cell’s genome must be altered to include the recognition
site. Then transfection of the recombinase and foreign gene may be performed, resulting in site-specific
recombination.

Although the majority of plasmid vectors have the capability to insert into the genome of the host cell
posttransfection, there are instances in which integration is not desired. For these applications, a type
of vector called the episomal vector may be used. An episomal vector has been developed based on the
Epstein—Barr virus (EBV) that allows for production of a foreign gene while being maintained within
the nucleus separate from the host cell’s genome. Advantages of this type of system include the insertion
of large stretches of foreign DNA into the vector and the consequent production of protein independent
from integration site variability. In one example, an episomal vector was generated with a tricistronic
system that provided for the expression of blue, green, and yellow fluorescent proteins simultaneously in
a stably transfected 293 cell line [2].
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3.1.3 Inducible Systems

The ability to regulate foreign gene expression in a cell offers the capability to express proteins that are
cytotoxic to the cell and alternatively to study the function of a particular foreign gene in a mammalian cell
line. An ideal inducible system should possess the following characteristics (1) minimal or no expression of
the foreign gene in the absence of inducer, (2) high gene expression in the presence of inducer, (3) a rapid
response rate to the addition and removal of inducer, (4) a repeatable response to the addition and removal
of inducer, and (5) no pleiotropic effects upon induction. Numerous inducible vector systems are used
that exploit endogenous or modified cellular promoters that respond to exogenous stresses or signals,
such as metal ions, steroid hormones, cytokines, hypoxia, and heat shock. The problem with many of
these systems is that they are of mammalian origin; consequently, there are pleiotropic effects in which
other cellular genes also will be induced, confounding experimental results. This lack of selectivity of these
promoters has been addressed through mutation of the cellular elements or the use of nonmammalian
systems. Examples of improved inducible systems include the RU486/mifepristone inducible system, the
FK506/rapamycin inducible system, the tetracycline inducible system, and the ecdysone inducible system.
The ecdysone inducible expression system, as shown in Figure 3.2, is described in detail as an example of
inducible promoters.

Ecdysone, a Drosophila melanogaster steroid hormone, targets its respective ecdysone receptor (EcR).
Upon dimerization of this receptor to the product of the Drosophila ultraspiracle gene (USP), the het-
erodimer functions as an ecdysone-dependent transcriptional activator. In order to create an ecdysone
inducible system, the EcR and USP genes are transfected into a mammalian cell line of interest. Next,
or in concert, a foreign gene of interest is introduced into the mammalian cells under the control of an
EcR-USP sensitive transcriptional activator (Figure 3.2, Part I). In the absence of any inducer, transcrip-
tion is repressed (Part ITa). However, addition of the inducer, ecdysone, or analogs such as muristerone A,
results in binding of the inducer to the EcCR-USP complex and subsequent activation of transcription
(Part IIb) [3,4]. Improvements to the 3-fold induction observed in the original system have been made
that have successfully increased foreign gene expression following induction. The use of the retinoic X
receptor (RXR), the mammalian homolog to USP, in the heterodimer with EcR improved responsive-
ness of induction 34-fold and creating an EcR/GR hybrid by replacing EcR’s N-terminal transactivation
domain with the corresponding domain of the glucocorticoid receptor led to a 3- to 11-fold induction [5].
However, the most potent induction observed by these researchers involved the use of another EcR hybrid
containing the VP16 activation domain in conjunction with RXR giving a 212-fold induction [5]. Since
this early work, even greater improvements have been made including a 8900-fold induction observed in
a two-hybrid system at 48 h postinduction [6]. Benefits of the ecdysone inducible system include the lack
of toxicity of ecdysone, minimal basal expression by the promoter when not induced, and lack of EcR
homologs in mammalian cell lines.

3.1.4 Cell Lines

Numerous cell lines have been developed for the purpose of recombinant protein expression; however,
several cell lines have dominated the field. Chinese hamster ovary (CHO), NSO and SP2/0 murine myel-
oma, human embryonic kidney (HEK293), and COS cell lines are popular choices. HeLa, BHK, YB2/0,
and PerC6 are several other available options that are not discussed in detail here. Several of these cell
lines can be grown in attachment-dependent monolayers or suspension cultures. For large-scale culture,
cell suspension is preferred.

Generally, Chinese hamster ovary cells are used as either CHO-K1 cells or as dhfr~ cells for the gen-
eration of stable cell lines. The original dhfr~ cell line was developed by Dr. Lawrence Chasin through
the mutagenesis and selection of the CHO-K1 line [7]. Cells were selected based on their inability to pro-
duce dihydrofolate reductase, an enzyme necessary for the conversion of folate to tetrahydrofolate. From
this early work, the CHO dhfr-deficient cell lines, DG44 and DXB11, have been generated as expression
systems that take advantage of the lack of endogenous dhfr expression in conjunction with sequential
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FIGURE 3.2 Ecdysone inducible mammalian expression system. Part I: Components of the transfection system.
Part II(a): Uninduced system, (b): Induction of gene expression by addition of inducing agent.

methotrexate selection following transfection to amplify the copy number of the foreign gene of interest.
Gene amplification is a survival tactic for the mammalian cells since the transfected and incorporated
plasmid also contains the DHFR gene to overcome methotrexate selection by a mechanism described in
detail in a later section. Because inhibition of the cytotoxic agent, methotrexate, occurs stoichiometrically,
the cells will increase their copy numbers to overcome the effects of the drug.

Expression in NSO cells gained importance with the discovery that because NSO cells express exceed-
ingly low levels of glutamine synthetase (GS), the GS gene used in combination with glutamine-free
medium and the GS inhibitor, methionine sulfoximine, can be used to generate cell lines expressing high
levels of foreign proteins [8]. GS is an enzyme responsible for the production of glutamine from ammonia
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and glutamate. Following transfection and increasing selection pressure of methionine sulfoximine in
glutamine-free medium, high-level expression of a chimeric antibody was observed in the resultant stable
cell line. However, in this amplification system, lower copy numbers were observed than that normally
obtained with the CHO-DHEFR system [8]. A similar GS system has also been developed in CHO as well.

SP2/0 cells are a fusion between the myeloma cell line P3X63Ag8.653 lacking endogenous light and
heavy-chain expression and BALB/c spleen cells that possess anti-sheep red blood cell activity [9]. This cell
line is commonly used for the production of antibodies due to its natural capacity for efficient secretion
of proteins. Introduction of antibody DNA can be done by one of two methods. First, cells may be fused
to mouse spleen cells in order to generate a hybridoma cell line that produces an antibody of interest.
Otherwise, a transfectoma cell line may be generated by transfecting cells with a plasmid or plasmids
coding for the heavy- and light-chain regions of the antibody.

HEK293 cells and its derivatives, 293T and 293EBNA, may be used for transient or stable expression
[10]. HEK293 cells were generated by transformation of primary cultures of human embryogenic kidney
(HEK) cells with sheared adenovirus DNA, 293T cells were generated by modification of HEK293 to
express the activating protein, SV40 large T-antigen. For expression in HEK293 or 293T cells, the foreign
gene generally is driven by the CMV promoter and the placement of the SV40 ori on the plasmid allows
for replication in 293T cells. In contrast, 293EBNA cells were derived following modification to express
another activating protein, Epstein—Barr nuclear antigen (EBNA)-1. Consequently, plasmid replication
in this cell line requires a plasmid containing the EBV ori.

COS cells originated from the African Green Monkey kidney cell line transformed with an origin-
defective SV40 genome [11]. Because the cell lines are able to express the SV40 large T-antigen, transfection
with a plasmid containing an SV40 orileads to extrachromosomal plasmid replication. Plasmid replication
reaches a maximum at 48 h posttransfection with protein production peaking at 72 h posttransfection.
After this point, the transfected cells will begin to undergo cell death, consequently, this cell line is used
primarily for transient expression. A transfected COS cell can produce tens of thousands of copies of the
desired protein at maximum expression conditions.

3.1.5 Transfection Methods

In order for a mammalian cell to produce a recombinant protein, the DNA encoding that protein must
be transferred into the cell in a process called transfection. Both chemical and physical methods have
been developed to accomplish this goal. Chemical methods include calcium phosphate coprecipitation
and cationic polymers such as DEAE-dextran, liposomes, and molecular conjugates, whereas physical
methods include electroporation and biolistic microparticle bombardment. Regardless of the transfection
protocol, the cells’ rate of growth and the condition of the DNA are principal contributors to high
transfection efficiency. Cells in log-phase growth give better transfection efficiencies especially for the
generation of stably transfected cell lines. In addition, linearized plasmid DNA is a better facilitator of
stable transfections, whereas undigested, supercoiled plasmid DNA is optimal for transient transfections.

Calcium phosphate coprecipitation was one of the first chemical methods widely used to transfer DNA
into cells in culture. To accomplish this, calcium chloride and a phosphate buffer such as HEPES-buffered
saline or BES-buffered saline is mixed with DNA. The result is a precipitate that distributes throughout
the cell culture. Uptake of the precipitate, and consequently the DNA, is believed to be achieved through
phagocytosis [12]. An important issue affecting transfection efficiency for this method is the pH of the
phosphate buffer solution. The pH of the buffer should be maintained between 6.95 as in BES-buffered
saline and 7.1 as in HEPES-buffered saline. In addition, the quality of the precipitate must be uniform
and removed after incubation. Calcium phosphate coprecipitation works for both transient and stable
transfections in numerous cell lines, both adherent and suspension.

The cationic polymer, DEAE-dextran, is another widely used transfection method. DEAE-dextran is
a positively charged polymer that binds to the negatively charged DNA when mixed. Upon exposure of
the cells to the mixture, the negatively charged cellular membranes will adhere to the mixture allowing
for endocytosis of the DNA. Limits of this system are its usefulness in transient transfections only and
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its cytotoxicity to the cell culture. Other cationic polymers used for transfection include polyamidoamine
dendrimer, protamine, and polyethyleneimine.

Liposome-mediated delivery of DNA is a highly efficient transfection technique suitable for those cell
lines that experience toxicity from calcium phosphate coprecipitation or DEAE-dextran. Upon encapsu-
lation of the DNA, the DNA enters the cell either through endocytosis of the vesicle or by fusion with
the cell membrane. The essential component of the liposome is a synthetic cationic lipid composed of
a positively charged hydrophilic head region, which binds to the negatively charged phosphate group of
DNA, and a lipid tail. Thus the charge of the DNA is neutralized, which allows for its transfer through
the negatively charged cell membrane. Other lipids, such as dioleoylphosphatidyl-ethanolamine, may be
mixed with the cationic lipid to form the liposome. Benefits of liposome-mediated delivery include no
restriction on the size of the DNA, the ability to use both attachment and suspension cells, and success
in both transient and stable systems. However, optimization of experimental parameters including the
duration of transfection and the ratio of DNA to lipid must be performed in order to achieve efficient
transfection.

Molecular conjugates are yet another cationic-based transfection technique. The conjugation of DNA
to a cationic amino acid such as polylysine allows for the effective transfer of DNA into the cell due to its
ability to condense the DNA. The conjugate’s size is a critical parameter and can be altered by changing the
salt solution in which it is made. Advantages to this approach include the ability to modify the conjugate
itself to enhance cellular specificity by the addition of components such as a nuclear localization signal.

Electroporation is a physical transfection technique involving the application of a controlled electrical
pulse to the cell in order to create a temporary localized permeabilization of it’s membrane. The most
commonly employed electrical pulses are the capacitance discharge or exponential decay pulse and the
square or rectangular-wave pulse. The exponential decay pulse is generated when a charged capacitor
is discharged into a mixture of cells and DNA. In comparison, the square-wave pulse is produced by
a temporary application of a high voltage. Numerous parameters affecting electroporation include the
temperature of the cells during and immediately postelectroporation, the buffer, which is an important
determinant due to its electrical resistance, the growth rate of the cells, and the plasmid. The use of
supercoiled plasmid results in higher gene expression transiently, whereas the use of linearized plasmid is
more effective for the production of stable cell lines. Overall, electroporation is a more rapid transfection
method in comparison to the chemical methods described herein. It is especially applicable to suspension
cultures and cell lines that are difficult to transfect by other methods.

Biolistic microparticle bombardment, commonly called the gene gun, involves the physical forced
entry into the cell through the acceleration of DNA coated with gold particles or other metals. Less DNA
and fewer cells are required for this method as compared to the other physical transfection method of
electroporation. In addition, both transient and stable transfections may be performed using the same
experimental conditions. One of the advantages to this system is that cellular damage is minimized;
however, a disadvantage is that the penetration of the DNA into the cell can be limiting as well.

While these approaches represent many of the most common transfection techniques, this is certainly
not an exhaustive list. Other methods, such as microinjection and protoplast fusion not discussed here,
are also currently available.

3.1.6 Transient vs. Stable Transfection

Upon transfection of a vector into a cell, two options exist for expression. The protein product may be
expressed either transiently or stably. Transient transfection is a rapid protein expression technique that
may last from several days to approximately 2 weeks with the maximum level of production occurring
anywhere from 12 to 96 h posttransfection. When using plasmids, the plasmid and the resulting encoded
protein are rapidly reproduced by the cell, then over time, the DNA and its resultant expression disappear.
Viral vectors are typically transient in nature in which the expression vector takes control of the cell’s pro-
tein expression machinery for a limited period prior to cell death and eventual lysis. Transient expression
is a convenient method used to produce milligram quantities of protein quickly for experiments and to
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test the functionality of a newly created vector prior to the generation of a stable cell line. A common
method for testing a new vector is to clone into it a reporter gene as the gene of interest. The reporter
gene used should be a gene that is not exogenously expressed by the cell. The most common reporter
genes used are green fluorescent protein (GFP), firefly luciferase (Luc), chloramphenical acetyltransferase
(CAT), and B-galactosidase (p-gal).

Stable expression is used when larger quantities of product or longer-term production is derived. Stable
expression also is preferable for generating proteins with more consistent product quality characteristics
including glycosylation and other posttranslational modifications. Stable transfection is a more laborious
procedure in which a selectable marker is added to the culture 24 to 48 h after transfection. Those cells
that do not express a foreign protein to combat the effects of the selection agent will succumb to death
within several days. Depending upon the vector used, continuous selection will allow for the vector to be
either integrated into the genome of the cell or episomal, meaning that is will be sustained external to the
chromosome. During this time of selection, the cultures are subjected to limited dilutions such that over a
several week period, a colony of cells will result from each single cell or clone. These colonies then may be
assayed for production of the target gene of interest, which is typically different from the gene responsible
for resistance against the selection agent. In this way, a stably expressing cell line is generated over a period
of several weeks to months.

3.1.7 Selectable Markers

Vectors used for stable transfection may incorporate genes for one of two types of selection: the conferring
of resistance to cytotoxic drugs added to the culture medium or expression of genes involved in nucleotide
biosynthesis.

Numerous cytotoxic drug and gene combinations are in use. These include G418 (geneticin), hygro-
mycin B, puromycin, and blasticidin. G418 inhibits eukaryotic protein synthesis. However, expression of
the bacterial neomycin resistance gene, aminoglycoside 3’ phosphotransferase (aph), will phosphorylate
G418 thus inactivating it. Hygromycin B, also an inhibitor of eukaryotic protein synthesis through the
inhibition of ribosome translocation, is neutralized by expression of hygromycin B phosphotransferase
from the E. coli hph gene. Puromycin results in translation termination unless puromycin acetyltrans-
ferase is produced from the S. alboniger pac gene. Alternatively, the presence of blasticidin, an inhibitor of
translational elongation, is combated by expression of the B. cereus bsr gene that codes for blasticidin S
deaminase. Several other cytotoxic drug and gene combinations are in existence and have a similar mode
of action, either through the inhibition of DNA, RNA, or protein synthesis.

A second class of cytotoxic drugs and gene combinations exist that involve either negative or positive
selection of genes implicated in nucleotide metabolism. Nucleotides may be produced in the cell by
de novo synthesis, which uses basic compounds such as sugars and amino acids to produce IMP and UMP,
the first precursor nucleotides in the de novo pathway. Alternatively, when the de novo pathway is blocked,
a salvage pathway may be used. The salvage pathway synthesizes nucleotides from exogenously added
thymidine or purines. For example, in the de novo pathway, tetrahydrofolate derivatives are necessary for
IMP and TMP synthesis. When the cytotoxic agent methotrexate is added to the culture media, nucleotide
synthesis is inhibited unless DHFR, coded for by the dihydrofolate reductase gene, is present. This form
of selection is used in cell lines that have had endogenous DHFR production deleted, such as CHO DG44.

In comparison, several salvage pathway enzymes exist, such as xanthine-guanine phosphoribosyl-
transferase (XGPRT). The bacterial gpt gene that codes for the enzyme XGPRT is the counterpart to
the mammalian hypoxanthine-guanine phosphoribosyltransferase (HGPRT) salvage enzyme. However,
XGPRT and not HGPRT can utilize the purine xanthine to produce XMP and ultimately GMP. Therefore,
the presence of the cytotoxic agent mycophenolic acid, an inhibitor of the IMP to XMP reaction, will be
counteracted by the expression of XGPRT when xanthine is supplemented in the culture medium.

Because every cell line will display different death kinetics upon exposure to a cytotoxic drug, the initial
use of the drug as a selectable agent necessitates the need for a dose response curve to determine the
optimal concentration to obtain selection. The dose response curve will enable the identification of the
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concentration of selectable marker that allows only those cell lines expressing a desirable level of the
resistance marker to survive. When several vectors are incorporated into a cell line for the expression of
multiple genes in a cell line, each vector should contain a different selectable marker. In this instance,
the cytotoxic drug against each marker is added to the culture medium to select only for those cells
incorporating all the desired vectors.

3.1.8 Single Cell Cloning Methods

The standard method for obtaining stable cell lines involves cloning by limiting dilution. In this technique,
transfected cells that have been selected for stable expression are plated at low density in tissue culture
plates so that colonies resulting from single cells or clones are obtained. These colonies then are expanded
for testing of expression of the transfected foreign gene. An alternative to limiting dilution cloning involves
the use of cell sorting by flow cytometry. In this approach, as cells are sorted, 96 well tissue culture plates
are seeded at one cell per well. Several criteria, such as viability and cell morphology, are used as sort
parameters. In the instance of the subcloning of an established stable cell line, these parameters are used
to seed a 96 well plate at one cell per well. Because expression of the foreign gene is not a parameter in
this type of single cell sorting, this is a random approach to subcloning. However, if the foreign gene is
tagged with a fluorescent marker, such as GFP, then fluorescence intensity will become the most critical sort
criterion in what is called fluorescence activated cell sorting (FACS). Other uses of fluorescence include the
fluorescent tagging of a cell surface protein, or in some instances, a secreted protein such as an antibody.
Although antibodies are secreted by the cell into the surrounding culture medium, antigen-coupled
fluorescent microspheres or fluorescently conjugated secondary antibodies will bind to those antibodies
transiently passing through the plasma membrane at the cell’s surface. This approach will allow for sorting
of those single cells with the greatest cell surface fluorescence. Although cloning by limiting dilution is
a somewhat rudimentary approach involving screening of many clones that may or may not express the
foreign gene, it is an inexpensive and relatively straightforward method to use. In contrast, the use of a
sorting flow cytometer can be prohibitively expensive for some smaller laboratories and operator error is
a reality for inexperienced users. If used by an experienced cytometrist, this approach tends to be more
effective for isolating desirable single cell clones especially when foreign protein expression is used as one
of the sorting parameters.
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HE INTENTION OF THIS SECTION is to couple the concepts of transport phenomena with

chemical reaction kinetics and thermodynamics to introduce the field of reaction engineering.

This is essential information needed to design and control engineering devices, particularly flow
reactor systems. Through extension of these concepts, combined with materials design, to mimic biological
systems in form and function, the field of biomimicry has evolved. The development of Biomimetic
Systems is a rapidly emerging technology with expanding applications. Specialized journals devoted to
exploring both the analysis of existing biological materials and processes, and the design and production
of synthetic analogs that mimic biological properties are now emerging. These journals blend a biological
approach with a materials/engineering science viewpoint covering topics that include: analysis of the
design criteria used by organisms in the selection of specific biosynthetic materials and structures; analysis
of the optimization criteria used in natural systems; development of systems modeled on biological
analogs; and applications of “intelligent” or “smart” materials in areas such as biosensors, robotics, and
aerospace. This biomimicry theme is prevalent throughout all the chapters in this section, including one
specifically devoted to these concepts with explicit examples of applications to reacting and transport
processes.

The field of transport phenomena traditionally encompasses the subjects of momentum transport
(viscous flow), energy transport (heat conduction, convection, and radiation), and mass transport
(diffusion). In this section the media in which the transport occurs is regarded as continua; however,
some molecular explanations are discussed. The continuum approach is of more immediate interest to
engineers, but both approaches are required to thoroughly master the subject. The current emphasis
in engineering education is on understanding basic physical principles vs. “blind” use of empiricism.
Consequently, it is imperative that the reader seek further edification in classical transport phenom-
ena texts; general [Bird et al., 1960; Deen, 1996], with chemically reactive systems [Rosner, 1986], and
more specifically, with a biologically oriented approach [Lightfoot, 1974; Fournier, 1999]. The laws
(conservation principles, etc.) governing such transport will be seen to influence (1) the local rates at
which reactants encounter one another; (2) the temperature field within body regions (or compartments
in pharmacokinetics modeling); (3) the volume (or area) needed to accomplish the desired turnover
or transport rates; and (4) the amount and fate of species involved in mass transport and metabolic
rates. For biomedical systems such as dialysis, in which only physical changes occur, the same general
principles, usually with more simplifications, are used to design and analyze these devices. The trans-
port laws governing nonreactive systems can often be used to make rational predictions of the behavior
of “analogous” reacting systems. The importance of relative time scales will be discussed throughout
this section by all authors. It is particularly important to establish orders-of-magnitude and to make
realistic limiting calculations. Dimensional analysis and pharmacokinetic modeling techniques are espe-
cially attractive for these purposes; in fact, they may permit unifying the whole of biological transport
[see other sections of this handbook and Enderle et al., 1999; Fisher, 1999]. As the reader progresses,
the importance of transport phenomena in applied biology becomes steadily more apparent. “In all
living organisms, but most especially the higher animals, diffusional and flow limitations are of critical
importance; moreover, we live in a very delicate state of balance with respect to these two processes”
[Lightfoot, 1974].

Each chapter in this section is somewhat self-contained. Similar concepts are brought forth and
reinforced through applications and discussions. However, to further enhance the benefits obtained by
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the reader, it is prudent to first discuss some elementary concepts; the most relevant being control volume
selection and flow reactors.

When applying the conservation laws to fluid matter treated as a continuum, the question arises as to the
amount of matter to be considered. Typically this decision is based on convenience and/or level of detail
required. There is no single choice. Many possibilities exist that can lead to the same useful predictions. The
conservation laws of continuum dynamics can be applied to the fluid contained in a volume of arbitrary
size, shape, and state of motion. The volume selected is termed a “control volume.” The simplest is one
where every point on its surface moves with the local fluid velocity. It is called a “material” control volume
since, in the absence of diffusion across its interface, it retains the material originally present within its
control surface. Although conceptually simple, they are not readily used since they move through space,
change their volume, and deform. An analysis of the motion of material control volumes is usually termed
“Legrangian” and time derivatives are termed “material” or “substantial” derivatives.

Another simple class of control volumes is defined by surfaces fixed in physical space, through which
the fluid flows. These “fixed” control volumes are termed “Eularian” and may be either macroscopic or
differential in any or all directions. The fluid contained within a Eularian control volume is said to be, in
thermodynamic terms, an “open” (flow) system.

The most general type of control volume is defined by surfaces that move “arbitrarily,” that is, not
related to the local fluid velocity. Such control volumes are used to analyze the behavior of nonmaterial
“waves” in fluids, as well as moving phase boundaries in the presence of mass transfer across the interface
[Crank, 1956; Fisher, 1989].

Characterization of the mass transfer processes in bioreactors, as used in cell or tissue culture systems,
is essential when designing and evaluating their performance. Flow reactor systems bring together various
reactants in a continuous fashion while simultaneously withdrawing products and excess reactants. These
reactors generally provide optimum productivity and performance [Levenspiel, 1989; Freshney, 2000;
Shuler and Kargi, 2001]. They are classified as either tank or tube type reactors. Each represents extremes
in the behavior of the gross fluid motion. Tank type reactors are characterized by instant and complete
mixing of the contents and are therefore termed perfectly mixed, or backmixed, reactors. Tube type
reactors are characterized by the lack of mixing in the flow direction and are termed plug flow, or tubular,
reactors. The performance of actual reactors, though not fully represented by these idealized flow patterns,
may match them so closely that they can be modeled as such with negligible error. Others can be modeled
as combinations of tank and tube type over various regions.

An idealized backmixed reactor is analyzed as follows. Consider a stirred vessel containing a known
fluid volume, into which multiple streams may be flowing that contain reactants, enzymes (biocatalysts),
nutrients, reaction medium, and so on. When all these components are brought together in the vessel,
under properly controlled conditions such as temperature, pressure, and concentrations of each compon-
ent, the desired reactions occur. The vessel is well mixed to promote good contacting of all components
and hence an efficient reaction scheme can be maintained. The well-mixed state is achieved when samples
withdrawn from different locations, including the exit, at the same instance in time are indistinguish-
able. The system is termed “lumped” vs. “distributed,” as in a plug flow system where location matters.
The response characteristics of a backmixed reactor are significantly different from those of a plug flow
reactor. How reaction time variations affect performance and how quickly each system responds to upsets
in the process conditions are key factors. The backmixed system is far more sluggish than the plug flow
system. To evaluate the role of reaction time variations, the concept of residence time and how it is
determined must be discussed. A brief analysis of a batch reactor will be useful in understanding the basic
principles involved.

In batch systems, there is no flow in or out. The feed (initial charge) is placed in the reactor at the start
of the process and the products are withdrawn all at once at some time later. The time-for-reaction is
thus readily determined. This is significant since the conversion of reactants to products is a function of
time, and can be obtained from knowledge of the reaction rate and its dependence upon composition
and process variables. Since these other factors are typically controlled at a constant value, the-time-
for-reaction is the key parameter in the reactor design process. In a batch reactor, the concentration of
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reactants is time-dependent and, therefore, the rate of reaction as well. Conversion is now related to
reaction time through the use of calculus. For this system, residence time, equal to the processing time, is
the time for reaction.

In a backmixed reactor, the conversion of reactants is controlled by the average length of time fluid
elements remain in the reactor (their residence time). The ratio of the volume of fluid in the tank to the
volumetric flow rate of the exit stream determines the residence time. Recall that in an ideal system of
this type, operating at steady state, concentrations in the vessel are uniform and equal to those in the exit
stream and thus the reaction rate is maintained at a constant value. Conversion of individual reactants
and yield of specific products can be determined simply by multiplying the appropriate rate of interest by
the residence time. With imperfect mixing, fluid elements have a distribution of residence times and the
performance of the reactor is clearly altered.

Analysis of the plug flow reactor system is based on the premise that there is no mixing in the flow
direction and thus no interaction between neighboring fluid elements as they traverse the length of the
reactor. This idealization permits use of the results obtained from the analysis of the batch reactor system.
Each fluid element in the tubular reactor functions as a small batch reactor, undisturbed by its neighboring
elements, and its reaction time is well defined as the ratio of tube length to the volume averaged fluid
velocity. Concentration varies along the length of the reactor (also, rate), and can be simply related to
reaction time. The mathematical analysis and prediction of performance is similar to that for a batch
reactor. This analysis shows that the plug flow configuration yields higher conversions than the backmixed
vessel, given equal residence times and the same processing conditions. However, the plug flow reactor
responds more quickly to system upsets and is more difficult to control.

Most actual reactors deviate from these idealized systems primarily because of nonuniform velocity
profiles, channeling and bypassing of fluids, and the presence of stagnant regions caused by reactor shape
and internal components such as baffles, heat transfer coils, and measurement probes. Disruptions to the
flow path are common when dealing with heterogeneous systems, particularly when solids are present. To
model these actual reactors, various regions are compartmentalized and represented as combinations of
plug flow and backmixed elements. For illustration, a brief discussion of recycle, packed bed, and fluidized
bed reactor systems follows.

Recycle reactors are basically plug flow reactors with a portion of the exit stream recycled to the inlet,
which provides multiple passes through the reactor to increase conversion. It is particularly useful in
biocatalytic reactor designs, in which the use of a packed bed is desired because of physical problems asso-
ciated with contacting and subsequent separation of the phases. The recycle reactor provides an excellent
means to obtain backmixed behavior from a physically configured tubular reactor. Multiple reactors of
various types, combined in series or parallel arrangements, can improve performance and meet other
physical requirements. Contact patterns using multiple entries into a single reactor can emulate these
situations. A system demonstrating this characteristic is a plug flow reactor with uniform side entry.
If these entry points are distributed along the length with no front entry, the system will perform as
a single backmixed system. The significance is that backmixed behavior is obtained without continual
stirring or the use of recycle pumps. Furthermore, if these side entry points are limited to only a por-
tion of the reactor length, then the system functions as backmixed reactors in series with plug flow
reactors.

Special consideration needs to be given to heterogeneous reactors, in which interaction of the phases
is required for the reactions to proceed. In these situations, the rate of reaction may not be the deciding
factor in the reactor design. The rate of transport of reactants and products from one phase to another
can limit the rate at which products are obtained. For example, if reactants cannot get to the surface of a
solid catalyst faster than they would react at the surface, then the overall (observed) rate of the process is
controlled by this mass transfer step. To improve the rate, the mass transfer must be increased. It would be
useless to make changes that would affect only the surface reaction rate. Furthermore, if products do not
leave the surface rapidly, they may block reaction sites and thus limit the overall rate. Efficient contacting
patterns need to be utilized. Hence, fluidized bed reactors (two-phase backmixed emulator), trickle-bed
systems (three-phase packed bed emulator), and slurry reactors (three-phase backmixed emulator) have
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evolved as important bioreactors. They are readily simulated, designed, scaled up, and modified to meet
specific contacting demands in cell and tissue culture systems [Shuler and Kargi, 2001].

Flow reactors of all shapes, sizes, and uses are encountered in all phases of life. Examples of interest
to bioengineers include: the pharmaceutical industry, to produce aspirin, penicillin, and other drugs;
the biomass processing industry, to produce alcohol, enzymes and other specialty proteins, and value
added products; and the biotechnologically important tissue and cell culture systems. The type of reactor
used depends on the specific application and on the scale desired. The choice is based on a number of
factors. The primary ones are the reaction rate (or other rate-limiting process), the product distribution
specifications, and the catalyst or other material characteristics, such as chemical and physical stability.

Using living systems require more thorough discussions because, in these systems, the solid phase
may change its dimensions as the reaction proceeds. Particles that increase in size, such as growing cell
clusters, can fall out of the reaction zone and alter flow patterns within the vessel. This occurs when
gravity overcomes fluid buoyancy and drag forces. In some instances, this biomass growth is the desired
product; however, the substances produced by reactions catalyzed by the cellular enzymes are usually the
desired products. By reproducing themselves, these cells provide more enzymes and thus productivity
increases are possible. Note, however, that there are both advantages and disadvantages to using these
whole cell systems versus the enzymes directly. The cell membrane can be a resistance for transport; the
consumption of reactant as a nutrient for cell processes reduces the efficiency of raw material usage; and
special precautions must be taken to maintain a healthy environment and thus productivity [Freshney,
2000; Lewis and Colton, 2004]. The payoff, however, is that the enzymes within their natural environment
are generally more active and safer from poisons or other factors that could reduce their effectiveness.
Interesting examples are microbial fermentation processes, as discussed earlier. Backmixed flow reactors
are used in these applications. They are best suited to maintain the cell line at a particular stage in
its life cycle to obtain the desired results. The uniform and constant environment provided for the cells
minimizes the adjustments that they need to make concerning nutrient changes, metabolic wastes, and
so forth, such that production can proceed at a constant rate. The term “chemostat” is used when referring
to backmixed reactors used in biotechnology applications. These are typically tank type systems with
mechanical agitation. All the reactor types discussed earlier, however, are applicable. Recall that mixed
flow characteristics can be obtained in tubular reactors if recycle or side entry or both is employed. Thus,
air lift systems using a vertical column with recycle and side entry ports is a popular design.

The design, analysis, and simulation of reactors thus becomes an integral part of the bioengineering
profession. The study of chemical kinetics, particularly when coupled with complex physical phenomena,
such as the transport of heat, mass, and momentum, is required to determine or predict reactor perform-
ance. It thus becomes imperative to uncouple and unmask the fundamental phenomenological events in
reactors and to subsequently incorporate them in a concerted manner to meet the objectives of specific
applications. This need further emphasizes the role played by the physical aspects of reactor behavior in
the stability and controllability of the entire process. The following chapters in this section demonstrate
the importance of all the concepts presented in this introduction.
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Humans have always been fascinated by the phenomenological events, both biological and physical in
nature, that are revealed to us by our environment. Our innate curiosity drives us to study these obser-
vations and understand the fundamental basis of the mechanisms involved. Practical outcomes are the
development of predictive capabilities of occurrence and the control of these events and their subsequent
consequences; our safety and comfort being major incentives. Furthermore, we wish to design processes
that mimic the beneficial aspects associated with their natural counterparts. Experience has taught us
that these natural processes are complex and durable and that adaptability with multifunctionality is a
must for biological systems to survive. Evolution, aiding these living systems to adapt to new environ-
mental challenges, occurs at the molecular scale. Our need to be molecular scientists and engineers is
thus apparent. Knowledge of the molecular building blocks used in the architectural configurations of
both living and nonliving systems, along with an understanding of their design and the processes used
for implementation, is essential for control and utilization. The ability to mimic demonstrates a suffi-
cient knowledge base to design systems requiring controlled functionality. To perfect this approach, a
series of sensor/reporter systems must be available. A particularly attractive feature of living systems is
their unique ability to diagnose and repair localized damages through a continuously distributed sensor
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network with inter- and intracellular communication capabilities. Mimicry of these networks is an integral
component of many emerging research thrust areas, in particular, tissue engineering. Significant emphasis
has been toward the development of intelligent membranes, specifically using sensor/reporter technology.
A successful approach has been to couple transformation and separation technologies with detection and
control systems.

The concept of intelligent barriers and substrates, such as membranes, arises from the coupling of
this sensor/reporter technology with controlled chemistry and reaction engineering, selective transport
phenomena, and innovative systems design. Engineered membrane mimetics are required to respond
and adapt to environmental stresses, whether intentionally imposed or stochastic in nature. These intelli-
gent membranes may take the form of polymeric films, composite materials, ceramics, supported liquid
membranes, or as laminates. Their important feature is specific chemical functionality, engineered to
provide selective transport, structural integrity, controlled stability and release, and sensor/reporter cap-
abilities. Applications as active transport and electron transfer chain mimics and their use in studying
the consequences of environmental stresses on enzymatic functions create valuable insights into cellular
mechanisms.

Advanced materials, designed through knowledge gained from analysis of biological systems, have been
instrumental in the progression and success of many tissue engineering applications. Their biocompatib-
ility, multifunctionality, and physio-chemical properties are essential attributes. When incorporated with
living cells, for example in organ/tissue constructs, integrated systems biology behavioral mimicry can be
accomplished. This is particularly useful for drug efficacy and toxicity screening tests and thus minimizing
the use of animals for these studies. For example, having an effective blood brain barrier mimetic, a real-
istic blood substitute, and cell culture analogs for the various organs needed for a useful animal surrogate
system promotes more rapid development of therapeutic drugs. These biomimetic studies influence all
phases, that is, the design, development, and delivery characteristics, of this effort. The design, applicabil-
ity, and performance of these systems are briefly discussed in subsequent paragraphs in this chapter and
in greater depth in other locations throughout this handbook.

4.1 Concepts of Biomimicry

Discoveries that have emerged from a wide spectrum of disciplines, ranging from biotechnology and genet-
ics to polymer and molecular engineering, are extending the design and manufacturing possibilities for
mimetic systems that were once incomprehensible. Understanding of the fundamental concepts inherent
in natural processes has led to a broad spectrum of new processes and materials modeled on these systems
[Srinivasan et al., 1991]. Natural processes, such as active transport systems functioning in living systems,
have been successfully mimicked and useful applications in other fields, such as pollution prevention, have
been demonstrated [Thoresen and Fisher, 1995]. Understanding the mechanisms at the molecular level,
which living systems utilize, is needed before success at the macroscale can be assured. Multifunctionality,
hierarchical organization, adaptability, reliability, self-regulation, and reparability are the key elements that
living systems rely upon and that we must mimic to develop “intelligent systems.” Successes to date have
been based on the use of techniques associated with research advances made in areas such as molecular
engineering of thin films and nanocapsules, neural networks, reporter/sensor technology, morphology and
properties developments in polymer blends, transport phenomena in stationary and reacting flow systems,
cell culture and immobilization technologies, controlled release and stability mechanisms for therapeutic
agents, and environmental stress analyses. A few examples in the bioengineering field are molecular design
of supported liquid membranes to mimic active transport of ions, noninvasive sensors to monitor in vivo
glucose concentrations, detection of microbial contamination by bioluminescence, immunomagnetic
capture of pathogens, improved encapsulation systems, carrier molecules for targeting, imaging and con-
trolled release of pharmaceutics, in situ regeneration of coenzymes electrochemically, and measurement of
transport and failure mechanisms in “smart” composites. All these successes were accomplished through
interdisciplinary approaches, essentially using three major impact themes: Morphology and Properties
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Development; Molecular Engineering of Thin Films and Nanocapsules; and Biotechnology, Bioreaction
Engineering, and Systems Development.

4.1.1 Morphology and Properties Development

Polymer blends are a major focus of this research area [Weiss et al., 1995]. Technology, however, has
outpaced a detailed understanding of many facets of this science, which impedes the development and
application of new materials. The purpose of this research is to develop the fundamental science that
influences the phase behavior, phase architecture, and morphology and interfacial properties of poly-
mer blends. The main medical areas where polymers and composites (polymeric) have found wide use
are artificial organs, the cardiovascular system, orthopedics, dental sciences, ophthalmology, and drug
delivery systems. Success has been related to the wide range of mechanical properties, transformation
processes (shape possibilities), and low production costs. The limitation has been their interaction with
living tissue. To overcome the biological deficiencies of synthetic polymers and enhance mechanical char-
acteristics, a class of bioartificial polymeric materials has been introduced based on blends, composites,
and interpenetrating polymer networks of both synthetic and biological polymers. Preparations from
biopolymers such as fibrin, collagen, and hyaluronic acid with synthetic polymers such as polyurethane,
poly(acrylic acid), and poly(vinyl alcohol) are available [Giusti et al., 1993; Luo and Prestwich, 2001].

4.1.2 Molecular Engineering of Thin Films and Nanocapsules

The focus in the thin film research impact area is to develop a fundamental understanding of how
morphology can be controlled in (1) organic thin film composites prepared by Langmuir-Blodgett (LB)
monolayer and multilayer techniques and (2) the molecular design of membrane systems using ionomers
and selected supported liquids. Controlled structures of this nature will find immediate application in
several aspects of smart materials development, particularly in microsensors.

The ability to form nano-sized particles and emulsions that encapsulate active ingredients is an essential
skill applicable to many facets of the engineering biosciences. Nanotechnologies have a major impact on
drug delivery, molecular targeting, medical imaging, biosensor development, and in the cosmetic, personal
care products, and nutraceutics industries, to mention only a few. New techniques utilize high shear fields
to obtain particle sizes in the range 50 to 100 nm; about the size of the turbulent eddies developed. Stable
emulsions can be formed with conventional mixing equipment where high shear elongation flow fields are
generated near the tip of high-speed blades, but only in the range 500 nm and larger. High shear stresses
can also be generated by forcing the components of the microemulsion to flow through a microporous
material. The resultant solution contains average particle sizes as small as 50 nm. Units that incorporate jet
impingement on a solid surface or with another jet also perform in this size range. Molecular self-assembly
systems using novel biocompatible synthetic polymer compounds are also under development. These have
been used successfully to encapsulate chemotherapeutic drugs and perflourocarbons (PFC) [Kumar et al.,
2004]. The high oxygen solubility of PFC’s makes them attractive as blood surrogates and also as additives
in immunoisolation tissue encapsulation systems to enhance gas transport. Using nanoencapsulation
techniques, these compounds can be dispersed throughout microencapsulating matrices and in tissue
extracellular matrix scaffold systems.

Surfaces, interfaces, and microstructures play an important role in many research frontiers. Explora
tion of structural property relationships at the atomic and molecular level, investigating elementary chem-
ical and physical transformations occurring at phase boundaries, applying modern theoretical methods
for predicting chemical dynamics at surfaces, and integration of this knowledge into models that can
be used in process design and evaluation are within the realm of surface and interfacial engineering.
The control of surface functionality by proper selection of the composition of the LB films and the
self-assembling (amphiphatic) molecular systems can mimic many functions of a biologically active
membrane. An informative comparison is that between inverted erythrocyte ghosts [Dinno et al., 1991;
Matthews et al., 1993] and their synthetic mimics when environmental stresses are imposed on both
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systems. These model systems can assist in mechanistic studies to understand the functional alterations
that result from ultrasound, EM fields, and UV radiation. The behavior of carrier molecules and receptor
site functionality must be mimicked properly along with simulating disturbances in the Proton Motive
Force of viable cells. Use of ion/electron transport ionomers in membrane-catalyst preparations is bene-
ficial for programs such as electroenzymatic synthesis and metabolic pathway emulation [Fisher et al.,
2000; Chen et al., 2004]. Development of new membranes used in artificial organs and advances in micelle
reaction systems have resulted from these efforts.

4.1.3 Biotechnology, Bioreaction Engineering, and Systems Development

Focus for this research area is on (1) sensor/receptor reporter systems and detection methods; (2) transport
processes in biological and synthetic membranes; (3) biomedical and bioconversion process development;
and (4) smart film/intelligent barrier systems. These topics require coupling with the previously discussed
areas and the use of biochemical reaction engineering techniques. Included in all of these areas is the
concept of metabolic engineering — the modification of the metabolism of organisms to produce useful
products. Extensive research in bioconversion processes is currently being directed to producing important
pharmaceutics. Expanded efforts are also needed in the field of cell and tissue engineering, that is, the
manipulation or reconstruction of cell and tissue function using molecular approaches.

4.2 Biomimicry and Tissue Engineering

Before we can develop useful ex vivo and in vitro systems for the numerous applications in tissue engineer-
ing, we must have an appreciation of cellular function in vivo. Knowledge of the tissue microenvironment
and communication with other organs is essential. The key questions that must therefore be addressed in
the realm of tissue engineering thus are, how can tissue function be built, reconstructed, and modified?
To answer these we develop a standard approach based on the following axioms [Palsson, 2000] (1) in
organogenesis and wound healing, proper cellular communications, with respect to each others activities,
are of paramount concern since a systematic and regulated response is required from all participating cells;
(2) the function of fully formed organs is strongly dependent on the coordinated function of multiple cell
types with tissue function based on multicellular aggregates; (3) the functionality of an individual cell is
strongly affected by its microenvironment (within 100 wm of the cell, i.e., the characteristic length scale);
(4) this microenvironment is further characterized by (i) neighboring cells, that is, cell-cell contact and
presence of molecular signals (soluble growth factors, signal transduction, trafficking, etc.), (ii) transport
processes and physical interactions with the extracellular matrix (ECM), and (iii) the local geometry, in
particular its effects on microcirculation. The importance of the microcirculation is that it connects all
microenvironments to the whole body environment. Most metabolically active cells in the body are loc-
ated within a few hundred micrometers from a capillary. This high degree of vascularization is necessary
to provide the perfusion environment that connects every cell to a source and sink for respiratory gases, a
source of nutrients from the small intestine, the hormones from the pancreas, liver, and glandular system,
clearance of waste products via the kidneys and liver, delivery of immune system respondents and so
forth. The engineering of these functions ex vivo is the domain of bioreactor design, a topic discussed
briefly in the introduction to this section and elsewhere in this handbook. These cell culture devices
must appropriately simulate and provide these macroenvironmental functions while respecting the need
for the formation of microenvironments. Consequently, they must possess perfusion characteristics that
allow for uniformity down to the 100 ;zm length scale. These are stringent design requirements that must
be addressed with a high priority to properly account for the role of neighboring cells, the extracellular
matrix, cyto-/chemokine and hormone trafficking, geometry, the dynamics of respiration, and transport
of nutrients and metabolic by-products for each tissue system considered. These dynamic, chemical, and
geometric variables must be duplicated as accurately as possible to achieve proper mimicry. Since this is
a difficult task, a significant portion of another chapter in this section is devoted to developing methods
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to describe the microenvironment. Using the tools discussed there, we can develop systems to control
microenvironments for in vivo, ex vivo, or in vitro applications.

The approach taken here to achieve the desired microenvironments is through use of novel mem-
brane systems. They are designed to possess unique features for the specific application of interest and in
many cases to exhibit stimulant/response characteristics. These so-called intelligent or smart membranes
are the result of biomimicry, that is, having biomimetic features. Through functionalized membranes,
typically in concerted assemblies, these systems respond to external stresses (chemical and physical in
nature) to eliminate the threat either by altering stress characteristics or by modifying and protecting
the cell/tissue microenvironment. An example is a microencapsulation motif for beta cell islet clusters
to perform as pancreas. This system uses multiple membrane materials, each with its unique charac-
teristics and performance requirements, coupled with nanospheres dispersed throughout the matrix,
which contain additional materials for enhanced transport and barrier properties and respond to specific
stimuli.

The communication of every cell with its immediate environment and other tissues is a key requisite
for successful tissue function. This need establishes important spatial-temporal characteristics and a sig-
nificant signaling/information processing network [Lauffenburger and Linderman, 1993]. Understanding
this network and the information it contains is what the tissue engineer wishes to express and manage.
For example, to stimulate the beginning of a specific cellular process appropriate signals to the nucleus are
delivered at the cell membrane and transmitted through the cytoplasm by a variety of signal transduction
mechanisms. Some signals are delivered by soluble growth factors that may originate from the circulating
blood or from neighboring cells. The signal networking process is initiated after these molecules bind
to selective receptors. The microenvironment is also characterized by cellular composition, the ECM,
molecular dynamics (nutrients, metabolic waste products, and respiratory gases traffic in and out of
the microenvironment in a highly dynamic manner), and local geometry (size scale of approximately
100 wm). Each of these can also provide the cell with important signals (dependent upon a characteristic
time and length scale) to initiate specific cell functions for the tissue system to perform in a coordinated
manner. If this arrangement is disrupted, cells that are unable to provide tissue function are obtained.
Further discussions on this topic are presented in other chapters in this handbook devoted to cellular
communications.

4.2.1 Integrated Systems

The interactions brought about by communications between tissue microenvironments and the whole
body system, via the vascular network, provide a basis for the Systems Biology approach taken to under-
stand the performance differences observed in vivo vs. in vitro. The response of one tissue system to
changes in another (due to signals generated, such as metabolic products or hormones) must be properly
mimicked by coupling individual cell culture analog (CCA) systems through a series of microbioreactors
if whole body in vivo responses are to be meaningfully predicted. The need for microscale reactors is
obvious when we consider the limited amount of tissue/cells available for these in vitro studies. This
is particularly true when dealing with the pancreatic system where intact islets must be used (vs. indi-
vidual beta cells) for induced insulin production by glucose stimulation. Their supply is extremely limited
and maintaining viability and functionality is quite complex since the islet clusters in vivo are highly
vascularized and this feature is difficult to maintain in preservation protocols or reproduce in mimetic
systems. Therefore, the time scale for their usefulness is limited. Furthermore, one needs to minimize
the amount of serum used (the communication fluid flowing through and between these biomimetic
reactors), since in many cases, the serum obtained from actual patients must be used for proper mimicry.
An animal surrogate system, primarily for drug toxicity studies, is currently being developed using this
CCA concept [Shuler et al., 1996; also see Shuler et al., Chapter 8]. A general CCA system is one of three
topics selected to illustrate these system interaction concepts in the following subsections. Another is
associated with use of compartmental analysis in understanding the distribution and fate of molecular
species, particularly pharmaceutics, and the third is the need for facilitated transport across the blood
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brain barrier, due to its complexities, when these species are introduced into the whole body by systemic
administration.

Compartmental analysis and modeling was first formalized in the context of isotropic tracer kinetics
to determine distribution parameters for fluid-borne species in both living and inert systems; particularly
useful for determining flow patterns in reactors and tissue uptake parameters [Fisher, 2000]. Over time
it has evolved and grown as a formal body of theory [Cobelli et al., 1979]. Models developed using
compartmental analysis techniques are a class of dynamic, that is, differential equation, models derived
from mass balance considerations. These compartmental models are widely used for quantitative analysis
of the kinetics of “materials” in physiologic systems. These materials can be either exogenous, such as a
drug or a tracer, or endogenous, such as a reactant (substrate) or a hormone. Kinetics include processes
such as production, distribution, transport, utilization, and substrate—hormone control interactions.

4.2.2 Blood Brain Barrier

Many drugs, particularly water-soluble or high molecular weight compounds, do not enter the brain
following traditional systemic administration methods because their permeation rate through blood
capillaries is very slow. This blood brain barrier (BBB) severely limits the number of drugs that are
candidates for treating brain disease. New strategies for increasing the permeability of brain capillaries to
drugs are constantly being tested and are discussed elsewhere (see Saltzman; Chapter 11). A seemingly
effective technique, of particular interest for this section is to utilize specific nutrient transport systems
in brain capillaries to facilitate drug transport. For example, certain metabolic precursors are transported
across endothelial cells by the neutral amino acid transport system and therefore, analog compounds could
be used as both chaperones and targeting species. Also, direct delivery into the brain tissue by infusion,
implantation of a drug releasing matrix, and transplantation of drug secreting cells are being considered.
These approaches provide sustained drug delivery that can be confined to specific sites, localizing therapy
to a given region. Because they provide a localized and continuous source of active drug molecules, the
total drug dosage can be less than that with systemic administration. Polymeric implants, for controlled
drug release, can also be designed to protect unreleased drug from degradation in the body and to permit
localization of extremely high doses at precisely defined locations in the brain. Infusion systems require
periodic refilling. This usually requires the drug to be stored in a liquid reservoir at body temperature and
therefore many drugs are not suitable for this application since they are not stable under these conditions.

Coupling of these approaches, using nanosphere technologies to entrap the drug (sometimes modified
for enhanced encapsulation stability) along with surface modifications of the spheres for specific targeting,
has a higher probability of success to enhance transport into the brain. Proof of concept experiments can
be conducted using a valid BBB model as an effective biomimetic. An in vitro coculture system composed
of porcine brain capillary endothelial cells (BCEC) with porcine astrocytes is widely accepted as a valid
BBB model. Using standard cell culturing techniques the astrocytes are seeded on the bottom of permeable
membrane filters with BCEC seated on the top. This configuration permits communication between the
two cell lines without disruption of the endothelial cell monolayer. The filters are suspended in a chamber
of fluid such that an upper chamber is formed analogous to the lumen of a brain capillary blood vessel. BBB
permeability is determined from measurement of transendothelial electrical resistance (TEER); a standard
technique that measures the cell layer’s ability to resist passage of a low electrical current. It essentially
represents the passages of small ions and is the most sensitive measure of BBB integrity. The nanospheres
can be used to encapsulate the radioactive labeled drug and tested for their toxicity to the BBB using
TEER and noting if loss of barrier properties are observed. Inulin (5200 Da) is used as a marker species
to represent potential pharmaceutical drug candidates and when used without nanosphere encapsulation
provides a reasonable control. For example, its transport across the BBB is quite slow; <2% after 4 h of
exposure. In proof of concept experiments, for the same time period and drug concentrations, more than
16% of the Inulin within nanospheres crossed the BBB [Kumar et al., 2004]. Although mechanistic details
are lacking, this greater than eightfold increase in rate represents a dramatic increase and supports the
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premise that nanosphere encapsulation can facilitate drug delivery across the BBB and further illustrates
the usefulness of this BBB biomimetic system.

4.2.3 Vascular System

Nutrient supply and gas exchange can become limiting in high cell density situation, as in tissue emulation
in vitro, due to lack of an effective vasculature mimetic system to provide in vivo perfusion conditions.
Many different system configurations/designs have been considered to overcome these deficiencies, such
as cellulose and gel-foam sponge matrix materials, filter-well inserts, and mimetic membranes in novel
bioreactor systems [Freshney, 2000]. Of particular interest here is the use of synthetic polymer capillary
fibers (hollow fibers) in perfusion chambers where they can support cell growth on their outer surfaces
and are gas and nutrient permeable. Medium, saturated with 5% CO, in air, is pumped through the lumen
of the capillary fibers (in a bundle configuration) and cells attached and growing on the outer surface
of the fibers, fed by diffusion from the perfusate, can reach tissue-like cell densities. Different polymers
and ultrafiltration properties provide molecular cutoffs at 10 to 100 kDa, regulating macromolecule
diffusion. It is now possible for the cells to behave as they would in vivo. For example, in such cultures,
choriocarcinoma cells release more human chorionic gonadotrophin than they would in conventional
monolayer culture and colonic carcinoma cells produce elevated levels of carcinoembryonic antigen
(CEA) [Freshney, 2000]. Unfortunately, sampling cells and determining cell density are difficult from
these commercially available chambers. New configurations are presently being designed and tested to
overcome these limitations and are discussed in the chapter on microenvironment control (in this section
of the handbook).

4.2.4 Implants

The transport of mass to and within a tissue is determined primarily by convection and diffusion processes
that occur throughout the whole body system. The design of systems, for example, in cellular therapy,
must consider methods to promote this integrated process and not just deal with the transport issues of
the devise itself. An encapsulated tissue system implant must develop an enhanced localized vasculature.
This may be accomplished by (1) recruiting vessels from the preexisting network of the host vasculature
and (2) stimulating new vessel growth resulting from an angiogenic response of host vessels to the
implant [Jain, 1994; Peattie et al., 2004]. Therefore, when considering implantation of encapsulated
tissue/cells it would be prudent to design the implant to have this biomimetic characteristic, namely, to
elicit an angiogenic response from a component of and in the matrix itself. For example, it is known
that hyaluronic hydrogels can be synthesized to be biodegradable and that these degradation products
stimulate microvessel growth. Also, any biocompatible matrix could be loaded with cytokines that would
diffuse out on their own and be released via degradation mechanisms. A resent study [Peattie et al., 2004]
demonstrated these facts and identified synergistic behaviors. In summary, cross-linked hyaluronic acid
(HA) hydrogels were evaluated for their ability to elicit new microvessel growth in vivo when loaded
with one of two cytokines, vascular endothelial growth factor (VEGF) or basic fibroblast growth factor
(bFGF). HA film samples were surgically implanted in the ear pinnas of mice, and the ears retrieved 7 or
14 days post-implantation. Histologic analysis showed that all groups receiving an implant demonstrated
significantly more microvessel density than control ears undergoing surgery but receiving no implant.
Moreover, aqueous administration of either growth factor produced substantially more vessel growth than
an HA implant with no cytokine. However, the most striking result obtained was a dramatic synergistic
interaction between HA and VEGE. New vessel growth was quantified by a metric developed during that
study; thatis, a dimensionless neovascularization index (NI). This index is defined to represent the number
of additional vessels present postimplant in a treatment group, minus the additional number due to the
surgical procedure alone, normalized by the contralateral count. Presentation of VEGF in cross-linked HA
generated vessel density of NI = 6.7 at day 14. This was more than twice the effect of the sum of HA alone
(NI = 1.8) plus VEGF alone (NI = 1.3). This was twice the vessel density generated by coaddition of HA
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and bFGF (NI = 3.4). New therapeutic approaches for numerous pathologies could be notably enhanced
by this localized, synergistic angiogenic response produced by release of VEGF from cross-linked HA
films.

4.3 Biomimetic Membranes for Ion Transport

Cells must take nutrients from their extracellular environment to grow and maintain metabolic activity.
The selectivity and rate that these molecular species enter can be important in regulatory processes. The
mechanisms involved depend upon the size of the molecules to be transported across the cell membrane.
These biological membranes consist of a continuous double layer of lipid molecules in which various
membrane proteins are imbedded. Individual lipid molecules are able to diffuse rapidly within their own
monolayer; however, they rarely “flip-flop” spontaneously between these two monolayers. These molecules
are amphoteric and assemble spontaneously into bilayers when placed in water. Sealed compartments are
thus formed, which reseal if torn.

The topic of membrane transport is discussed in detail in many texts [Lehninger, 1988; Alberts et al.,
1989]. The following discussion is limited to membrane transport of small molecules, hence excluding
macromolecules such as polypeptides, polysaccharides, and polynucleotides. The lipid bilayer is a highly
impermeable barrier to most polar molecules and thus prevents the loss of the water soluble contents of
the cell interior. Consequently, cells have developed special means to transport these species across their
membranes. Specialized transmembrane proteins accomplish this, each responsible for the transfer of a
specific molecule or group of closely related molecules. The mechanism can be either energy independent,
as in passive and facilitated diffusion, or energy dependent, as in active transport and group translocation.

In passive diffusion, molecules are transported with (or “down”) a concentration gradient that is ther-
modynamically favorable and can occur spontaneously. Facilitated diffusion utilizes a carrier molecule,
imbedded in the membrane, that can combine specifically and reversibly with the molecule to be trans-
ported. This carrier protein undergoes conformational changes when the target molecule binds and again
when it releases that molecule on the transverse side of the membrane. This binding is dependent on favor-
able thermodynamics related to the concentration of free vs. bound species. An equilibrium is established,
as in a Langmuir isotherm, on both sides of the membrane. Thus, the rate of transport is proportional
to concentration differences maintained on each side of the membrane and the direction of flow is down
this gradient. Active transport is similar to facilitated transport in that a carrier protein is necessary;
however, it occurs against (up) a concentration gradient, which is thermodynamically unfavorable and
thus requires energy. Group translocation requires chemical modification of the substance during the
process of transport. This conversion process traps the molecule on a specific side of the membrane due
to its asymmetric nature and the essential irreversibility of the transformation. These complexities lead to
difficulties in mimicry; thus, research in this area is slow in developing.

Several energy sources are possible for active transport, including electrostatic or pH gradients of the
proton motive force (PMF), secondary gradients derived from the PMF by other active transport systems,
and by the hydrolysis of ATP. The development of these ion gradients enables the cell to store potential
energy in the form of these gradients.

It is essential to realize that simple synthetic lipid bilayers, that is, protein-free, can mimic only passive
diffusion processes since they are impermeable to ions but freely permeable to water. Thermodynamically,
virtually any molecule should diffuse across a protein-free, synthetic lipid bilayer down its concentration
gradient. However, it is the rate of diffusion that is of concern, which is highly dependent upon the size of
the molecule and its relative solubility in oil (i.e., the hydrophobic interior of the bilayer). Consequently,
small nonpolar molecules such as O, readily diffuse. If small enough, uncharged polar molecules such
as CO,, ethanol, and urea can diffuse rapidly, whereas glycerol is more difficult and glucose is essentially
excluded. Water, because it has such a small volume and is uncharged, diffuses rapidly even though it
is polar and relatively insoluble in the hydrophobic phase of the bilayer. Charged particles, on the other
hand, no matter how small, such as Na* and K, are essentially excluded. This is due to the charge and
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the high degree of hydration preventing them from entering the hydrocarbon phase. Quantitatively, water
permeates the bilayer at a rate 103 faster than urea, 10 faster than glucose, and 10 faster than small ions
such as K. Thus, only nonpolar molecules and small uncharged polar molecules can cross the cellular lipid
membrane directly by simple (passive) diffusion; others require specific membrane transport proteins, as
either carriers or channels. Synthetic membranes can be designed for specific biomedical applications that
can mimic the transport processes discussed earlier [Michaels, 1988]. Membrane selectivity and transport
are enhanced with the aid of highly selective complexing agents, impregnated as either fixed site or mobile
carriers. To use these membranes to their full potential, the mechanism of this diffusion needs to be
thoroughly understood.

4.3.1 Active Transport Biomimetics

Extensive theoretical and experimental work has previously been reported for supported liquid mem-
brane systems (SLMS) as effective mimics of active transport of ions [Cussler et al., 1989; Kalachev et al.,
1992; Thoresen and Fisher, 1995; Stockton and Fisher, 1998]. This was successfully demonstrated using
di-(2 ethyl hexyl)-phosphoric acid as the mobile carrier dissolved in n-dodecane, supported in various
inert hydrophobic microporous matrices (e.g., polypropylene), with copper and nickel ions as the trans-
ported species. The results showed that a pH differential between the aqueous feed and strip streams,
separated by the SLMS, mimics the PMF required for the active transport process that occurred. The
model for transport in an SLMS is represented by a five-step resistance-in-series approach, as follows
(1) diffusion of the ion through a hydrodynamic boundary layer; (2) desolvation of the ion, where it
expels the water molecules in its coordination sphere and enters the organic phase via ion exchange with
the mobile carrier at the feed/membrane interface; (3) diffusion of the ion-carrier complex across the
SLMS to the strip/membrane interface; (4) solvation of the ion as it enters the aqueous strip solution via
ion exchange; and (5) transport of the ion through the hydrodynamic boundary layer to the bulk stripping
solution. A local Peclet number is used to characterize the hydrodynamics and the mass transfer occurring
at the fluid/SLMS interface. The SLMS itself is modeled as a heterogeneous surface with mass transfer and
reaction occurring only at active sites; in this case, the transverse pores. Long-term stability and toxicity
problems limit their application, as configured above, in the biomedical arena. Use in combination with
fixed site carrier membranes as entrapping barriers has great potential and is an active research area. Some
success has been obtained using (1) reticulated vitreous carbon as the support matrix and Nafion, for the
thin film “active barrier”; and (2) an ethylene-acrylic acid ionomer, utilizing the carboxylic acid groups
as the fixed site carriers. The most probable design for biomedical applications appears to be a laminate
composite system that incorporates less toxic SLMSs and highly selective molecularly engineered thin film
entrapping membranes. Use of fixed site carrier membranes in these innovative designs requires know-
ledge of transport characteristics. Cussler et al. [1989] have theoretically predicted a jumping mechanism
for these systems. Kalachev et al. [1992] have shown that this mechanism can also occur in an SLMS at
certain carrier concentrations. This mechanism allows for more efficient transport than common facil-
itated diffusion. Stability over time and a larger range of carrier concentrations where jumping occurs
make fixed-carrier membranes attractive for biomedical applications. A brief discussion of these jumping
mechanisms follows.

4.3.2 Mechanism for Facilitated Diffusion in Fixed-Carrier Membranes

A theory for the mechanism of diffusion through a membrane using a fixed carrier covalently bound to the
solid matrix, was developed previously [Cussler et al., 1989]. The concept is that the solute molecule jumps
from one carrier to the next in sequence. Facilitated diffusion can occur only if these “chained” carriers
are reasonably close to each other and have some limited mobility. The advantages of using a chained
carrier in a solid matrix vs. a mobile carrier in a liquid membrane are that the stability is improved,
there is no potential for solvent loss from the system, and the transport may actually be enhanced. Their
theory is compared to that for the mobile carriers in the SLMS. For the fixed-carrier (chained) system,
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the assumptions of fast reactions and that they take place only at the interface are also used. The major
difference is that the complex formed cannot diffuse across the membrane since the carrier is covalently
bound to the polymer chain in the membrane. Although the complex does not diffuse in the classical
random walk concept, it can “jiggle” around its equilibrium position. This movement can bring it into
contact range with an uncomplexed carrier also “jiggling,” and result in a reversible interaction typical to
normal receptor/ligand surface motion. It is assumed that no uncomplexed solute can pass through the
membrane; it would be immobilized and taken from the diffusion process. The transport process that is
operable is best explained by viewing the chained-carrier membrane as a lamella structure where each
layer is of thickness L. Every carrier can move a distance X around its neutral position and is a length
L away from its neighbors. Diffusion can occur only over the distance X. Therefore, there is a specific
concentration where a solute flux is first detected, termed percolation threshold, occurring when L = X.
This threshold concentration is estimated as C = 1/L>N,, where C is the average concentration, L is the
distance between carrier molecules, and N, is Avogadro’s number. In summary, the mechanism is that of
intramolecular diffusion; each chained carrier having limited mobility within the membrane. A carrier at
the fluid—-membrane interface reacts with the species to be transported and subsequently comes in contact
with an uncomplexed carrier and reacts with it, repeating this transfer process across the entire width of
the membrane.

4.3.3 Jumping Mechanism in Immobilized Liquid Membranes

Facilitated diffusion was studied in immobilized liquid membranes using a system composed of a micro-
porous nitrocellulose film impregnated with tri-n-octylamine (TOA) in n-decane [Kalachev et al., 1992].
Experiments were monitored by measuring the conductivity of the feed and strip streams. The transport
of ions (cobalt and iron) from an acidic feed (HCI) to a basic strip solution (NH4OH) was accomplished.
Their results suggest that there are three distinct transport regimes operable in the membrane. The first
occurs at short times and exhibits very little ion transport. This initial time is termed the ion penetration
time and is simply the transport time across the membrane. At long times, a rapid increase in indiscrim-
inate transport is observed. At this critical time and beyond, there are stability problems; that is, loss of
solvent from the pores leading to the degradation of the membrane and the formation of channels that
compromise the ion selective nature of the system and its barrier properties.

Recall that their experiments were for a selective transport with (not against) the ion gradient. It is only
in the intermediate time regime that actual facilitated transport occurs. In this second region, experiments
were conducted using a cobalt feed solution for various times and carrier concentrations; all experiments
showed a peak in flux. The velocity of the transported species can be obtained from these results and
the penetration time vs. carrier concentration is available. At the threshold carrier concentration these
researchers claim that the mechanism of transport is by jumping, as proposed earlier, for fixed site carriers.
The carrier molecules are now close enough to participate in a “bucket brigade” transport mechanism.
The carrier molecules use local mobility, made possible by a low viscous solution of n-decane, to oscillate,
passing the transported species from one to another. This motion results in faster transport than common
facilitated transport, which relies on the random walk concept and occurs at lower TOA concentrations.
Itisin thislow concentration region that the carrier molecules are too far apart to participate in the jumping
scheme. At higher concentrations, well above the threshold value, the increased viscosity interferes with
carrier mobility; the jumping is less direct or does not occur because of the increased bonding sites and
hence removal of the species from the transport process.

4.4 Assessing Mass Transfer Resistances in Biomimetic Reactors

4.4.1 Uncoupling Resistances

Characterization of mass transfer limitations in biomimetic reactors is essential when designing and
evaluating their performance. When used in Cell Culture Analog (CCA) systems, the proper mimicry
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of the role of intrinsic kinetics and transport phenomena cannot be overemphasized. Lack of the desired
similitude will negate the credibility of the phenomenological observations as pertaining to toxicity and
pharmaceutical efficacy. The systems must be designed to allow manipulation, and thus control, of
all interfacial events. The majority of material transfer studies for gaseous substrates are based on the
assumption that the primary resistance is at the gas/liquid interface. Studies examining the use of hollow
fiber membranes to enhance gas/liquid transport have been successfully conducted [Grasso et al., 1995].
The liquid/cell interfacial resistance is thus uncoupled from that of the gas/liquid interface and they can
now be examined separately to evaluate their potential impacts. A reduction in the mean velocity gradient,
while maintaining a constant substrate flux into the liquid, resulted in a shift in the limiting resistance
from the gas/liquid to the liquid/cell interface. This shift manifested itself as an increase in the Monad
apparent half-saturation constant for the chemoautotrophic methanogenic microbial system selected as
a convenient analog. The result of these studies significantly influences the design and evaluation of
reactors used in the biomedical engineering (BME) research area, especially for the animal surrogate or
CCA systems. Although a reactor can be considered as well mixed based on spatial invariance in cell
density, it was demonstrated that significant mass transfer resistance may remain at the liquid/cellular
boundary layer.

There are three major points to be stressed. First, the liquid/cellular interface may contribute signific-
antly to mass transfer limitations. Second, when mass transfer limitations exist the intrinsic biokinetics
parameters cannot be determined. In biochemical reactor design, intrinsic parameters are essential to
model adequately the system performance. Furthermore, without an understanding of the intrinsic biokin-
etics, one cannot accurately study transport mechanisms across biological membranes. The determination
of passive or active transport across membranes is strongly affected by the extent of the liquid/cellular
interfacial resistance.

4.4.2 Use in Physiologically Based Pharmacokinetics Models and
Cell Culture Analog Systems

The potential toxicity of, and the action of, a pharmaceutical is tested primarily using animal studies.
Since this technique can be problematic from both a scientific and ethical basis [Gura, 1997], alternatives
have been sought. In vitro methods using isolated cells [Del Raso, 1993] are inexpensive, quick, and
generally present no ethical issues. However, the use of isolated cell cultures does not fully represent the
full range of biochemical activity as in the whole organism. Tissue slices and engineered tissues have also
been studied but not without their inherent problems, such as the lack of interchange of metabolites
among organs and the time dependent exposure within the animal. An alternative to both in vitro and
animal studies is the use of computer models based on physiologically based pharmacokinetics (PBPK)
models [Connolly and Anderson, 1991]. These models mimic the integrated, multi-compartment nature
of animals and thus can predict the time-dependent changes in blood and tissue concentrations of the
parent chemical and its metabolites. The obvious limitations lie in that a response is based on assumed
mechanisms; therefore, secondary and “unexpected” effects are not included. Furthermore, parameter
estimation is difficult. Consequently, the need for animal surrogates or CCA systems is created. The
pioneering work of M. L. Shuler’s group at Cornell University [Sweeney et al., 1995; Shuler et al., 1996; Mufti
and Shuler, 1998; also a chapter in this section of the handbook) and many others has led to the following
approach.

These CCA systems are physical representations of the PBPK structure where cells or engineered tissues
are used in organ compartments. The fluid medium that circulates between compartments acts as a “blood
surrogate.” Small scale bioreactors housing the appropriate cell types are the physical compartments that
represent organs or tissues. This concept combines attributes of PBPK and in vitro systems. Furthermore,
it is an integrated system that can mimic dose-release kinetics, conversion into specific metabolites from
each organ, and the interchange of these metabolites between compartments. Since the CCA system
permits dose-exposure scenarios that can replicate those of animal studies, it works in conjunction with a
PBPK as a tool to evaluate and modify proposed mechanisms. Thus, bioreactor design and performance
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evaluation testing is crucial to the success of this animal surrogate concept. Efficient transfer of substrates,
nutrients, stimulants, etc. from the gas phase across all interfaces may be critical for the efficacy of
certain biotransformation processes and in improving blood compatibility of biosensors monitoring the
compartments. Gas/liquid mass transfer theories are well established for microbial processes [Cussler,
1984]. However, biotransformation processes also involve liquid/cellular interfacial transport. In these
bioreactor systems, a gaseous species is transported across two interfaces. Each could be a rate-determining
step and can mask intrinsic kinetics modeling studies associated with cellular growth and substrate
conversion and product formation.

A methanogenic chemoautotrophic process was selected for study because of its relative simplicity and
strong dependence on gaseous nutrient transport, thus establishing a firm quantitative base case [Grasso
et al., 1995]. The primary objective was to compare the effect of fluid hydrodynamics on mass transfer
across the liquid/cellular interface of planktonic cells and the subsequent impact upon growth kinetics.
Standard experimental protocol to measure the gas/liquid resistance was employed [Cussler, 1984; Grasso
et al., 1995]. The determination of the liquid/cellular resistance is more complex. The thickness of the
boundary layer was calculated under various hydrodynamic conditions and combined with molecular
diffusion and mass action kinetics to obtain the transfer resistance. Microbial growth kinetics associated
with these hydrodynamic conditions can also be examined. Since Monad models are commonly applied to
describe chemoautotrophic growth kinetics [Ferry, 1993] the half-saturation constant can be an indicator
of mass transfer limitations. The measured (apparent) value will be greater than the intrinsic value, as
demonstrated in these earlier studies and mentioned previously.

4.5 Electroenzymatic Membrane Reactors as Electron Transfer
Chain Biomimetics

4.5.1 Mimicry of In Vivo Coenzyme Regeneration Processes

In many biosynthesis processes, a coenzyme is required in combination with the base enzymes to function
as high-efficiency catalysts. A regeneration system is needed to repeatedly recycle the coenzyme to reduce
operating costs in continuous in vitro synthesis processes, mimicking the in vivo regenerative process
involving an electron transfer chain system. Multiple reaction sequences are initiated as in metabolic
cycles. NAD(H) is one such coenzyme. Because of its high cost, much effort has focused on improving the
NAD(H) regeneration process [Chenault and Whitesides, 1987], with electrochemical methods receiving
increased attention. The direct regeneration on an electrode has proven to be extremely difficult [Paxinos
et al.,, 1991]. Either acceleration of protonation or inhibition of intermolecular coupling of NAD™ is
required. Redox mediators have permitted the coupling of enzymatic and electrochemical reactions; the
mediator accepts the electrons from the electrode and transfers them to the coenzyme via an enzymatic
reaction, and thus regeneration/recycling of the coenzyme during a biosynthesis reaction can be accom-
plished [Hoogvliet et al., 1988]. The immobilization of mediator and enzyme on electrodes can reduce the
separation procedure, increase the selectivity, and stabilize the enzyme activity [Fry et al., 1994]. Various
viologen mediators and electrodes have been investigated for the NADH system in batch configurations
[Kunugi et al., 1990]. The mechanism and kinetics were investigated by cyclic voltammetry, rotating disk
electrode, and impedance measurement techniques. The performance of electrochemical regeneration of
NADH on an enzyme immobilized electrode for the biosynthesis of lactate in a packed bed flow reactor
[Fisher et al., 2000; Chen et al., 2004] is selected as a model system to illustrate an electron transfer chain
biomimetic.

4.5.2 Electroenzymatic Production of Lactate from Pyruvate

The reaction scheme is composed of a three-reaction sequence: (1) the NADH-dependent enzymatic
(lactate dehydrogenase: LDH) synthesis of lactate from pyruvate; (2) the regeneration of NADH from
NAD™ and enzymatic (lipoamide dehydrogenase: LipDH) reaction with the mediator (methyl viologen);
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and (3) the electrochemical (electrode) reaction. The methyl viologen (MV?1) accepts electrons from the
cathode and donates them to the NAD™ via the LipDH reaction. The regenerated NADH in solution is
converted to NAD™ in the enzymatic (LDH) conversion of pyruvate to lactate. A key feature of this system is
the in situregeneration of the coenzyme NADH. A flow-by porous reactor utilizes the immobilized enzyme
system (LipDH and methyl viologen as a mediator) within the porous graphite cathodes, encapsulated by
a cation exchange membrane (Nafion, 124). The free-flowing fluid contains the pyruvate/lactate reaction
mixture, the LDH, and the NADH/NAD™ system. Lactate yields up to 70% have been obtained when
the reactor system was operated in a semi-batch (i.e., recirculation) mode for 24 h, as compared to only
50% when operated in a simple batch mode for 200 h. The multi-pass, dynamic input operating scheme
permitted optimization studies to be conducted on system parameters. This includes concentrations of
all components in the free solution (initial and dynamic input values could be readily adjusted through
recycle conditioning), flow rates, and electrode composition and their transport characteristics. By varying
the flow rates through this membrane reactor system, operating regimes can be identified that determine
the controlling mechanism for process synthesis (i.e., mass transfer vs. kinetics limitations). Procedures
for operational map development are thus established.
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Mass transport and diffusional processes play key roles in biomedical engineering at several levels, both
within the body and in extracorporeal circuits. The roles of mass transfer in tissue function are discussed
in Chapter 115 (Lightfoot and Duca), and here we will concentrate on external processes and design of
therapeutic regimens. Moreover, we will depend heavily upon major references [Bird et al., 1960; Ho and
Sirkar, 1992; Noble and Stern, 1995; Lightfoot and Lightfoot, 1997; Schmidt-Nielsen, 1997; Welling, 1997;
Bassingthwaighte et al., 1998] and seek understanding rather than detailed descriptions.

All mass transport processes, which can be defined as the technology for moving one species in a
mixture relative to another, depend ultimately upon diffusion as the basis for the desired selective motion.
Diffusion takes many forms, and a general description is provided in Table 115.7 of Chapter 115 of previous
edition. However, a great deal of information can often be obtained by carefully written statements of
simple constraints, and that of conservation of mass is the most useful for our purposes. We shall begin
with examples where this suffices and show how one can determine the validity of such a simple approach.
We then proceed to situations where more detailed analysis is needed.

5.1 Applications of Allometry

Much of biomedical engineering requires transferring information obtained from animal experiments to
humans, and here interspecies similarities have proven quite useful. Many properties of living systems

5-1
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5-2 Tissue Engineering and Artificial Organs

scale simply with body mass according to the simple allometric equation [Schmidt-Nielsen, 1997]:
P=aM’ (5.1)

Here P is any property, M is average species mass, and a and b are species independent constants. Among
the most important of such relations is that of basal metabolic rate of warm blooded animals, for which
the total rate of oxygen consumption is given by

Ro, 0t & 3.5M°/4 (5.2)

Here Ro, tot is ml O (STP) consumed per hour, and M is body mass in grams. Other important properties,
for example blood volume per unit mass and decrease of total oxygen content per unit volume of blood on
passing through the arterial system, are invariant: b is zero. It follows that average blood circulation time

Teire X M4 (5.3)

This is an important result because it means that flow limited body processes scale with the 1/4-power of
body mass. Moreover, Tci is the first of the time constants which we shall find to govern most diffusional
processes.

An important application is the prediction of human drug elimination kinetics from animal
experiments. For many it is found that

CV/mO = f(t/Tcirc) (54)

where ¢ is blood concentration of the drug, V is body volume, and my is the initial drug dose. The
function f can be quite complex but, to a first order, it is independent of species [see Dedrick et al., 1970;
also Lightfoot, 1974]. Moreover, V can be calculated from mass assuming a species independent density
close to 1 g/ml. Success of Equation 5.4 requires that drug distribution between blood and body tissues
be independent of drug concentration and that elimination be assumed flow limited. We now ask when
this last assumption can be justified.

5.2 Flow Limited Processes

Processes in which diffusion and reaction rates are fast relative to mean solute residence times are said to be
flow limited because change in diffusion or kinetic rates has little effect on the process under investigation.
Although very few biomedically interesting processes are flow limited in this sense at a detailed level of
description, it is often found that the global behavior of a complex system can be so described with little
error. To understand this we look briefly at Figure 5.1a a closed system of constant volume V with a single
inlet and single outlet. Blood or other fluid is flowing through this system at a constant flow rate Q and
with a decaying inlet solute concentration

Gn(t) = coe_t/TBC (5.5)

We now calculate the difference between this inlet concentration and the outlet concentration coy (), for
two quite different situations: plug flow in our system (PF), and perfect mixing (CSTR for continuous
stirred tank reactor). In both cases the mean residence time is T, = V/Q. The results are:

PF: Here, there is just a time delay without other change, so that

t < Tm: Cout — Cin = —coe_t/TBC (5.6a)

t > Tt Cout — Cin = o/ TBC[eTM/TBC _ 1] (5.6b)
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FIGURE5.1 (a) A simple flow system and (b) flow limited approximations.

CSTR: Here the internal concentration is uniform at the outlet level, and

R
Cout — CGn = (ﬁ) [e—r - e—Rr] - e_”; R= TBC/TM (57)

These results are plotted in Figure 5.1b for two time-constant ratios, Tgc/Tm = 1 and Tpc/Tm = 10.
The two flow conditions are seen to produce very different behavior for equal time constants, but these
differences quickly become minor when Ty <« Tpc. More specifically, the effect of our system flow
conditions on the inlet concentration becomes insensitive to these conditions when two criteria are met:

Tm < Tac (5.82)
t = Tops = Tm (5.8b)

Here Tops is the observer time, that is, the time before which there is no interest in the system behavior.
These are the conditions of time constant separation, of great practical importance in all engineering
design calculations. Usually “much less than” can be taken to be less than a third, and vice versa, and one
tenth is almost always sufficient. Thus, using time constant separation to simplify process descriptions is
usually referred to as an order-of-magnitude approximation. Returning to Figure 5.1a we may now write
a macroscopic mass balance [Bird et al., 1960, Ch. 22) of the form

Vdc/dt ~ Q(cm — ¢) + V(R) (5.9)

where ¢ is both average internal and exit concentration, and (R) is the average rate of solute formation by
chemical reaction. Here we have used the CSTR approximation as the simplest to handle mathematically.
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FIGURE 5.2 Modeling hemodialysis.

This expression is valid only under the constraints of Equation 5.8, but these are commonly met in
conditions of medical interest.

The major utility of Equation 5.9 is in the description of networks such as the organ network of the
human body, and applications include transient drug distribution, anaesthesia, and the study of metabolic
processes [Welling, 1997; Bassingthwaighte et al., 1998]. Here an equation similar to Equation 5.8 must be
written for each element of the network, but individual organs can be combined, so long as the resulting
element conforms to Equation 5.8. These processes are often lumped under the heading of pharmacokin-
etics, and a large literature has developed [Welling, 1997]. An example of great economic importance is
hemodialysis for the treatment of end stage kidney disease. Here the body can be approximated by the
simple diagram of Figure 5.2, and the defining equations reduce to

Vrder/dt = Qp(ecg —cr) + G (5.9a)
Vpdeg/dt = —Qp(cg —er) —Cl - cs (5.9b)

Here the subscript B and T refer to the blood and (whole body) tissue respectively; G is the rate of toxin
generation, and Cl is the clearance of the dialyzer. Comparison of prediction with observation is shown
for creatinine in Figure 5.3. Here the parameters of Equation 5.9 were determined for the first day’s
treatment. It may be seen that the pharmacokinetic approximation permits accurate extrapolation for
four additional days.

5.3 Extracorporeal Systems

Next we look at the problem of designing extracorporeal systems, and these can normally be classified
into a small number of categories. We shall consider steady-state membrane separators, chromatographic
devices, and flow reactors.

5.3.1 Membrane Separators

The purpose of these devices is to transfer solute from one flowing steam to another, and there are two
subcategories distinguished by the ratio of transmembrane flow induced (convective) and diffusional
solute. This ratio in turn is defined by a Péclet number,

Pe = (v)/P (5.10)
P = N;/Ac (5.11)
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FIGURE 5.3 Actual creatinine dynamics compared to prediction.

Here (v) is the observable transmembrane solvent velocity, and P is the membrane solute diffusional
permeability. The permeability in turn is defined as the ratio of the molar flux of solute transport,
moles/area-time, to the solute concentration difference causing this transport. The most familiar examples
of low-Pe devices are blood oxygenators and hemodialyzers. High-Pe systems include micro-, ultra-, and
nano-filtration and reverse osmosis. The design and operation of membrane separators is discussed in
some detail in standard references [Ho and Sirkar, 1992; Noble and Stern, 1995], and a summary of useful
predictions is provided in Section 5.4.

Low-Pe devices are by far the simpler. Solute transport in dialyzers is essentially unaffected by the small
amount of transmembrane water flow, and one may therefore use standard design techniques based on
membrane permeabilities, usually supplied by the vendor, and mass transfer coefficients in the adjacent
fluids. Local fluxes can be described by the simple expression

N; = Kc(cip — cie) (5.12)

«

where Nj is the molar flux of the solute “i” across the membrane, moles/area-time, K¢ is the overall mass
transfer coefficient, ¢; is molar solute concentration while the subscripts “b” and “e” refer to blood and
the external fluid, respectively. The overall mass transfer coefficient must be calculated from the two
fluid phase coefficients and membrane permeability. Hemodialysis solutes tend to distribute uniformly

between blood (on a cell-free basis), and one may use the simple approximation
1/Ke = (1/ky) + (1/P) + (1 + ko) (5.13)

Here ki, and k. are the mass transfer coefficients for the blood and external fluid, here dialysate, respectively.
These phase mass transfer coefficients can usually be estimated to an acceptable accuracy from simple
asymptotic formulas [Lightfoot and Lightfoot, 1997]. Examples of the latter are given in Table 5.1. For
unequally distributed solutes, Equation 5.3 must be appropriately modified [Lightfoot and Lightfoot,
1997], and, for blood this can be something of a problem [Popel, 1989].

Equipment performance for dialyzers is normally expressed in terms of clearance

Cl= fc;inQ (5.14)
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TABLE 5.1 Asymptotic Nusselt Numbers for Laminar Duct Flow
(With Fully Developed Velocity Profiles)

Constant wall concentration Constant wall mass flux

Thermal entrance region

Plug flow:
1/2 1/2
N 1 [ vD? / N J7 [ vD? /
u = — | — u = — | —
loc ﬁ Dz loc 2 Dz
Parabolic velocity profile:
5\ 1/3 S\ 1/3
Nuje = ——— (82 Nuy, = L2/3 (8D
loc = 91731 (4/3) \ Bz R YVER W=

Here z is distance in the flow direction and g is the rate of change of velocity with
distance from the wall, evaluated at the wall. Nusselt numbers are local values,
evaluated at z.

Fully developed region
Plug flow: Nuj,. = 5.783 Nujo. = 8
Parabolic flow: Nu = 3.656 Nu = 48/11

«

where f is the fraction of incoming solute “i” removed from the blood, ¢; i, is concentration of solute
“i” in the entering blood, and Q is volumetric blood flow rate. Clearance is a convenient measure as it
is independent of solute concentration, and it is easily determined experimentally. Prediction is useful
for device design, but in operation, clearance is usually determined along with effective blood flow rates
and tissue water volumes from numerical analysis of a test dialysis procedure. The efficiency of blood
oxygenators can be dominated by either membrane permeability or mass transfer in the flowing blood,
and it is complicated by the kinetics and thermodynamics of the oxygen/hemoglobin system. These aspects
are discussed in detail by Popel [1989].

High-Pe devices are dominated by transmembrane water transport, and detailed discussion must be
left to the above cited references. However, it is important to recognize their primary function is to remove
water and undesired solutes while retaining one solute which is desired. Rejection of the desired product
increases toward an asymptote as water flux increases, and one should operate near this asymptote if at
all possible. The relation between water flux and rejection is perhaps best determined experimentally.
However, as water flux increases the rejected solute concentration at the interface between the feed stream
and the membrane also increases. This process, usually known as concentration polarization, typically
produces a significant increase in osmotic pressure which acts to reduce the flow. Polarization is a complex
process, but to a good approximation the trans-membrane water velocity is given by

(v) = In(as/c0) - (ps/po) - © - ke (5.15)

Here ¢ is concentration of the rejected solute, r is solution density, k. is the concentration-based mass
transfer coefficient in the absence of water flux, and the subscripts § and 0 refer to conditions at the
membrane surface and bulk of the fed solution, respectively. The factor ® is a correction for variable
viscosity and diffusivity, approximated at least for some systems by

® = )1 /un'? (5.16)

and (D*) and (1/u*) are the averages of solute diffusivity and reciprocal solution viscosity at the membrane
surface and bulk solution divided by these quantities in the bulk solution. These equations are reasonable
once appreciable polarization has occurred, if rejection is high, and they are a modification of earlier
boundary-layer analyses of Kozinski and Lightfoot [1972]. They are more accurate than the more recent
results made using simple film theory discussed in Ho and Sirkar [1992] and Noble and Stern [1995],
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both in incorporating the coefficient 1.4 and in the corrections for variable diffusivity and viscosity. The
coefficient of 1.4 isa correction to account for boundary-layer compression accompanying transmembrane
flow, not allowed for in film theory. Typical geometry insensitive boundary layer behavior is assumed, and
these equations are not restricted to any given rejected solute or equipment configuration. However, in
order to calculate the pressure drop required to obtain this flow, one must use the expression

Ap=m+v/ky (5.17)

where Ap is transmembrane pressure drop, 7 is solute osmotic pressure at the membrane surface, and
ky, is the hydraulic permeability of the membrane. The osmotic pressure in turn is a function of solute
concentration at the membrane surface, and thus is different for each rejected solute.

5.3.2 Chromatographic Columns

Chromatography is very widely used in biomedical analyses and to a significant extent for extracorporeal
processing of blood and other body fluids. Recovery of proteins from blood is of particular importance,
and these applications can be expected to grow. Good basic texts are available for underlying dynamic
theory [Guiochon et al., 1994] and chemistry [Snyder et al., 1997], and a series of design papers is
recommended [Athalye et al., 1992; Lightfoot et al., 1997; Lode et al., 1998; Yuan et al., in press].
Differential chromatography, in which small mixed-solute pulses are separated by selective migration
along a packed column, is the simplest, and much of the chromatographic literature is based on concepts
developed for this basic process.

In differential chromatography, the individual solutes do not interact, and the effluent curve for each is
usually close to a Gaussian distribution:

2
(L, t) = ¢ exp |:— (% - 1> i| /(271)”2(0/?) (5.18)

where ¢ (L, t) is the fluid phase concentration leaving a column of length L at time ¢, f is the mean
solute residence time, and o is the standard deviation of the distribution; ¢y is the maximum effluent
concentration. Degree of separation is defined in terms of the resolution, R;, defined as in Figure 5.4

Symmetrical binary separation
resolution of unity

0.08
0.07
0.06 -
0.05 7 —» 20 \&——» 20 \e—
0.04

0.03

Concentration

0.02
0.01

0 10 20 30 40 50 60
Time or volume
Rio=(172)[T=Tol/(o1+0p)

FIGURE 5.4 Resolution in differential chromatography.
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where separation with a resolution of unity is shown. Here the distance between the two mean residence
times (f; — %), 40 and 20 in Figure 5.4, increase in direct proportion to column length, while the standard
deviations increase with its square root. Thus resolution is proportional to the square root of column
length. Column performance is normally rated in terms of the number of equivalent theoretical plates,
N defined by

N = (i/0)? (5.19)

Methods of predicting N from column design and operating conditions are described in the above
mentioned references [see Athalye et al., 1992].

5.3.3 Flow Reactors

Development of small flow reactors for diagnostic purposes is a fast growing field. Patient monitoring
of blood glucose is probably the largest current example, but new applications for a wide variety of
purposes are rapidly being developed. These are essentially miniaturized variants of industrial reactors and
normally consist of channels and reservoirs with overall dimensions of centimeters and channel diameters
of millimeters or even tenths of millimeters. The key elements in their description are convective mass
transfer, dispersion, and reaction, and they differ from larger systems only in parameter magnitudes.
In particular, flow is almost invariably laminar and Schmidt numbers

Sc = u/pP (5.20)

are always high, never less than 10°. Here y is solvent viscosity, p is its density, and B is effective solute
diffusivity through the solution. These aspects are briefly described in the next section.

5.4 Useful Correlations

5.4.1 Convective Mass Transfer

Mass transfer coefficients k. are best correlated in the dimensionless form of mass transfer Nusselt numbers
defined as

Nu = k.D/D (5.21)

where D is any convenient characteristic length, typically diameter for tubes. For the high-Sc systems
considered above, these Nusselt numbers are functions only of a dimensionless ratio L*, system geometry,
and boundary conditions [Lightfoot and Lightfoot, 1997]. The scaled length L* in turn is just the ratio of
mean solvent residence time to lateral diffusion time:

L* = (L/{v))/(D*/24D) (5.22)

For all geometries these functions have the same three characteristics: an entrance region solution for L*
“much”less than unity, a constant asymptotic value for L* “much” greater than unity (the “fully developed”
region), and a relatively unimportant transition region for L* close to unity. Normally the entrance region
is of most practical importance and can be used without great error up to L* of unity. Typical results
are shown in Table 5.1. The entrance region results are valid for both tubes (circular cross-section) and
between parallel plates; it may be noted that the reference length D cancels. It appears to the same power
on both sides of the equations. The correlations for laminar flow are also valid for non-Newtonian fluids
if the appropriate wall velocity gradients are used. The solutions for fully developed flow are, however,
only useful for round tubes and either plug or Poiseuille flow as indicated. These are much less important
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as they result in very low transfer rates. Plug and Poiseuille (parabolic) flows are limiting situations, and
most real situations will be between them. Plug flow is approximated in ultrafiltration where the high
solute concentrations produce a locally high viscosity. Poiseuille flow is a good approximation for dialysis.

5.4.2 Convective Dispersion and the One-Dimensional Convective Diffusion
Equation

Non-uniform velocity profiles tend to reduce axial concentration gradients, a result which is qualitatively
similar to a high axial diffusivity. As a result, it is common practice to approximate the diffusion equation
for duct flow as

3c/0t + (v)9T/0z = Perd°¢/02% (Ri eff) (5.23)

Here the overline indicates an average over the flow cross-section, usually further approximated as the
cup-mixing or bulk concentration [Bird et al., 1960], (v) is the flow average velocity, Bef is an effective
diffusivity, and (R; ¢f) is the rate of solute addition per unit volume by reaction plus mass transfer across
the wall:

(Ri,eff> = <Ri,chem> + (C/SKc(ce — ©) (5.24)
Here (R; chem) is the average volumetric rate of formation of species “i,” moles/volume-time, C is the duct
circumference, S is its cross-sectional area, and ¢ is the solute concentration outside the duct wall, that is,
in the surrounding fluid.
For Newtonian tube flow at Lk greater than unity, it is reasonable to write

Defr/D ~ 1+ (1/192)(D(v)/D?) (5.25)

The restrictions on this result and some additional useful approximations are widely discussed in the mass
transfer literature [see Ananthkrishnan et al., 1965]. For flow in packed beds, one often sees

Dett/D ~ 0.4(Dv, /D) (5.26)

but more accurate expressions are available [Athalye et al., 1992]. Convective dispersion is a very com-
plex subject with a large literature, and successful application requires careful study [Brenner, 1962;
Ananthkrishnan et al., 1965; Edwards et al., 1991].
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6.1 Introduction and Conceptual Challenges

Models of microvascular heat transfer are useful for optimizing thermal therapies such as hyperthermia
treatment, for modeling thermoregulatory response at the tissue level, for assessing environmental hazards
that involve tissue heating, for using thermal means of diagnosing vascular pathologies and for relating
blood flow to heat clearance in thermal methods of blood perfusion measurement. For example, the effect
of local hyperthermia treatment is determined by the length of time that the tissue is held at an elevated
temperature, nominally 43°C or higher. Since the tissue temperature depends on the balance between the
heat added by artificial means and the tissue’s ability to clear that heat, an understanding of the means by
which the blood transports heat is essential. This section of the handbook outlines the general problems
associated with such processes while more extensive reviews and tutorials on microvascular heat transfer
may be found elsewhere [1-4].

The temperature range of interest for all of these applications is intermediate between freezing and
boiling, making only sensible heat exchange by conduction and convection important mechanisms of
heat transfer. At high and low temperatures such as those present during laser ablation or electrocautery
and cryopreservation or cryosurgery the change of phase and accompanying mass transport present
problems beyond the scope of this section [see Reference 5].

6-1
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6-2 Tissue Engineering and Artificial Organs

Whereas the equations that govern heat transport are formally similar to those that govern diffusive
mass transport, heat and diffusing molecules interact with the microvasculature in fundamentally different
ways because the thermal diffusivity of most tissues is roughly two orders of magnitude greater than the
diffusivity for mass transport of most mobile species (1.5 x 1077 m?/sec for heat vs. 1.5 x 10~° m?/sec
for Oy). Mass transport is largely restricted to the smallest blood vessels, the capillaries, arterioles, and
venules, whereas heat transport occurs in somewhat larger, so-called thermally significant blood vessels
with diameters in the range from 80 pm to 1 mm. The modes of heat transport differ from those of mass
transport, not simply because these vessels are larger, but because they are have a different geometrical
arrangement than the vessels primarily responsible for mass transport. Many capillary beds approximate
a uniformly spaced array of parallel vessels that can be well modeled by the Krogh cylinder model.
In contrast, the thermally significant vessels are in a tree-like arrangement that typically undergoes
several generations of branching within the size range of interest and are often found as countercurrent
pairs in which the artery and vein may be separated by one vessel diameter or less. Moreover, the vascular
architecture of the thermally significant vessels is less well characterized than that of either the primary
mass exchange vessels or the larger, less numerous supply vessels that carry blood over large distances
in the body. There are too few supply vessels to contribute much to the overall energy balance in the
tissue, but they are often far from thermal equilibrium with the surroundinig tissue producing large local
perturbations in the tissue temperature. Much of the microvascular heat exchange occurs as blood flows
from the larger supply vessels into the more numerous and densely spaced, thermally significant vessels.

Although the details of the vascular architecture for particular organs have been well characterized
in individual cases, variability among individuals makes the use of such published data valid only in
a statistical sense. Current imaging technology can be used to map and numerically model thermally
significant blood vessels larger than 600 um diameter [6], but smaller vessels must be analyzed by other
approaches as illustrated below.

An additional challenge arises from the spatial and temporal variability of the blood flow in tissue.
The thermoregulatory system and the metabolic needs of tissues can change the blood perfusion rates by
a factor as great as 15 to 25.

6.2 Basic Concepts

For purposes of thermal analysis, vascular tissues are generally assumed to consist of two interacting
subvolumes, a solid tissue subvolume and a blood subvolume which contains flowing blood. These sub-
volumes thermally interact through the walls of the blood vessels where heat, but little mass is exchanged.
Because the tissue subvolume can transport heat by conduction alone, it may be modeled by the standard
heat diffusion equation [7]

. o OT (7, t
VkVT(7,t)+ q (7 t) = pm# (6.1)

where T; is the local tissue temperature, k; is the thermal conductivity of the tissue, g;” is the rate of

volumetric heat generation from metabolism or external source, py is the tissue density and ¢ is the tissue
specific heat. The properties used in Equation 6.1 may be assumed to be bulk properties that average over
the details of the interstitial fluid, extracellular matrix, and cellular content of the tissue. In the blood
subvolume heat may also be transported by advection which adds a blood velocity dependent term as
given by (7]

. .o . e ATy (7, 1)
ViV Ty (7, 1) — pyooiin (75 1) - VIL(F, 1) + g (7, 1) = Poo (6.2)

where 1y, is the local blood velocity and all other parameters pertain to the local properties of the blood.
Potential energy, kinetic energy, and viscous dissipation effects are typically neglected.
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At the internal boundary on the vessel walls we expect a continuity of heat flux k, VT, (%, t) =
kV Tt (%, t) and temperature Ty, (7y,t) = T;(fw,t) where %, represents points on the vessel wall. Few
attempts have been made to solve Equation 6.1 and Equation 6.2 exactly, primarily due to the complexity
of the vascular architecture and the paucity of data on the blood velocity field in any particular instance.
The sections that follow present approaches to the problem of microvascular heat transport that fall
broadly into the categories of vascular models that consider the response of one or a few blood vessels
to their immediate surroundings and continuum models that seek to average the effects of many blood
vessels to obtain a single field equation that may be solved for a local average of the tissue temperature.

6.3 Heat Transfer to Blood Vessels
6.3.1 Vascular Models

Most vascular models are based on the assumption that the behavior of blood flowing in a blood vessel is
formally similar to that of a fluid flowing steadily in a roughly circular tube (see Figure 6.1), that is [8],

_dT,(s) /
1L Py 0y il 55 =q'(s) (6.3)

where T, (s) is the mixed mean temperature of the blood for a given vessel cross section, 1, is the vessel
radius, # is mean blood speed in the vessel, g'(s) is the rate at which heat conducts into the vessel per unit
length, and s is the spatial coordinate along the vessel axis. For a vessel that interacts only with a cylinder
of adjacent tissue we have

4 (s) = U'2mr,(Ty(s) — Ta(5)) (6.4)

where U’ is the overall heat transfer coefficient between the tissue and the blood. Typically, the thermal
resistance inside the blood vessel is much smaller than that in the tissue cylinder so to a first approximate
we have U'2rr, & ko where the conduction shape factor o relating local tissue temperature T (s) to
the blood temperature may be estimated from

21

o —
In(ry/ra)

(6.5)

Representative

Blood tissue cylinder
Blood

vessel

FIGURE 6.1 Representative tissue cylinder surrounding a blood vessel showing the radial and axial position
coordinates.
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6-4 Tissue Engineering and Artificial Organs

6.3.2 Equilibration Lengths

One of the most useful concepts that arises from the simple vascular model presented above is the
equilibration length L., which may be defined as the characteristic length over which the blood at an
inlet temperature T, equilibrates with surrounding tissue at a constant temperature T;. The solution for
Equation 6.3 and Equation 6.4 under these conditions is given by

Ta(s) — Ty
& = exp <—i> (6.6)
T, — Tt L.

where the equilibration length is given by

2 -
TTT. u
L= & (6.7)
ktU

Chen and Holmes [9] found that vessels with diameters of about 175 m have an anatomical length
comparable to their thermal equilibration length, thus making vessels of this approximate size the dom-
inant site of tissue—blood heat exchange. Accordingly, these vessels are known as the thermally significant
blood vessels. Much smaller vessels, while more numerous, carry blood that has already equilibrated with
the surrounding tissue and much larger vessels, while not in equilibrium with the surrounding tissue are
too sparsely spaced to contribute significantly to the overall energy balance [8]. Even though the larger
vessels do not exchange large quantities of heat with the tissue subvolume they cannot be ignored, because
these vessels produce large local perturbations to the tissue temperature and form a source of blood for
tissues that is at a much different temperature than the local tissue temperature.

6.3.3 Countercurrent Heat Exchange

Thermally significant blood vessels are frequently found in closely spaced countercurrent pairs. Only
a slight modification to the preceding formulas is needed for heat exchange between adjacent arteries and
veins with countercurrent flow [10]

q'(s) = koa(Ty(s) — Ta(s)) (6.8)

where T, (s) is the mixed mean temperature in the adjacent vein and the conduction shape factor is given
approximately by [7]

2

OA ™ T2 2 2
cosh™ ' [(W? — 12 — 13)/ 2rary)]

(6.9)

where w is the distance between the vessel axes and ry is the radius of the vein. The blood temperatures
in the artery and vein must be obtained simultaneously, but still yield an equilibration length of the form
given in Equation 6.7. Substitution of representative property values, blood speeds and vessel dimensions
reveals that countercurrent vessels have equilibration lengths that are about one third that of isolated
vessels of similar size [10]. Based on this observation, the only vessels that participate significantly in
the overall energy balance in the tissue are those larger than about 50 um in diameter. Countercurrent
exchange is sufficiently vigorous that venous blood has been observed to recapture up to 41% of that lost
from artery [11].

The shape factors given above are only rough analytical approximations that do not include the effects
of finite thermal resistance within the blood vessels and other geometrical effects. The reader is referred to
Table 6.1 for references that address these issues. A careful review of the effects of the boundary condition
at the vessel wall is given by Roemer [12].

© 2006 by Taylor & Francis Group, LLC



Microvascular Heat Transfer 6-5

TABLE 6.1 Shape Factors for Various Vascular

Geometries

Geometry Ref.
Single vessel to skin surface [10]
Single vessel to tissue cylinder [9]
Countercurrent vessel to vessel [10,51]
Countercurrent vessels to tissue cylinder [29]
Countercurrent vessels with a thin tissue layer [52]
Multiple parallel vessels [53]
Vessels near a junction of vessels [54]

Typical Dimension of blood vessels are available in
Tables 1.3 and 1.4 of this handbook.

6.3.4 Heat Transfer Inside of a Blood Vessel

A detailed analysis of the steady-state heat transfer between the blood vessel wall and the mixed mean
temperature of the blood can be done using standard heat transfer methods

q'(s) = hwd(T(s) — Tp) (6.10)

where d is the vessel diameter, Ty (s) is the vessel wall temperature and the convective heat transfer
coefficient h may be found from Victor and Shah’s [13] recommendation that the Nusselt number may be
obtained from

_ hd 3
Nup = = 44 0.155exp(1.58log,;, Gz) Gz < 10 (6.11)
b

where Gz is the Graetz number defined as

_ poopid?

G
z kyL

(6.12)

where L is the vessel length (see also Barozzi and Dumas [14]).

In the larger blood vessels, pulsatility may have pronounced effects on blood velocity and pressure. Such
transient flow effects have little impact on average heat transfer rates. The Nusselt number averaged over
a cycle of pulsation differs no more than 11% from the steady-state value [15]. Since the resistance to heat
flow is greater in the surrounding tissue than it is in within the blood vessel, the net effect of pulsatility
on tissue—vessel heat transfer is generally negligible except when transients on the time scale of a cycle of
pulsation are of interest.

6.4 Models of Perfused Tissues

6.4.1 Continuum Models

Continuum models of microvascular heat transfer are intended to average over the effects of many vessels
so that the blood velocity field need not be modeled in detail. Such models are usually in the form of a
modified heat diffusion equation in which the effects of blood perfusion are accounted for by one or more
additional terms. These equations then can be solved to yield a local average temperature that does not
include the details of the temperature field around every individual vessel, but provides information on
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TABLE 6.2 Representative Thermal Property Values

Thermal conductivity Thermal diffusivity Perfusion

Tissue (W/m-K) (mz/sec) (m3/m3-sec)
Aorta 0.461 [20] 1.25 x 10~7 [20] —
Fat of spleen 0.3337 [55] 1.314 x 1077 [55]
Spleen 0.5394 [55] 1.444 x 1077 [55] 0.023 [56]
Pancreas 0.5417 [55] 1.702 x 1077 [55] 0.0091 [56]
Cerebral cortex 0.5153 [55] 1.468 x 10~7 [55] 0.0067 [57]
Renal cortex 0.5466 [55] 1.470 x 10~ [55] 0.077 [58]
Myocardium 0.5367 [55] 1.474 x 10~7 [55] 0.0188 [59]
Liver 0.5122 [55] 1.412 x 1077 [55] 0.0233 [60]
Lung 0.4506 [55] 1.307 x 1077 [55]
Adenocarcinoma 0.5641 [55] 1.436 x 10~7 [55]

of breast
Resting muscle 0.478 [61] 1.59 x 1077 [61] 0.0007 [59]
Bone
Whole blood (21°C) 0.492 [61] 1.19 x 1077 [61] —
Plasma (21°C) 0.570 [61] 1.21 x 1077 [61] —
Water 0.628 [7] 1.5136 x 1077 [7] —

the broad trends in the tissue temperature (Table 6.2). The temperature they predict may be defined as
TG, 1) = if T, dV’ (6.13)
t\H SV sV t > .

where § V is a volume that is assumed to be large enough to encompass a reasonable number of thermally
significant blood vessels, but much smaller than the scale of the tissue as a whole. Much of the confusion
concerning the proper form of the bioheat equation stems from the difficulty in precisely defining such
a length scale. Unlike a typical porous medium such as water percolating through sand where the grains
of sand fall into a relatively narrow range of length scales, blood vessels form a branching structure with
length scales spanning many orders of magnitude.

6.4.1.1 Formulations

6.4.1.1.1 Pennes Heat Sink Model

In 1948, physiologist Harry Pennes modeled the temperature profile in the human forearm by introducing
the assumptions that the primary site of equilibration was the capillary bed and that each volume of tissue
has a supply of arterial blood that is at the core temperature of the body. The Pennes’ Bioheat equation
has the form [16]

= - . = e AT (7.t
VEVT, G, 1) + i Dby (T — TG 0) + 371y = pe ) (614

where wy, is taken to be the blood perfusion rate in volume of blood per unit volume of tissue per unit
time and T, is an arterial supply temperature which is generally assumed to remain constant and equal to
the core temperature of the body, nominally 37°C. The other thermal parameters are taken to be effective
values that average over the blood and tissue subvolumes. Major advantages of this formulation are that
it is readily solvable for constant parameter values, requires no anatomical data, and in the absence
of independent measurement of the actual blood rate and heat generation rate gives two adjustable
parameters (@, (7, t) and T,) that can be used to fit the majority of the experimental results available.
On the downside, the model gives no prediction of the actual details of the vascular temperatures, the actual
blood perfusion rate is usually unknown and not exactly equal to the value of @y, that best fits the thermal
data, the assumption of constant arterial temperature is not generally valid and, based on the equilibration
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length studies presented in the previous section, thermal equilibration occurs prior to the capillary bed.
Despite these weaknesses, the Pennes formulation is the primary choice of modelers. Equilibration prior
to the capillary bed does not invalidate the model provided that the averaging volume is large enough to
encompass many vessels of the size in which equilibration actually occurs and that the venous return does
not exchange significant quantities of heat after leaving the equilibrating vessels. As long as w}, and T, are
taken as adjustable, curve-fitting parameters rather than literally as the perfusion rate and arterial blood
temperature the model may be used fruitfully, provided that the results are interpreted accordingly.

6.4.1.1.2 Directed Perfusion
Some of the shortcomings of the Pennes model were addressed by Wulff [17] in a formulation that is
essentially the same as used for common porous media

VkVT (7, t) — pciu(ryt) - VT (7, t) + §" (7, t) = pc% (6.15)
where 1 is a velocity averaged over both the tissue and blood subvolumes. Among the difficulties with
this model are that it is valid only when the tissue and blood are in near-thermal equilibrium and when
the averaging volume is small enough to prevent adjacent arteries and veins from canceling out their
contributions to the average velocity, thus erroneously suggesting that the blood perfusion has no net
effect on the tissue heat transfer. Equation 6.15 is rarely applied in practical situations, but served as an
important conceptual challenge to the Pennes formulation in the 1970s and 1980s.

6.4.1.1.3 Effective Conductivity Model
The oldest continuum formulation is the effective conductivity model

- R AT.(7, t
Vet VTi(7, 1) + " (F, 1) = pm% (6.16)

where the effective conductivity is comprised of the intrinsic thermal conductivity of the tissue and a

perfusion dependent increment. In principle, an effective conductivity can be defined from any known
heat flow and temperature difference, that is,

kefr = &f <§> (6.17)

where f(L/A) is a function of geometry with dimensions length~™! (e.g., Ax/A in a slab geometry).
Originally introduced as an empirical quantity [18], the effective conductivity has been linked to the
Pennes formulation in the measurement for blood perfusion rates via small, heated, implanted probes
[19-21]. And in 1985, Weinbaum and Jiji [22] theoretically related the effective conductivity to the blood
flow and anatomy for a restricted class of tissues and heating conditions which are dominated by a closely
space artery—vein architecture and which can satisfy the constraint [23]

dT, 1d(T,+ T.)

— & 6.18
ds 2 ds ( )

Here the effective conductivity is a tensor quantity related to the flow and anatomy according to [22]
m?picinriu? cos? ¢>

Gon (6.19)

kefr = ki (1 +

where the enhancement is in the direction of the vessel axes and where # is the number of artery—vein
pairs per unit area and ¢ is the angle of the vessel axes relative to the temperature gradient. The near
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equilibrium required by Equation 6.18 is likely to be valid only in tissues in which all vessels are smaller
than 200 um diameter such as the outer few millimeters near the skin and in the absence of intense heat
sources. Closely spaced, artery—vein pairs have been shown to act like highly conductive fibers even when
the near equilibrium condition in Equation 6.18 is violated [24]. The radius of the thermally equivalent
fiber is given by

Tber = (wra)'/? (6.20)
and its conductivity is given by

Keper = (pbcbﬁ)zrf cosh_l(w/ra) (6.21)
Wkt

Under these nonequilibrium conditions the tissue-blood system acts like a fiber-composite material,
but cannot be well-modeled as a single homogeneous material with effective properties.

6.4.1.2 Combination

Recognizing that several mechanism of heat transport may be at play in tissue, Chen and Holmes [9]
suggested the following formulation which incorporates the effects discussed above:

AT (7, )
at
(6.22)

Vet (7, ) VT (7, 1) + an (7, ) po oo (T — Ty(F, 1)) — poapitp(> 1) - VT (7, t) + 3" (7, 1) = prce

where T is the temperature exiting the last artery that is individually modeled. The primary value of
this formulation is its conceptual generality. In practice, this formulation is difficult to apply because it
requires knowledge of a great many adjustable parameters, most of which have not been independently
measured to date.

6.4.1.2.1 Heat Sink Model with Effectiveness

Using somewhat different approaches, Brinck and Werner [25] and Weinbaum et al. [26] have proposed
that the shortcomings of the Pennes model can be overcome by introducing a heat transfer effectiveness
factor & to modify the heat sink term as follows:

- Lo - o AT, (7, 1
ViVT (7, t) + (7, ), (7, ) pp oo (T (7, t)y — Ta) + q’”(r, t) = Pt&% (6.23)

where 0 < ¢ > 1. In Brinck and Werner [25] formulation ¢ is a curve-fitting parameter that allows the
actual (rather than the thermally equivalent) perfusion rate to be used. Weinbaum et al. [26] provide
an analytical result for ¢ that is valid for blood vessels smaller than 300 um diameter in skeletal muscle.
In both formulations ¢ < 1 arises from the countercurrent heat exchange mechanism that shunts heat
directly between the artery and vein without requiring the heat-carrying blood to first pass through the
smaller connecting vessels. A correction factor of 0.58 is recommended for human limbs [27]. Theory
predicts that the correction factor is independent of the perfusion rate.

6.4.2 Multi-Equation Models

The value of the continuum models is that they do not require a separate solution for the blood subvolume.
In each continuum formulation, the behavior of the blood vessels is modeled by introducing assumptions
that allow solution of only a single differential equation. But by solving only one equation, all detailed
information on the temperature of the blood in individual blood vessels is lost. Several investigators have
introduced multiequation models that typically model the tissue, arteries, and veins as three separate,
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but interacting, subvolumes [10,28-31]. As with the other nonPennes formulations, these methods are
difficult to apply to particular clinical applications, but provide theoretical insights into microvascular
heat transfer.

6.4.3 Vascular Reconstruction Models

As an alternative to the three-equation models, a more complete reconstruction of the vasculature may be
used along with a scheme for solving the resulting flow, conduction and advection equations [6,32—41].
Since the reconstructed vasculature is similar to the actual vasculature only in a statistical sense, these
models provide the mean temperature as predicted by the continuum models, as well as insight into the
mechanisms of heat transport, the sites of thermal interaction and the degree of thermal perturbations
produced by vessels of a given size, but they cannot provide the actual details of the temperature field in a
given living tissue. These models tend to be computationally intensive due to the high spatial resolution
needed to account for all of the thermally significant blood vessels.

6.5 Parameter Values

6.5.1 Thermal Properties

The intrinsic thermal properties of tissues depend strongly on their composition. Cooper and Trezek [42]
recommend the following correlations for the thermal conductivity

k= p x 107(0.628fwater + 0-117fproteins + 0.231fras) W/m-K (6.24)

specific heat
¢p = 4,200fater + 1,090froteins + 2,300fats J/kg-K (6.25)

and density
P ! kg/m3 (6.26)

N fwater/l)ooo +fi)r0teins/l)540 +ffats/815

where fyater» fproteinss and frgs are the mass fractions of water, proteins, and fats, respectively.

6.5.2 Thermoregulation

Humans maintain a nearly constant core temperature through a combination of physiological and beha-
vior responses to the environment. For example, heat loss or gain at the skin surface may be modified
by changes in the skin blood flow, the rate of sweating, or clothing. In deeper tissues, the dependence of
the blood perfusion rate, the metabolic heat generation rate and vessel diameters depend on the envir-
onmental and physiological conditions in a complex, organ-specific manner. The blood perfusion varies
widely among tissue types and for some tissues can change dramatically depending on the metabolic or
thermoregulatory needs of the tissue. The situation is further complicated by the feedback control aspects
of the thermoregulatory systems that utilize a combination of central and peripheral temperature sensors
as well as local and more distributed actuators.

The following examples are provided to illustrate some of the considerations, not to exhaustively explore
this complicated issue. A model of the whole body is typically needed even for a relatively local stimulus,
especially when the heat input represents a significant fraction of the whole body heat load. The reader is
referred to extensive handbook entries on environmental response for more information [43,44]. Whole
body models of the thermoregulatory system are discussed in Wissler [45].

© 2006 by Taylor & Francis Group, LLC



6-10 Tissue Engineering and Artificial Organs

Chato [1] suggests that the temperature dependence of the blood perfusion effect can be approximated
by a scalar effective conductivity

ket = 4.82 — 4.44833[1.00075 55" 7 W/m-K (6.27)

which is intended for used in Equation 6.16.

Under conditions of local hyperthermia, where the heated volume is small compared to the body as a
whole, the blood perfusion rate may undergo complex changes. Based on experimental data the following
correlations have been suggested [46,47] for muscle

0.45 + 3.55 (T — 4500 T < 45.0
. . . €X] B — .
wpp = P 12.0 = (6.28)
4.00 T > 45.0
for fat
0.36 + 0.36 (T — 4500 T < 45.0
. . . €X] B — .
wpp = P 12.0 = (6.29)
0.72 T > 45.0
and for tumor
0.833 T < 37.0
wpp = 10.833 — (T —37.0)*8/5.438 x 10> 37.0 < T < 42.0 (6.30)
0.416 T > 42.0

Chronic heating over a period of weeks has been observed to increase vascular density and ultimately to
reduce tissue temperature under constant heating conditions [48,49]. The rate and extent of adaptation
are tissue specific.

The metabolic rate may also undergo thermoregulatory changes. For example, the temperature
dependence of the metabolism in the leg muscle and skin may be modeled with [50]

g = 170(2)[(To=T/100 w /m3 (6.31)

The metabolic rate and blood flow may also be linked through processes that reflect the fact that sustained
increased metabolic activity generally requires increased blood flow.

6.5.3 Clinical Heat Generation

Thermal therapies such as hyperthermia treatment rely on local heat generation rates several orders of
magnitude greater than produced by the metabolism. Under these circumstances, the metabolic heat
generation is often neglected with little error.

6.6 Solutions of Models

The steady-state solution with spatially and temporally constant parameter values including the rate of
heat generation for a tissue half space with a fixed temperature on the skin Ty, is given by

B . 1/2 111 . 1/2
To(x) = Tigin eXp [— (w"z"q’) xi| + (Ta + d)bqpb%) [1 —exp [— (“’"i"q’) x” (6.32)
t t
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FIGURE 6.2 One-dimensional steady-state solution of Pennes bioheat equation for constant parameter values.

This solution reveals that perturbations to the tissue temperature decay exponentially with a characteristic
length of

ke 1/2
L= (- (6.33)
NN

which for typical values of the perfusion rate @, = 0.1 x 1072 to 3.0 x 107> m?/m3-sec yields L. =
6.5 x 1072 to 36 x 10~ m (Figure 6.2).

The transient solution of Pennes’ bioheat equation with constant perfusion rate for an initial uniform
temperature of Ty, in the absence of any spatial dependence is

Tt(t) = Ty exp [— (M) t] + (Ta + - q" ) :1 — exp |:— (wb,Obe) t]} (6.34)
Pt Wp Pb b Pttt

Here the solution reveals a characteristic time scale

Pt

e =~
Wh Pb b

(6.35)

that has typical values in the range of t. = 300 to 10,000 sec (Figure 6.3). This solution is valid only
when thermoregulatory changes in the perfusion rate are small or occur over a much longer time than the
characteristic timescale ..

Numerical solution of the heat sink model is readily obtained by standard methods such as finite
differences, finite element, boundary element, and Green’s functions provided that the parameter values
and appropriate boundary conditions are known.

Defining Terms

Conduction shape factor: Dimensionless factor used to account for the geometrical effects in steady-
state heat conduction between surfaces at different temperatures.

Effective conductivity: An modified thermal conductivity that includes the intrinsic thermal conduct-
ivity of the tissue as well as a contribution from blood perfusion effects.

Equilibration length: Characteristic length scale over which blood in a blood vessel will change
temperature in response to surrounding tissue at a different temperature.
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Ti(t)

tit,

FIGURE 6.3 Transient solution of Pennes bioheat equation for constant parameter values in the absence of spatial
effects.

Perfusion rate: Quantity of blood provided to a unit of tissue per unit time.

Specific heat: Quantity of energy needed to increase for a unit temperature increase for a unit of mass.

Thermal conductivity: Rate of energy transfer by thermal conduction for a unit temperature gradient
per unit of cross-sectional area.

Thermally significant vessel: Blood vessels large enough and numerous enough to contribute
significantly to overall heat transfer rates in tissue.

All conductivities and diffusivities are from humans at 37°C except the value for skeletal muscle
which is from sheep at 21°C. Perfusion values are from various mammals as noted in the references.
Significant digits do not imply accuracy. The temperature coefficient for thermal conductivity ranges
from —0.000254 to 0.0039 W/m-K-°C with 0.001265 W/m-K-°C typical of most tissues as compared
to 0.001575 W/m-K-°C for water [55]. The temperature coefficient for thermal diffusivity ranges from
—4.9 x 10719 m?/sec-°C to 8.4 x 107!% m?/sec-°C with 5.19 x 107!% m?/sec-°C typical of most tissues
as compared to 4.73 x 1071% m?/sec-°C for water [55]. The values are provided in this table are repres-
entative values presented for tutorial purposes. The reader is referred to the primary literature for values
appropriate for specific design applications.
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7.1 Introduction

Biological processes within living systems are significantly influenced by the flow of liquids and gases.
Biomedical engineers must therefore understand hydrodynamic phenomena [1] and their vital role in the
biological processes that occur within the body [2]. In particular, engineers are concerned with perfusion
effects in the cellular microenvironment, and the ability of the circulatory and respiratory systems to
provide a whole body communication network with dynamic response capabilities. Understanding the
fundamental principles of fluid flow involved in these processes is also essential for describing transport
of mass and heat through the body, as well as to know how tissue function can be built, reconstructed,
and if need be modified for clinical applications.

From a geometric and flow standpoint, the body may be considered a network of highly specialized and
interconnected organ systems. The key elements of this network for transport and communication are its
pathway (the circulatory system) and its fluid (blood). Of interest for engineering purposes are the ability
of the circulatory system to transport oxygen and carbon dioxide, glucose, other nutrients and metabolites,
and signal molecules to and from the tissues, as well as to provide an avenue for stress-response agents
from the immune system, including cytokines, antibodies, leukocytes, and macrophages and system repair
agents such as stem cells and platelets. The bulk transport capability provided by convective flow helps
to overcome the large diffusional resistance that would otherwise be offered by such a large entity as the
human body. At rest, the mean blood circulation time is of the order of 1 min. Therefore, given that the
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total amount of blood circulating is about 76 to 80 ml/kg (5.3 to 5.6 1 for a 70 kg “standard male”), the flow
from the heart to this branching network is about 95 ml/sec. This and other order of magnitude estimates
for the human body are available elsewhere, for example, References 2 to 4.

Although the fluids most often considered in biofluid mechanics studies are blood and air, other fluids
such as urine, perspiration, tears, ocular aqueous and vitreous fluids, and the synovial fluid in the joints
can also be important in evaluating tissue system behavioral responses to induced chemical and physical
stresses. For purposes of analysis, these fluids are often assumed to exhibit Newtonian behavior, although
the synovial fluid and blood under certain conditions can be non-Newtonian. Since blood is a suspension
it has interesting properties; it behaves as a Newtonian fluid for large shear rates, but is highly non-
Newtonian for low shear rates. The synovial fluid exhibits viscoelastic characteristics that are particularly
suited to its function of joint lubrication, for which elasticity is beneficial. These viscoelastic characteristics
must be accounted for when considering tissue therapy for joint injuries.

Further complicating analysis is the fact that blood, air, and other physiologic fluids travel through
three-dimensional passageways that are often highly branched and distensible. Within these pathways,
disturbed or turbulent flow regimes may be mixed with stable, laminar regions. For example, blood flow is
laminar in many parts of a healthy circulatory system in spite of the potential for peak Reynolds numbers
(defined below) of the order of 10,000. However, “bursts” of turbulence are detected in the aorta during
a fraction of each cardiac cycle. An occlusion or stenosis in the circulatory system, such as the stenosis
of a heart valve, will promote such turbulence. Airflow in the lung is normally stable and laminar during
inspiration, but is less so during expiration and heavy breathing, coughing, or an obstruction can result
in fully turbulent flow, with Reynolds numbers of 50,000 a possibility.

Although elasticity of vessel walls can significantly complicate fluid flow analysis, biologically it provides
important homeostatic benefits. For example, pulsatile blood flow induces accompanying expansions and
contractions in healthy elastic-wall vessels. These wall displacements then influence the flow fields. Elastic
behavior maintains the norm of laminar flow that minimizes wall stress, lowers flow resistance, and thus
energy dissipation and fosters maximum life of the vessel. In combination with pulsatile flow, distensibility
permits strain relaxation of the wall tissue with each cardiac cycle, which provides an exercise routine
promoting extended “on-line” use.

The term perfusion is used in engineering biosciences to identify the rate of blood supplied to a unit
quantity of an organ or tissue. Clearly, perfusion of in vitro tissue systems is necessary to maintain
cell viability along with functionality to mimic in vivo behavior. Furthermore, it is highly likely that
cell viability and normoperative metabolism are dependent on the three-dimensional structure of the
microvessels distributed through any tissue bed, which establishes an appropriate microenvironment
through both biochemical and biophysical mechanisms. This includes transmitting both intracellular and
long-range signals along the scaffolding of the extracellular matrix.

The primary objective of this chapter is to summarize the most important ideas of fluid dynamics,
as hydrodynamic and hemodynamic principles have many important applications in physiology, patho-
physiology, and tissue engineering. In fact, the interaction of fluids and supported tissue is of paramount
importance to tissue development and viability, both in vivo and in vitro. The strength of adhesion and
dynamics of detachment of mammalian cells from engineered biomaterials and scaffolds are important
subjects of ongoing research [5], as are the effects of shear on receptor-ligand binding at the cell-fluid
interface. Flow-induced stress has numerous critical consequences for cells, altering transport across
the cell membrane, receptor density and distribution, binding affinity and signal generation with sub-
sequent trafficking within the cell [6]. In addition, design and use of perfusion systems such as membrane
biomimetic reactors and hollow fibers is most effective when careful attention is given to issues of hydro-
dynamic similitude. Similarly, understanding the role of fluid mechanical phenomena in arterial disease
and subsequent therapeutic applications is clearly dependent on appreciation of hemodynamics.

A thorough treatment of the mathematics needed for model development and analysis is beyond the
scope of this volume, and is presented in numerous sources [1,2]. Herein, the goal is to provide a physical
understanding of the important issues relevant to hemodynamic flow and transport. Solution methods
are summarized, and the benefits associated with use of computational fluid dynamics (CFD) packages
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are described. In particular, quantifying hemodynamic events can require invasive experimentation and
extensive model and computational analysis.

7.2 Elements of Theoretical Hydrodynamics

It is essential that engineers understand both the advantages and the limitations of mathematical theories
and models of biological phenomena, as well as the assumptions underlying those models. Mechanical
theories often begin with Newton’s second law (F = ma). When applied to continuous distributions of
Newtonian fluids, Newton’s second law gives rise to the Navier—Stokes equations. In brief, these equations
provide an expression governing the motion of fluids such as air and water for which the rate of motion is
linearly proportional to the applied stress producing the motion. Later in this chapter, the basic concepts
from which the Navier—Stokes equations have been developed are summarized along with a few general
ideas about boundary layers and turbulence. Applications to the vascular system are then treated in
the context of pulsatile flow. It is hoped that this very generalized approach will allow the reader to
appreciate the complexities involved in an analytic solution to pulsatile phenomena, a necessity for
properly describing vascular hemodynamics for clinical evaluations.

7.2.1 Elements of Continuum Mechanics

The theory of fluid flow, together with the theory of elasticity, makes up the field of continuum mechanics,
which is the study of the mechanics of continuously distributed materials. Such materials may be either
solid or fluid, or may have intermediate viscoelastic properties. Since the concept of a continuous medium,
or continuum, does not take into consideration the molecular structure of matter, it is inherently an
idealization. However, as long as the smallest length scale in any problem under consideration is very
much larger than the size of the molecules making up the medium and the mean free path within the
medium, for mechanical purposes all mass may safely be assumed to be continuously distributed in space.
As a result, the density of materials can be considered to be a continuous function of spatial position
and time.

7.2.1.1 Constitutive Equations

The response of any fluid to applied forces and temperature disturbances can be used to characterize the
material. For this purpose, functional relationships between applied stresses and the resulting rate of strain
field of the fluid are needed. Fluids that are homogeneous and isotropic, and for which there is a linear
relationship between the state of stress within the fluid s;; and the rate of strain tensor &;;, where i and
j denote the Cartesian coordinates x, y, and z, are called Newtonian. In physiologic settings, Newtonian
fluids normally behave as if incompressible. For such fluids, it can be shown that

sij = —P8jj + 2ukj; (7.1)

with p the dynamic viscosity of the fluid and P = P(x, y, z) the fluid pressure.

7.2.1.2 Conservation (Field) Equations
In vector notation, conservation of mass for a continuous fluid is expressed through
ap

5 T Vepu=0 (7.2)

where p is the fluid density and u = u(x, y, z) is the vector velocity field. When the fluid is incompressible,
density is constant and Equation 7.2 reduces to the well-known continuity condition, V. e u = 0. The
continuity condition can also be expressed in terms of Cartesian velocity components (u, v, w) as du/dx+
av/dy + ow/dz = 0.
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The basic equation of Newtonian fluid motion, the Navier—Stokes equations, can be developed by
substitution of the constitutive relationship for a Newtonian fluid, P-1, into the Cauchy principle of
momentum balance for a continuous material [7]. In writing the second law for a continuously distributed
fluid, care must be taken to correctly express the acceleration of the fluid particle to which the forces are
being applied through the material derivative Du/Dt, where Du/Dt = du/dt + (u e V)u. That is, the
velocity of a fluid particle may change for either of two reasons, because the particle accelerates or
decelerates with time (temporal acceleration) or because the particle moves to a new position, at which the
velocity has different magnitude and direction (convective acceleration).

A flow field for which 9/dt = 0 for all possible properties of the fluid and its flow is described as steady,
to indicate that it is independent of time. However, the statement du/dt = 0 does not imply Du/Dt = 0,
and similarly Du/Dt = 0 does not imply that du/dt = 0.

Using the material derivative, the Navier—Stokes equations for an incompressible fluid can be written
in vector form as

Du

1
—— =B—- -VP+vVu 7.3
D; 5 + (7.3)

where v is the fluid kinematic viscosity = u/p.
Expanded in full, the Navier—Stokes equations are three simultaneous, nonlinear scalar equations, one
for each component of the velocity field. In Cartesian coordinates, Equation 7.3 takes the form

8u+ 8u+ 8u+ du B 18P+ 32u+82u+82u (7.40)
—tu—+v—+w—=B———+v| S5+ —5+— Aa
ot 0x dy 0z Y opox ax2  9yr  93z2

v N v N v N v B 1P N 8%y N %y N 3%y (7.4b)

—+u—+v—+w—=B ———+v| 5+ S+ .

ot dx dy 0z 7 pdy ax2 9y 9z2
aw+ 8w+ 8W+ aw B 18P+ 82W+82w+82w (7.40)
—+tu—+v—+w—=B,———+v|l—S+—5+— Ac
ot 0x dy 9z ‘o poz ax2  dyr  9z2

Flow fields may be determined by solution of the Navier—Stokes equations, provided B is known. This
is generally not a difficulty, since the only body force normally significant in hemodynamic applications
is gravity. For an incompressible flow, there are then four unknown dependent variables, the three
components of velocity and the pressure P, and four governing equations, the three components of
the Navier—Stokes equations and the continuity condition. It is important to emphasize that this set of
equations is not sufficient to calculate the flow field when the flow is compressible or involves temperature
changes, since pressure, density, and temperature are then interrelated, which introduces new dependent
variables to the problem.

Solution of the Navier-Stokes equations also requires that boundary conditions and sometimes initial
conditions as well be specified for the flow field of interest. By far the most common boundary condition
in physiologic and other engineering flows is the so-called no-slip condition, requiring that the layer of
fluid elements in contact with a boundary have the same velocity as the boundary itself. For an unmoving,
rigid wall, as in a pipe, this velocity is zero. However, in the vasculature, vessel walls expand and contract
during the cardiac cycle.

Flow patterns and accompanying flow field characteristics depend largely on the values of governing
dimensionless parameters. There are many such parameters, each relevant to specific types of flow settings,
but the principle parameter of steady flows is the Reynolds number, Re, defined as Re = p UL/, where U
is a characteristic velocity of the flow field and L is a characteristic length. Both U and L must be selected
for the specific problem under study and, in general, both will have different values in different problems.
For pipe flow, U is most commonly selected to be the mean velocity of the flow with L the pipe diameter.

It can be shown that the Reynolds number represents the ratio of inertial forces to viscous forces
in the flow field. Flows at sufficiently low Re therefore behave as if highly viscous, with little to no
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fluid acceleration possible. At the opposite extreme, high Re flows behave as if lacking viscosity. One
consequence of this distinction is that very high Reynolds number flow fields may, at first thought, seem
to contradict the no-slip condition, in that they seem to “slip” along a solid boundary exerting no shear
stress. This dilemma was first resolved in 1905 with Prandtl’s introduction of the boundary layer, a thin
region of the flow field adjacent to the boundary in which viscous effects are important and the no slip
condition is obeyed [8-10].

7.2.1.3 Turbulence and Instabilities

Flow fields are broadly classified as either laminar or turbulentto distinguish between smooth and irregular
motion, respectively. Fluid elements in laminar flow fields follow well-defined paths indicating smooth
flow in discrete layers or “laminae,” with minimal exchange of material between layers due to the lack
of macroscopic mixing. The transport of momentum between system boundaries is thus controlled by
molecular action, and is dependent on the fluid viscosity.

In contrast, many flows in nature as well as engineered applications are found to fluctuate randomly
and continuously, rather than streaming smoothly, and are classified as turbulent. Turbulent flows are
characterized by a vigorous mixing action throughout the flow field, which is caused by eddies of varying
size within the flow. Since these eddies fluctuate randomly, the velocity field in a turbulent flow is not
constant in time. Although turbulent flows therefore do not meet the above definition for steady, the
velocity at any point presents a statistically distinct time-average value that is constant. Turbulent flows
are therefore described as stationary, rather than truly unsteady.

Physically, the two flow states are linked, in the sense that any flow can be stable and laminar if the ratio
of inertial to viscous forces is sufficiently small. Turbulence results when this ratio exceeds a critical value,
above which the flow becomes unstable to perturbations and breaks down into fluctuations.

Fully turbulent flow fields have four defining characteristics [10,11]: they fluctuate randomly, they are
three-dimensional, they are dissipative, and they are dispersive. The turbulence intensity I of any flow field
is defined as the ratio of velocity fluctuations «’ to time-average velocity i, I = v/ /.

Steady flow in straight, rigid pipes is characterized by only one dimensionless parameter, the Reynolds
number. It was shown by Osborne Reynolds that for Re < 2000, incidental disturbances in the flow field
are damped out and the flow remains stable and laminar. For Re < 2000, brief bursts of fluctuations
appear in the velocity separated by periods of laminar flow. As Re increases, the duration and intensity
of these bursts increases until they merge together into full turbulence. Laminar flow may be achieved
with Re as large as 20,000 or greater in extremely smooth pipes, but it is unstable to flow disturbances and
rapidly becomes turbulent if perturbed.

Since the Navier-Stokes equations govern all the behavior of any Newtonian fluid flow, it follows
that turbulent flow patterns should be predictable through analysis based on those equations. However,
although turbulent flows have been investigated for more than a century and the equations of motion
analyzed in great detail, no general approach to the solution of problems in turbulent flow has been
found. Statistical studies invariably lead to a situation in which there are more unknown variables than
equations, which is called the closure problem of turbulence. Efforts to circumvent this difficulty have
included phenomenologic concepts such as eddy viscosity and mixing length, as well as analytical methods
including dimensional analysis and asymptotic invariance studies.

7.2.2 Flow in Tubes

Flow in a tube is the most common fluid dynamic phenomenon in the physiology of living organisms,
and is the basis for transport of nutrient molecules, respiratory gases, hormones, and a variety of other
important solutes throughout the body of all complex living plants and animals. Only single-celled
organisms, and multicelled organisms with small numbers of cells, can survive without a mechanism
for transporting such molecules, although even these organisms exchange materials with their external
environment through fluid-filled spaces. Higher organisms, needing to transport molecules and materials
over larger distances, rely on organized systems of directed flows through networks of tubes to carry fluids

© 2006 by Taylor & Francis Group, LLC



7-6 Tissue Engineering and Artificial Organs

and solutes. In human physiology, the circulatory system, which consists of the heart, the blood vessels of
the vascular tree, and the fluid, blood and which serves to transport blood throughout the body tissues,
is perhaps the most obvious example of an organ system dedicated to creating and sustaining flow in a
network of tubes. However, flow in tubes is also a central characteristic of the respiratory, digestive, and
urinary systems. Furthermore, the immune system utilizes systemic circulatory mechanisms to facilitate
transport of antibodies, white blood cells, and lymph throughout the body, while the endocrine system is
critically dependent on blood flow for delivery of its secreted hormones to the appropriate target organs
or tissues. In addition, reproductive functions are also based on fluid flow in tubes. Thus, seven of the ten
major organ systems depend on flow in tubes to fulfill their functions.

7.2.2.1 Steady Poiseuille Flow

The most basic state of motion for fluid in a pipe is one in which the motion occurs at a constant
rate, independent of time. The pressure—flow relation for laminar, steady flow in round tubes is called
Poiseuille’s Law, after J.L.M. Poiseuille, the French physiologist who first derived the relation in 1840 [12].
Accordingly, steady flow through a pipe or channel that is driven by a pressure difference between the pipe
ends of just sufficient magnitude to overcome the tendency of the fluid to dissipate energy through the
action of viscosity is called Poiseuille flow.

Strictly speaking, Poiseuille’s Law applies only to steady, laminar flow through pipes that are straight,
rigid, and infinitely long with uniform diameter, so that effects at the pipe ends may be neglected without
loss of accuracy. However, although neither physiologic vessels nor industrial tubes fulfill all those condi-
tions exactly, Poiseuille relationships have proven to be of such widespread usefulness that they are often
applied even when the underlying assumptions are not met. As such, Poiseuille flow can be taken as the
starting point for analysis of cardiovascular, respiratory, and other physiologic flows of interest.

A straight, rigid round pipe is shown in Figure 7.1, with x denoting the pipe axis and a the pipe
radius. Flow in the pipe is governed by the Navier—Stokes equations, which for these conditions reduce to
d?u/dr? + (1/r)(du/dr) = —«/u, with the conditions that the flow field must be symmetric about the
pipe center line, that is, du/dr|,—¢ = 0, and the no-slip boundary condition applies at the wall, u = 0 at
r = a. Under these conditions, the velocity field solution is u(r) = (i/4u)(a® — r2).

The velocity profile described by this solution has the familiar parabolic form known as Poiseuille flow
(Figure 7.1). The velocity at the wall (r = a) is clearly zero, as required by the no-slip condition, while
as expected on physical grounds, the maximum velocity occurs on the axis of the tube (r = 0) where
Umax = ka®/4u. At any position between the wall and the tube axis, the velocity varies smoothly with r,
with no step change at any point.

From physical analysis, it can be shown that the parabolic velocity profile results from a balance of
the forces on the fluid in the pipe. The pressure gradient along the pipe accelerates fluid in the forward
direction through the pipe, while at the same time, viscous shear stress retards the fluid motion. A parabolic
profile is created by the balance of these effects.

Although the velocity profile is important and informative, in practice one is apt to be more concerned
with measurement of the discharge rate, or total rate of flow in the pipe, Q, which can be accessed far more
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FIGURE 7.1 Parabolic velocity profile characteristic of Poiseuille flow in a round pipe of radius a. x, r-coordinate
system with origin on the pipe centerline.
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easily. The volume flow rate is given by area-integration of the velocity across the tube cross section:

Q= [uedA=—"— (7.5)

which is Poiseuille’s Law.

For convenience, the relation between pressure and flow rate is often reexpressed in an Ohm’s Law
form, driving force = flow x resistance, or dP/dx = Q - (8u/ma*), from which the resistance to flow,
811/ma’, is seen to be inversely proportional to the fourth power of the tube radius.

A further point about Poiseuille flow concerns the area-average velocity, U. Clearly, U = Q/
cross-sectional area = (mwka*/8u)/ma® = ka®/8u. But, as was pointed out, the maximum velocity
in the tube is umayx = ka? /4. Hence U = umay/2 = (1/2)tt],—0 = (1/2)ucL.

Finally, the shear stress exerted by the flow on the wall can be a critical parameter, particularly when
it is desired to control the wall’s exposure to shear. From the solution for u(r), it can be shown that wall
shear stress, 7y, is given by

_ du _0Pa _ 4uQ
i —y 0x2  mad

Ty =

(7.6)

To summarize, Poiseuille’s Law, Equation 7.5, provides a relation between the pressure drop and net
laminar flow in any tube, while Equation 7.6 provides a relation between the flow rate and wall shear
stress. Thus, physical forces on the wall may be calculated from knowledge of the flow fields.

7.2.2.2 Entrance Flow

It can be shown that a Poiseuille velocity profile is the velocity distribution that minimizes energy dis-
sipation in steady laminar flow through a rigid tube. Consequently, it is not surprising that if the flow
in a tube encounters a perturbation that alters its profile, such as a branch vessel or a region of stenosis,
immediately downstream of the perturbation the velocity profile will be disturbed away from a para-
bolic form, perhaps highly so. However, if the Reynolds number is low enough for the flow to remain
stable as it convects downstream from the site of the original distribution, a parabolic form is gradually
recovered. Consequently, at a sufficient distance downstream, a fully developed parabolic velocity profile
again emerges.

Both blood vessels and bronchial tubes of the lung possess enormous number of branches, each of
which produces its own flow disturbance. As a result, many physiologic flows may not be fully developed
over a significant fraction of their length. It therefore becomes important to ask, what length of tube is
required for a perturbed velocity profile to recover its parabolic form, that is, how long is the entrance
length in a given tube? This question can be formally posed as, if x is the coordinate along the tube
axis, for what value of x does u|,—9 = 2U? Through dimensional analysis it can be shown that x/d =
const X (pdU/u) = const x Re, where d is the tube diameter. Thus, the length of tube over which the
flow develops is const x Re x d. The constant must be determined by experiment, and is found to be in
the range 0.03 to 0.04.

Since the entrance length, in units of tube diameters, is proportional to the Reynolds number and the
mean Reynolds number for flow in large tubes such as the aorta and trachea is of the order of 500 to
1000, the entrance length in these vessels can be as much as 20 to 30 diameters. In fact, there are few
segments of these vessels even close to that length without a branch or curve that perturbs their flow.
Consequently, flow in them can be expected to almost never be fully developed. In contrast, flow in the
smallest bronchioles, arterioles, and capillaries may take place with Re < 1. As a result, their entrance
length is «1 diameter, and flow in them will virtually always be nearly or fully developed.
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7.2.2.3 Mechanical Energy Equation

Flow fields in tubes with more complex shapes than simple straight pipes, such as those possessing bends,
curves, orifices, and other intricacies, are often analyzed with anenergy balance approach, since they are
not well described by Poiseuille’s Law. Understanding such flow fields is significant for in vitro studies
and perfusion devices, to establish dynamic similitude parameters, as well as for in vivo studies of curved
as well as branched vessel flows. For any system of total energy E, the first law of thermodynamics states
that any change in the energy of the system AE must appear as either heat transferred to the system in
unit time Q or as work done by the system W, so that AE = Q — W. Here a sign convention is taken
such that Q, when positive, represents heat transferred to the system and W, when positive, is the work
done by the system on its surroundings. The general form of the energy equation for a fluid system is

é—vif—i/ L dV+/ AL ds (7.7)
S—dtvzgze,o szgze,ou .

where W, the “shaft work,” represents work done on the fluid contained within a volume V bounded by
a surface S by pumps, turbines, or other external devices through which power is often transmitted by
means of a shaft, U?/2 is the kinetic energy per unit mass of the fluid within V, gzis its potential energy
per unit mass, with z the vertical coordinate and g gravitational acceleration, e is its internal energy per
unit mass, and the density p is assumed to be constant.

The general equation can be simplified greatly when the flow is steady, since the total energy contained
within any prescribed volume is then constant, and d/dt = 0. Applying Equation 7.7 to steady flow
through a control volume whose end faces are denoted 1 and 2 respectively, then gives

2 2
12+,31ﬂ+21+hp=12+,32£+@+h]~ (7.8)
1 28 1 28
where p; and p;, are the pressures at faces 1 and 2, z; and z; are the vertical positions of those faces, y = pg,
hy represents head supplied by a pump, and the coefficients 81 and B, are kinetic energy correction factors
introduced to simplify notation. Calculations show that § = 1 when the velocity is uniform across the
section, and B = 2 for laminar Poiseuille flow. Mechanical energy lost from the system is lumped together
as a single term called head loss, hy. For flow in a rigid pipe of length L and diameter d, hy is well
represented by by = f(L/d)(U?/2g), where f is called the friction factor of the pipe, and depends on both
the pipe roughness and the flow Reynolds number. It can be shown that for laminar flow, f = 64/Re. Then
hy = (32uLU/y d?). Forms that h; can take on in turbulent flows are given in a variety of texts [13,14].

It is worth repeating that Equation 7.8 is only correct when the fluid density is constant, as is normally
the case in tissue and engineering applications and even for air flow in the lung. Compressibility effects
require separate energy considerations.

7.3 Pulsatile Flow

Flow in a straight, round tube driven by an axial pressure gradient that varies in time is the basis for blood
transport in the arterial tree as well as respiratory gas transport in the trachea and bronchi. When the flow
is confined within a tube of rigid, undeformable walls, its direction will always be parallel to the tube axis,
so that there will only be an axial component of velocity u = (u(r, t), 0, 0) (Figure 7.2). Since all the fluid
elements in the tube will then respond to any change in the pressure magnitude instantaneously and in
unison, regardless of axial position, the velocity profile will be the same at all positions along the tube.
It is as if all the fluid in the tube moves as a single rigid body.

As a result of the flow field accelerations and decelerations in pulsatile flows, a special type of boundary
layer known as the Stokes layer develops. When the pressure gradient varies sinusoidally in time, as the
pressure increases to its maximum, the flow increases, and as the pressure decreases, the flow does too.
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FIGURE 7.2 Representative velocity profiles of laminar, oscillatory flow in a straight, rigid tube, at four phases of
the flow cycle. (a) @ = 3, (b) @ = 13.

If the oscillations are of very low frequency, the velocity field will essentially be in phase with the pressure
gradient and the boundary layers will have adequate time to grow into the tube core region. In the limit of
very low frequency, the velocity field must therefore approach that of a steady Poiseuille flow. As frequency
increases, however, the pressure gradient changes more rapidly and the flow begins to lag behind due to
the inertia of the fluid. The Stokes layers then become confined to a region near the wall, lacking the
time required for further growth. In addition, the flow amplitude decreases with increasing oscillation
frequency as pressure gradient reversals occur more and more rapidly. In the limit of very high frequency,
fluid in the tube center hardly moves at all and the Stokes layers are confined to very thin region along
the wall.

Because of the inertia of the fluid, the Stokes layer thickness, §, is inversely related to the flow frequency,
with § o (v/ w)Y/2, where w is the flow angular frequency (in rad/sec).

7.3.1 Hemodynamics in Rigid Tubes: Womersley’s Theory

The rhythmic contractions of the heart produce a pressure distribution in the arterial tree that includes
both a steady component, P, and a purely oscillatory component, Py, as does the velocity field. In con-
trast, flow in the trachea and bronchi has no steady component, and thus is purely oscillatory. It is common
practice to refer to these components of pressure and flow as steady and oscillatory, respectively, and to
use the term pulsatile to refer to the superposition of the two. A very useful feature of these flows, when
they occur in rigid tubes, is that the governing equation (Equation 7.10) is linear, since the flow field is
unidirectional and independent of axial position. The steady and oscillatory components can therefore be
decoupled from each other, and analyzed separately. This gives

P(x,t) = Ps(x) + Posc(x, 1)
(7.9)
u(r, t) = us(r) + tosc (7, 1)

The oscillatory component of this flow may be analyzed assuming the flow to be fully developed,
so that entrance effects may be neglected, and to be driven by a purely oscillatory pressure gradient,
—(1/p)(dP/9x) = K cos(wt) = Re(Kel®!), where i = +/—1 and here “Re” indicates the Real part of
Kel®*. It is also convenient to introduce a new dimensionless parameter, the Womersley number, o [15],
defined as o = a(w/v)'/%. Thus defined, a represents the ratio of the tube radius to the Stokes layer
thickness.
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The velocity field is then governed by

du 18P+ 82u+18u (7.10)
at  pox Y\or T 7o ’

subject to the no-slip boundary condition at the tube wall, which for a round tube takes the form u = 0
forr = a.

The particular solution to Equation 7.10 under this condition is most easily expressed in terms of
complex ber and bei functions, which themselves are defined through [16] ber(r) +i-bei(r) = Jo(r - iv1),
where Jj represents the complex Bessel function of the first kind. Then

u(r,t) = g(Bcosa)t—i—(l—A)sin wt) (7.11)
where
A bera ~beroz(r/2a) + be.i;x - beia(r/a) (7.122)
ber‘a + bei“w
and
B beiw - bera(r/a) — bera - beia(r/a) (7.12b)

ber’a + bei’a

Representative velocity profiles derived from these expressions are shown in Figure 7.2 for two values
of a at four phases of the flow cycle. In these figures the radial position, r, has been normalized by the
tube radius, a. At « = 3 (Figure 7.2a), a value that under resting conditions can occur in the smallest
arteries and larger arterioles as well as the middle airways, Stokes layers can occupy a significant fraction
of the tube radius. The velocity at the wall is zero, as required by the no-slip condition, and as in steady
flow the velocity varies smoothly with r, with no step change at any point. However, even at this low «, the
velocity profile resembles a parabola only during peak flow rates. At other flow phases, a more uniform
profile forms across the tube core.

In contrast, at « = 13 (Figure 7.2b), which characterizes rest state flow in the aorta and trachea, the
velocity profile of the pipe core is nearly uniform at all flow phases. Flow in the boundary layer is out of
phase with that in the core, and flow reversals are possible in the Stokes layer. These changes in the velocity
fields result from the inertia of the fluid, since as the flow frequency increases, less time is available in each
flow cycle to accelerate the fluid.

To these flow fields, of course, must be added a steady component if the flow field is pulsatile rather
than purely oscillatory.

As with steady flows, it is important to be able to use these expressions for the velocity field to determine
the instantaneous total volume flow rate, Qjpst, or equivalently the instantaneous mean velocity, Uy,
since Qinst = Uinst X pipe area. It can be shown that the mean velocity is [17]

K (2D 1-2CY\ .
U()=— | — cos ot + sin wt
o \ o o

K
—o cos (wt — 8) (7.13)
10}
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where
bera - bei'a — beix - ber'o
C= . > (7.14a)
ber“a + bei“a
D— bera ~ber2’ot + be.i;x -bei'a (7.14b)
ber‘a + bei“a
1-2C\* [2D\?
o’ = ( ) + (—) (7.14c)
o o
1-2C
tand = ¢ /%) (7.14d)
(2D/a)
The oscillatory shear stress at the wall, Ty, osc, 1S given by Ty, osc = —(dUosc/d7)|r=q. This results in
Ka/i J1(ay/=i :
Twose = Re [ 2 av/i Ji(a 0/V) ot (7.15)
o Jo(av/—iw/v)

As with the oscillatory flow rate, the oscillatory wall shear stress lags the pressure gradient, reaching a
maximum during peak flow.

7.3.2 Hemodynamics in Elastic Tubes

Because of the mathematical complexity of analysis of pulsatile flows in elastic tubes, and the variety of
physical phenomena associated with them, space does not permit a full description of this topic. The
reader is instead referred to a number of excellent references for a more complete treatment [18-20]. Here
we only briefly summarize the most important features of these flows, to give the reader a sense of the
richness of the physics underlying them.

In brief, in a tube with a nonrigid wall, any pressure change within the tube will lead to localized bulging
of the tube wall in the high-pressure region (Figure 7.3). Fluid can then flow in the radial direction into
the bulge. Hence, not only is the radial velocity v no longer zero, but both u and v can no longer be
independent of x even far from the tube ends. Thus the flow field is governed by the continuity condition
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FIGURE 7.3 Local bulging of the tube wall at regions of high pressure in pulsatile flow in an elastic tube.
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along with the full Navier-Stokes equations. Assuming axial symmetry of the tube, these become

dJu ov v

—+—+-=0
ax dr 1 (7.16)
8u+ 8u+ du 13P+ 2u  %u  10u
—tu—+v—=—4v|—=+ — 4+ -—
ot dx or 0 0x axz  9r2  ror
av n ov n av 10P %y 3*v 19w 1% (7.17)
—tu—4v—=—4+v|—+ —4+-——- = .
ot dx or p or axz  9rr  ror r?

The most important consequence of this is that even if the inlet pressure gradient depends only on ¢,
within the tube the pressure gradient depends on x as well as ¢. An oscillatory pressure gradient applied
at the tube entrance therefore propagates down the tube in a wave motion. Both the pressure and the
velocity fields therefore take on wave characteristics.

The speed with which these waves travel down the tube can be expected to depend on the fluid inertia,
that is, on its density and on the wall stiffness. If the wall thickness is small compared to the tube
radius and the effect of viscosity is neglected, the wave speed ¢ is given by the Moen—Korteweg formula
¢ = (Eh/ ,od)l/ 2 where E is the stiffness, or Young’s modulus, of the tube wall and # is its thickness.
As can be expected on physical grounds, the wave speed increases as the wall stiffness rises until when E
becomes infinite, the wall is rigid. Thus oscillatory motion in a rigid tube, in which all the fluid moves
together in bulk, may be thought of as resulting from a wave traveling with infinite speed, so that any
change in the pressure gradient is felt throughout the whole tube instantaneously. In an elastic tube, by
contrast, pressure changes are felt locally at first and then propagate downstream at finite speed.

Because of the action of the pressure and shear stress on the wall position and displacement, oscillatory
flow in an elastic tube is inherently a coupled problem, in the sense that it is not possible in general to
determine the fluid motion without also determining the resulting wall motion; the two are intrinsically
linked. It can be shown [18] that the motion of the wall is governed by

92 E 2 92

s - - oS oomy _ tw (7.18a)
3t (1—02)py \3x?  a dx owh

92 P E 0
J=7W—7<ﬁ+o—g> (7.18b)
0tz pywh (1 — 02) Owa \ 4 ax

where ¢ and 7 are the axial and radial displacement of the wall, respectively (both of which may vary with
axial position x), Py, and t,, are the fluid pressure and shear stress at the wall, py, is the wall density and o
is Poisson’s ratio, a wall material property. Equation 7.18(a) and Equation 7.18(b) indicate the coupling
of the wall and fluid motions, since they explicitly describe { and 7, which are properties of the wall, in
terms of Py and t,,, which are themselves properties of the flow. In addition, coupling is imposed by the
no-slip boundary condition, since the layer of fluid in contact with the wall must have the same velocity as
the wall. Hence, d¢/9t = u(x, a, t), the axial component of velocity at the wall, and 95/9t = v(x, a, t),
the radial component of velocity at the wall.

With these governing equations and boundary conditions in place, and if the input pressure dis-
tribution that drives the flow field is known, it is possible to develop a formal solution for the axial
velocity. For an oscillatory flow, the input pressure would normally be expected to be of a sinusoidal
form P(x,r,t) = const - elot, Following Reference 18, the method of characteristics shows the pressure
distribution throughout the tube to be P(x,r,t) = A(x, r)el?(t=x/9) \where ¢ is the wave speed in the
fluid and A is the pressure amplitude. Since the fluid must be taken to be viscous, ¢ is not equal to ¢,
the inviscid fluid wave speed. Instead, ¢ = ¢(2/(1 — 02)z)'/?, with z a parameter of the problem that
depends on a, w, v, 0, p, pw, and h. It can also be shown that the pressure amplitude A depends on x,
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but not on r, and therefore the pressure is uniform across any axial position in the tube [18]. Under these
conditions, the solution for u, the principal velocity component of interest, can be stated as

e AL SRV | e
u(x,r,t)—Re(pC{l G]0 (am)} e (7.19)

with G a factor that modifies the velocity profile shape compared to that in a rigid tube due to the wall
elasticity. G is given by

oo 2tzv—1 (7.20)
zQv —g)

with

_ 2J1(ay/—iw/v)
§ = ad=iwfv)o(av/—io]v)

(7.21)

It is apparent from inspection of Equation 7.19 that the difference between the velocity field in a rigid
tube and that in an elastic tube is contained in the factor G. However, since G is complex, and both its real
and imaginary parts depend on the flow frequency w, the difference is by no means readily evident. The
reader is referred to Reference 18 for detailed depiction of representative velocity profiles. Nevertheless,
it is important to note here that because the pressure distribution in an elastic tube takes the form of a
traveling wave, two separate periodic oscillations can be derived from Equation 7.19. The first is that at
any given axial position in the tube, the velocity profile varies sinusoidally with time, just as it does in a
rigid tube. The second, however, is that at any instant of time during the flow cycle, the velocity field also
varies sinusoidally in space. Fluid flows away from regions in which the pressure is greatest and foward
regions in which it is least. In a rigid tube, there is only one region of maximum pressure, the upstream
tube end, and only one region of minimum pressure, the downstream end. Between them, the pressure
varies linearly with axial position x. In contrast, in an elastic tube the pressure varies sinusoidally with x,
so that many high-pressure regions can exist along the tube and these lead to a series of flow reversals at
any specific time.

A final word about oscillatory flow in an elastic tube concerns the possibility of wave reflections. In a
rigid tube, there is no wave motion as such, and flow arriving at an obstruction or branch is disturbed in
some way, but otherwise progresses through the obstruction. In contrast, the wave nature of flow in an
elastic tube leads to entirely different behavior at an obstacle. At an obstruction such as a bifurcation or
a branch, some of the energy associated with pressure and flow is transmitted through the obstruction,
while the remainder is reflected. This leads to a highly complex pattern of superposing primary and
reflected pressure and flow waves, particularly in the arterial tree since blood vessels are elastic and vessel
branchings are ubiquitous throughout the vascular system. Such wave reflections may be analyzed in
terms of transmission line theory [7,18].

7.3.3 Turbulence in Pulsatile Flow

Transition to turbulence in oscillatory pipe flows occurs through fundamentally different mechanisms
than transition in steady flows, for two reasons. The first is that the oscillatory nature of the flow leads to
a unique base state, the most important feature of which is the formation of an oscillatory Stokes layer
on the tube wall. This layer has its own stability characteristics, which are not comparable to the stability
characteristics of the boundary layer of steady flow. The second reason is that temporal deceleration
destabilizes the whole flow field, so that perturbations of the Stokes layer can cause the flow to break
down into unstable, random fluctuations. Instability often occurs during the deceleration phase of the
flow cycle, and is immediately followed by relaminarization as the net flow decays to zero prior to reversal.
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Because of these characteristics, during deceleration phases of the flow cycle instabilities are observable
in the Stokes layer even at much lower Reynolds numbers than those for which they would be found in
steady flow [21].

Since the Stokes layer thickness § itself depends on the flow frequency, transition to turbulence depends
on the Womersley number as well as the Reynolds number. Experimental measurements of the velocity
made in rigid tubes by noninvasive optical techniques [21] have shown that over a range of values of
a > 8, the flow was found to be fully laminar for Res < 500, where Re; is the Reynolds number based
on the Stokes layer thickness rather than tube diameter. That is, Res = U§/v. For 500 < Res < 1300,
the core flow remained laminar while the Stokes layer became unstable during the deceleration phase of
fluid motion. This turbulence was most intense in an annular region near the tube wall. These results are
in accord with theoretical predictions of instabilities in Stokes layers [22,23]. For higher values of Res,
instability can be expected to spread across the tube core.

7.4 Models and Computational Techniques

7.4.1 Approximations to the Navier-Stokes Equations

The Navier—Stokes equations, Equation 7.3 and Equation 7.4, together with the continuity condition,
provide a complete set of governing equations for the motion of an incompressible Newtonian fluid. If
appropriate boundary and initial conditions can be specified for the motion of such a fluid in a given flow
system, in principle a full set of governing equations and conditions for the system will be known. It may
then be expected that the fluid motion can be deduced simply by solution of the resulting boundary value
problem. Unfortunately, however, the mathematical difficulties resulting from the nonlinear character of
the acceleration terms Du/Dt in the Navier—Stokes equations are so great that only a very limited number
of exact solutions have ever been found. The simplest of these pertain to cases in which the velocity has the
same direction at every point in the flow field, as in the steady and pulsatile pipe flows discussed earlier.

Accordingly, there is a strong incentive to seek conditions under which one or more of the terms
in Equation 7.3 are negligible or nearly so, and therefore an approximate and much simpler governing
equation can be generated by neglecting them altogether. For example, the Reynolds number represents
the ratio of inertial to viscous forces in the flow field. Accordingly, in flows for which Re > 1, it can be
shown that the viscous term vV?2u is very much smaller than the acceleration Du/Dt. Consequently, it
can be omitted from the governing equation, which leads to solutions that are approximately valid at least
outside the boundary layer. Conversely, when Re < 1, the viscous term vV?u is much larger than the
acceleration Du/Dt.

In summary, these approximations show that viscosity is important in three situations:

1. When the overall Reynolds number is low, since then viscous effects act over the full flow field

2. When the overall Reynolds number is high, viscosity is important in thin boundary layers

3. When the flow is enclosed, as in a pipe flow, since then the available diffusion time is very large and
viscous effects can become important in the whole flow after some initial region or time

An alternative approach to seeking simplifications to the Navier—Stokes equations is to accept the full set
of equations, but approximate each term in the equation with a simpler form that permits solutions to
be developed. Although the resulting equations are only approximately correct, the advent of modern
digital computers has allowed them to be written with great fineness, so that highly accurate solutions are
achieved. These techniques are called CFD.

7.4.2 Computational Fluid Dynamics

The steady improvement in computer speed and memory capabilities since the 1950s has made it pos-
sible for CFD to become a very powerful and versatile tool for the analysis of complex problems of
interest in the engineering biosciences. By providing a cost-effective means to simulate real flows in detail,
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CFED permits studying complex problems combining thermodynamics, chemical reaction kinetics, and
transport phenomena with fluid flow aspects. In addition, such problems often arise in highly complex
geometries. Consequently, they may be far too difficult to study accurately without computational model
approaches.

Furthermore, CFD offers a means for testing flow conditions that are unachievable or prohibitively
expensive to test experimentally. For example, most flow loops and wind tunnels are limited to a fixed
range of flow rates and governing parameter values. Such limits generally do not apply to CFD analyses.
Moreover, flow under a wide range of parameter values may be tested with far less cost than performing
repeated experiments.

A representative example of widespread interest to biomedical engineers is the analysis of hemody-
namics in blood vessel models. When analyzing biologic responses to flow or before employing newly
developed surgical procedures, characterization studies need to be conducted to substantiate applicability.
Cellular metabolic rates in encapsulated and free states, as well as pertinent transport phenomena, can be
evaluated in anatomically realistic vessel configurations. These data, coupled with computational fluid
dynamics modeling, provide the basis for redesign/reconfigurations as apropos. CFD is a very powerful
and versatile tool for an analysis of this type.

At present, computational fluid dynamics methods are finding many new and diverse applications in
bioengineering and biomimetics. For example, CFD techniques can be used to predict (1) velocity and
stress distribution maps in complex reactor performance studies as well as in vascular and bronchial
models; (2) strength of adhesion and dynamics of detachment for mammalian cells; (3) transport proper-
ties for nonhomogeneous materials and nonideal interfaces; (4) multicomponent diffusion rates using the
Maxwell-Stefan transport model, as opposed to the limited traditional Fickian approach, incorporating
interactive molecular immobilizing sites; and (5) materials processing capabilities useful in encapsulation
technology and designing functional surfaces.

Although a full description of CFD techniques is beyond the scope of this chapter, thorough descriptions
of the methods and procedures may be found in many texts, for example, References 24-26.
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8.1 Background

Animal surrogate or cell culture analog (CCA) systems mimic the biochemical response of an animal
or human when challenged with a chemical or drug. A true animal surrogate is a device that replicates
the circulation, metabolism, or adsorption of a chemical and its metabolites using interconnected multiple
compartments to represent key organs. These compartments make use of engineered tissues or cell
cultures. Physiologically based pharmacokinetic models (PBPK) guide the design of the device. The
animal surrogate, particularly a human surrogate, can provide important insights into toxicity and efficacy
of a drug or chemical when it is impractical or imprudent to use living animals (or humans) for testing.
The combination of a CCA and PBPK provides a rational basis to relate molecular mechanisms to whole
animal response.

8.1.1 Limitations of Animal Studies

The primary method used to test the potential toxicity of a chemical or action of a pharmaceutical is to
use animal studies, predominantly with rodents. Animal studies are problematic. The primary difficulties
are that the results may not be meaningful to the assessment of human response [Gura, 1997]. Because
of the intrinsic complexity of a living organism and the inherent variability within a species, animal
studies are difficult to use to identify unambiguously the underlying molecular mechanism for action
of a chemical. The lack of a clear relationship among all of the molecular mechanisms to whole animal
response makes extrapolation across species difficult. This factor is particularly crucial when extrapolation

8-1
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8-2 Tissue Engineering and Artificial Organs

of rodent data to humans is an objective. Further, without a good mechanistic model it is difficult to
rationally extrapolate from high doses to low doses. However, this disadvantage due to complexity can be
an advantage; the animal is a “black box” and provides response data even when the mechanism of action
is unknown. Further disadvantages reside in the high cost of animal studies, the long period of time often
necessary to secure results, and the potential ethical problems in animal studies.

8.1.2 Alternatives to Animal Studies

In vitro methods using isolated cells [Del Raso, 1993] are inexpensive, quick, and have almost no ethical
constraints. Because the culture environment can be specified and controlled, the use of isolated cells
facilitates interpretation in terms of a biochemical mechanism. Since human cells can be used as well as
animal cells, cross-species extrapolation is facilitated.

However, these techniques are not fully representative of human or animal response. Typical in vitro
experiments expose isolated cells to a static dose of a chemical or drug. It is difficult to relate this static
exposure to specific doses in a whole animal. The time-dependent change in the concentration of a
chemical in an animal’s organ cannot be replicated. If one organ modifies a chemical or prodrug, which
acts elsewhere, these situations would not be revealed by the normal in vitro test. Another related approach
is the use of isolated cell cultures in a flow system such as a microphysiometer (McConnell et al., 1992;
Cooke and O’Kennedy, 1999). Cells are cultured in a microscale (2.8 ul) flow cell and changes in pH,
measured electronically, report changes in cell physiology. An important use of this technology is the
analysis or response of membrane-bound receptors in mammalian cells. The flow system allows a signal
to be applied and then removed.

A major limitation on the use of cell cultures is that isolated cells do not fully represent the full
range of biochemical activity of the corresponding cell type when in a whole animal. Engineered tissues,
especially cocultures [Bhatia et al., 1998], can provide a more “natural” environment, which can improve
(i.e., make normal) cell function. Another alternative is the use of tissue slices, typically from the liver
[Olinga et al., 1997]. Tissue slices require the sacrifice of the animal; there is intrinsic variability, and
biochemical activities can decay rapidly after harvest. The use of isolated tissue slices also does not
reproduce interchange of metabolites among organs and the time-dependent exposure that occurs within
an animal.

An alternative to both animal and in vitro studies is the use of computer models based on PBPK models
[Connolly and Anderson, 1991]. PBPK models can be applied to both humans and animals. Because PBPK
models mimic the integrated, multicompartment nature of animals, they can predict the time-dependent
changes in blood and tissue concentrations of a parent chemical or its metabolites. Although construction
of arobust, comprehensive PBPK is time-consuming, once the PBPK is in place many scenarios concerning
exposure to a chemical or treatment strategies with a drug can be run quickly and inexpensively. Since
PBPKSs can be constructed for both animals and humans, cross-species extrapolation is facilitated. There
are, however, significant limitations in relying solely on PBPK models. The primary limitation is that a
PBPK can only provide a response based on assumed mechanisms. Secondary and unexpected effects
are not included. A further limitation is the difficulty in estimating parameters, particularly kinetic
parameters.

None of these alternatives satisfactorily predicts human response to chemicals or drugs.

8.2 The Cell Culture Analog Concept

A CCA is a physical replica of the structure of a PBPK where cells or engineered tissues are used in
organ compartments to achieve the metabolic and biochemical characteristics of the animal. Cell culture
medium circulates between compartments and acts as a “blood surrogate.” Small-scale bioreactors with
the appropriate cell types in the physical device represent organs or tissues.
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The CCA concept combines attributes of a PBPK and other in vitro systems. Unlike other in vitro
systems, the CCA is an integrated system that can mimic dose dynamics and allows for conversion of a
parent compound into metabolites and the interchange of metabolites between compartments. A CCA
system allows dose exposure scenarios that can replicate the exposure scenarios of animal studies.

A CCA is intended to work in conjunction with a PBPK as a tool to test and refine mechanistic
hypotheses. A molecular model can be embedded in a tissue model which is embedded in the PBPK. Thus,
the molecular model is related to the overall metabolic response. The PBPK can be made an exact replica of
the CCA; the predicted response and measured CCA, response should exactly match if the PBPK contains a
complete and accurate description of the molecular mechanisms. In the CCA, all flow rates, the number of
cells in each compartment, and the levels of each enzyme can be measured independently, so no adjustable
parameters are required. If the PBPK predictions and CCA results disagree, then the description of the
molecular mechanisms is incomplete. The CCA and PBPK can be used in an iterative manner to test
modifications in the proposed mechanism. When the PBPK is extended to describe the whole animal,
failure to predict animal response would be due to inaccurate description of transport (particularly within
an organ), inability to accurately measure kinetic parameters (e.g., in vivo enzyme levels or activities), or
the presence in vivo or metabolic activities not present in the cultured cells or tissues. Advances in tissue
engineering will provide tissue constructs to use in a CCA that will display more authentic metabolism
than isolated cell cultures.

The goal is predicting human pharmacological response to drugs or assessing risk due to chemical
exposure. A PBPK that can make an accurate prediction of both animal CCA and animal experiments
would be “validated.” If we use the same approach to constructing a human PBPK and CCA for the same
compound, then we would have a rational basis to extrapolate animal response to predict human response
when human experiments would be inappropriate. Also, since the PBPK is mechanistically based, it would
provide a basis for extrapolation to low doses. The CCA/PBPK approach complements animal studies by
potentially providing an improved basis for extrapolation to humans.

Further, PBPKs validated as described previously provide a basis for prediction of human response to
mixtures of drugs or chemicals. Drug and chemical interactions may be synergistic or antagonistic. If a
PBPK for compound A and a PBPK for compound B are combined, then the response to any mixture of
A and B should be predictable since the mechanisms for response to both A and B are included.

8.3 Prototype CCA

A simple three-component CCA mimicking rodent response to a challenge by naphthalene has been tested
by Sweeney et al. [1995]. While this prototype system did not fulfill the criteria for a CCA of physically
realistic organ residence times or ratio of cell numbers in each organ, it did represent a multicompart-
ment system with fluid recirculation. The three components were liver, lung, and other perfused tissues.
These experiments used cultured rat hepatoma (H4IIE) cells for the liver and lung (L2) cells for the
lung compartment. No cells were required in “other tissues” in this model since no metabolic reactions
were postulated to occur elsewhere for naphthalene or its metabolites. The H4IIE cells contained enzyme
systems for activation of naphthalene (cytochrome P450IA1) to the epoxide form and conversion to
dihydrodiol (epoxide hydrolase) and conjugation with glutathione (glutathione-S-transferase). The L2
cells had no enzymes for naphthalene activation. Cells were cultured in glass vessels as monolayers. Exper-
iments with this system using lactate dihydrogenase release (LDH) and glutathione levels as dependent
parameters supported a hypothesis where naphthalene is activated in the “liver” and reactive metabolites
circulate to the “lung” causing glutathione depletion and cell death as measured by LDH release. Increasing
the level of cytochrome p450 activity in the “liver” by increasing cell numbers or by preinducing H4ITE
cells led to increased death of L2 cells. Experiments with “liver”-blank; “lung”—“lung,” and “lung”-blank
combinations all supported the hypothesis of a circulating reactive metabolite as the cause of L2 cell death.

This prototype system [Sweeney et al., 1995] was difficult to operate, very nonphysiologic, and made
time course experiments very difficult. An alternative system using packed bed reactors for the “liver”
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and “lung” compartments has been tested [Ghanem and Shuler, 2000a]. This system successfully allowed
time course studies, was more compact and simpler to operate, and was physiological with respect to the
ratio of “liver” to “lung” cells. While liquid residence times improved in this system, they still were not
physiologic (i.e., 114 sec vs. an in vivo value of 21 sec in the liver and 6.6 sec vs. in vivo lung value of
about 1.5 sec) due to physical limitations on flow through the packed beds. Unlike the prototype system,
no response to naphthalene was observed.

This difference in response of the two CCA designs was explained through the use of PBPK models
of each CCA [Ghanem and Shuler, 2000b]. In the prototype system, the large liquid residence times
in the liver and the lung allowed formation of large amounts of naphthol from naphthalene oxide and
presumably the conversion of napthol into quinones that were toxic. In the packed bed system, liquid
residence times were sufficiently small so that the predicted naphthol level was negligible. Thus, the PBPK
provided a mechanistic basis to explain the differences in response of the two experimental configurations.

Using a very simple CCA, Mufti and Shuler [1998] demonstrated that response of human hepatoma
(HepG2) to exposure to dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin) is dependent on how the dose is
delivered. The induction of cytochrome p450IA1 activity was used as a model response for exposure
to dioxin. Data were evaluated to estimate dioxin levels giving cytochrome P450IA1 activity 0.01% of
maximal induced activity. Such an analysis mimics the type of analysis used to estimate risk due to
chemical exposure. The “allowable” dioxin concentration was 4 x 107> nM using a batch spinner flask,
4 x 10~* nM using a one-compartment system with continuous feed, and 1 x 107> nM using a simple
two-compartment CCA. Further, response could be correlated to an estimate of the amount of dioxin
bound to the cytosolic Ah receptor with a simple model for two different human hepatoma cell lines. This
work illustrates the potential usefulness of a CCA approach in risk assessment.

Ma et al. [1997] have discussed an in vitro human placenta model for drug testing. This was a
two-compartment perfusion system using human trophoblast cells attached to a chemically modified
polyethylene terephthalate fibrous matrix as a cell culture scaffold. This system is a CCA in the same sense
as the two-compartment system used to estimate response to dioxin.

Integration of cell culture and microfabrication to form CCA or CCA-like systems has advanced rap-
idly in the last four years. The use of microfabricated devices should allow relatively high throughput
studies that are inexpensive, conserve scarce reagents and tissues, and facilitate automated collection and
processing of data. One example is the device built by Takayama and coworkers to imitate the behavior
of the vascular system. They have fabricated a device with 320 mechanical actuators to maintain and
control automated cell culture within microfabricated channels (Sharchi Takayama, personal commu-
nication). While this system mimics aspects of the whole body, it does not use multiple cell types with
recirculating flow.

The construction of simple microscale CCAs with multiple cell types and recirculating flow has
been accomplished. A simple three-compartment system (“liver’—“lung”—other tissue) using mono-
layer cultures of HepG2-C3A for “liver” and L2 for “lung” has been microfabricated onto a silicon chip
(2.5cm x 2.5 cm) [Sin et al., 2004]. While monolayer cultures are a poor representation of the physiology
of real tissues, this system demonstrates that an “animal-on-a-chip” model is possible. A dissolved oxygen
sensor using a fluorescent ruthenium complex was integrated into the system, demonstrating the potential
to build real-time sensors into such a device.

The use of a microscale CCA for toxicity studies has been demonstrated using naphthalene as a model
toxicant for proof-of-concept studies. A silicon-based, microfabricated CCA with four chambers was used:
a “liver”—“lung”—“fat”—other tissue model. In an initial study, the “fat” chamber was left blank [Viravaidya
et al., 2004a] and in a subsequent study [Viravaidya et al., 2004b], the “fat” chamber held a monolayer of
3T3-LI cells differentiated to mimic adipocytes. These studies demonstrated that naphthalene is conver-
ted in the liver by P4501A1 into a reactive metabolite that circulates to the lung compartment. Further,
the experiments show that 1,2-naphthalenediol and 1,2-naphthoquinone are the primary reactive meta-
bolites that cause reduction in glutathione levels and cell death in the lung. Excess levels of 1-naphthol
are converted to 1,2-naphthalenediol, which is consistent with the prior study on the macroscale packed
bed CCA [Ghanem and Shuler, 2000b]. Naphthaquinone and naphthalenediol can be intraconverted
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through redox cycling generating reactive oxygen species. Naphthaquinone addition is toxic by itself. The
addition of fat modulates toxicity providing significant, but partial, protection. These studies, together,
demonstrate the utility of this approach.

The above examples are the first that attempt to mimic circulation and metabolic response to model
an animal as an integrated system. However, others have used engineered tissues as a basis for testing the
efficacy of drugs or toxicity of chemicals. These tissues are important in themselves and could become
elements in an integrated CCA.

8.4 Use of Engineered Tissues or Cells for
Toxicity/Pharmacology

The primary use of engineered tissues for toxicity testing has been with epithelial cells that mimic the
barrier properties of the skin or gut or endothelial cells that mimic the blood-brain barrier (BBB). The
use of isolated cell cultures has been of modest utility due to artifacts introduced by dissolving test agents
in medium and due to the extreme sensitivity of isolated cells to these agents compared to in vivo tissue.

One of the first reports on the use of engineered cells is that by Gay et al. [1992] reporting on the use of
a living skin equivalent as an in vitro dermatotoxicity model. The living skin equivalent consists of a cocul-
ture of human dermal fibroblasts in a collagen-containing matrix overlaid with human keratinocytes that
have formed a stratified epidermis. This in vitro model used a measurement of mitrochondrial function
(i.e., the colorimetric thiazolyl blue assay) to determine toxicity. Eighteen chemicals were tested. Eleven
compounds classified as nonirritating had minimal or no effect on mitochondrial activity. For seven
known human skin irritants, the concentration that inhibited mitochondrial activity by 50% correspon-
ded to the threshold value for each of these compounds to cause irritation on human skin. However,
living skin equivalents did not fully mimic the barrier properties of human skin; water permeability was
30-fold greater in the living skin equivalent than in human skin. Kriwet and Parenteau [1996] report
the permeabilities of 20 different compounds in in vitro skin models. Skin cultures are slightly more
permeable (two- or threefold) for highly lipophilic substances and considerably more permeable (about
tenfold) for polar substances than human-cadaver or freshly excised human skin. Validation of four in
vitro tests for skin corrosion by the European Center for the Validation of Alternative Methods (ECVAM)
hasled to a combination of in vitro tests becoming mandatory for determining skin corrosion of chemicals
in the European Union [Fentem and Botham, 2002]. These in vitro tests include a combination of rat
skin electrical resistance measurements and commercial reconstituted skin equivalents (EpiDerm™ and
EPISKIN™), Similarly, after a series of prevalidation studies, both EpiDermTM and EPISKIN™ have
entered a two-phase validation study led by ECVAM, scheduled to be completed by 2005, to assess the
model(s) acceptability for predicting skin irritation [Botham, 2004]. Both of the commercial reconsti-
tuted skin equivalents are based on human skin resections; a skin model based on a cell line would be
cheaper and more readily available to a larger number of labs. Suhonen et al. [2003] measured permeab-
ility coefficients of eighteen test compounds across a stratified rat epidermal keratinocyte cell line grown
on a collagen gel at an air-liquid interface. The permeabilities were on average twofold greater than for
human cadaver epidermis (range 0.3- to 5.2-fold difference); this cell culture model tended to overpredict
the permeability of lipophilic solutes.

The above tests are static. Pasternak and Miller [1996] have tested a system to predict eye irritation
combining perfusion and a tissue model consisting of MDCK (Madin-Darby canine kidney) epithelial
cells cultured on a semiporous cellulose ester membrane filter. The system could be fully automated
using measurement of transepithelial electrical resistance (TER) as an end point. A decrease in TER is
an indicator of cell damage. The system was tested using nonionic surfactants and predicted the relative
ocular toxicity of these compounds. The perfusion system mimics some dose scenarios (e.g., tearing) more
easily than a static system and provides a more consistent environment for the cultured cells. The authors
cite as a major advantage that the TER can be measured throughout the entire exposure protocol without
physically disturbing the tissue model and introducing artifacts in the response.
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Probably the most used cell-based assay is the Caco-2 model of the intestine to determine oral availability
of a drug or chemical. The Caco-2 cell cultures are derived from a human colon adenocarcinoma cell line.
The use of the Caco-2 cell line for prediction of drug permeability was reviewed by Artursson et al. [2001].
Artursson concludes that Caco-2 monolayers best predict the permeabilities of drugs which exhibit passive
transcellular transport. For drug molecules transported by carrier proteins, the expression of the specific
transport system in the Caco-2 monolayer needs to be characterized. The cell line, C2Bbel, is a clonal
isolate of Caco-2 cells that is more homogeneous in apical brush border expression than the Caco-2 cell
line. These cells form a polarized monolayer with an apical brush border morphologically comparable to
the human colon. Tight junctions around the cells act to restrict passive diffusion by the paracellular route
mimicking the transport resistance in the intestine. Hydrophobic solutes pass primarily by the transcellular
route and hydrophilic compounds by the paracellular route. Yu and Sinko [1997] have demonstrated that
the substratum (e.g., membrane) properties upon which the monolayer forms can become important in
estimating the barrier properties of such in vitro systems. The barrier effects of the substratum need to be
separated from the intrinsic property of the monolayers. Further, Anderle et al. [1998] have shown that
the chemical nature of substratum and other culture conditions can alter transport properties. Sattler et al.
[1997] provide one example (with hypericin) of how this model system can be used to evaluate effects
of formulation (e.g., use of cyclodextrin or liposomes) on oral bioavailability. Another example is the
application of the Caco-2 system to transport of paclitaxel across the intestine [Walle and Walle, 1998].
Rapid passive transport was partially counter-balanced by an efflux pump (probably P-glycoprotein)
limiting oral bioavailability.

To study adhesion and invasion of Candida albicans, Dieterich et al. [2002] mixed fibroblasts into a
liquid collagen solution and then solidified the collagen into a gel on a cell culture insert. Caco-2 were
cocultured on top of the fibroblast/collagen gel matrix to model interactions in the human intestinal lining.
In another coculture system, Caco-2 cells cocultured with mouse lymphocytes reproduced characteristics
of Peyer’s patches, regions of the intestinal lining specialized to present antigens and microorganisms to
the immune system [Kerneis et al., 1997, 2000]. This Caco-2/lymphocyte model exhibited temperature-
sensitive transport of latex beads and Vibrio cholerae. Such a model could help to design oral vaccines and
other drug delivery platforms.

Another barrier of intense interest for drug delivery is the BBB. The BBB is formed by the endothelial
cells of the brain capillaries. Primary characteristics are the high resistance of the capillary due to the
presence of complex tight junctions inhibiting paracellular transport and the low endocytic activity of
this tissue. Several in vitro models of the BBB have been developed, and there are many reviews of
these models and their possible uses as permeability and toxicity screens (see Reinhardt and Gloor,
1997; Gumbleton and Audus, 2001; Lundquist and Renftel, 2002). The most common in vitro BBB
model consists of a monolayer of either primary isolated brain capillary endothelial cells, primary isol-
ated endothelial cells from elsewhere in the body, or an endothelial cell line cultured on a membrane
insert. The endothelial cells are often cocultured with astrocyte or astroglial cells (another brain cell
type), which has been shown to increase the barrier properties of the model. An interesting model with
endothelial cells and astrocytes cocultured on opposite sides of “capillaries” in a hollow-fiber reactor
incorporates continuous physiological perfusion of the endothelial cells [Stanness et al., 1996]. Harris
and Shuler present a unique membrane, an order of magnitude thinner than those available commer-
cially, for close contact coculture of endothelial and astrocytes [Harris and Shuler, 2003; Harris Ma,
2004]. The biggest challenge with in vitro BBB models is obtaining endothelial cell cultures, which
display extensive tight junctions as observed in vivo. According to de Boer et al. [1999], the large
number of in vitro models and the accompanying diversity in laboratory techniques, makes quant-
itative comparisons between models quite difficult. An example of an in vitro BBB system applied
to a toxicological study is described by Glynn and Mehran [1998] who used bovine brain microves-
sel endothelial cells grown on porous polycarbonate filters to compare the transport of nevirapine, a
reverse transcriptase inhibitor to other HIV antiretroviral agents. Nevirapine was the most permeable
antiretroviral agent and hence may have value in HIV treatment in reducing levels of HIV in the
brain.
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Besides the skin, gut, and BBB, there are other coculture models exhibiting crosstalk between the
cocultured cell types that were developed for measuring toxicity. For example, an epithelial/fibroblast
[Lang et al., 1998] coculture model of the bronchial epithelial was used to examine ozone toxicity.
Bone resorption caused by Pasteurella multocida toxin was studied in an osteoclast/osteoblast direct
contact coculture model [Mullan and Lax, 1998]. Brana et al. [1999] cultured 400-um thick rat brain
(hippocampal) slices on a membrane insert and cultured the murine macrophage cell line (RAW 264.7)
underneath. When challenged with the HIV-1 derived Tat protein, neuronal cell death in the brain slice
occurred only when cocultured with the macrophage cell line. This model could be used to identify
neurotoxic soluble molecules released by macrophages.

These isolated cultures mimic an important aspect of cell physiology (oral uptake or transport into
the brain). In principle, they could be combined with other tissue mimics of nonbarrier tissues to form a
CCA that would be especially useful in testing pharmaceuticals.

Recently, advances in engineering of nonbarrier tissues have led to the possibility of using these tissues
for toxicological testing. These advances have primarily been with three-dimensional (3D) cell constructs.
Unlike conventional two-dimensional systems, 3D cell cultures can represent the specific morphological
and biochemical properties of the corresponding in vivo tissue, and are able to remain in a differentiated
and functionally active state for many weeks.

One type of 3D systems is based on the guided self-formation of multicellular spheroids. Such spheroids
have been used primarily with liver and renal cells. One example of the use of such cultures is the study
of gliadin toxicity [Elli et al., 2003]. In addition, Goodwin et al. [2000] have constructed a 3D model for
assessment of in vitro toxicity in Balaena mysticetus renal tissue.

In vitro cell culture models with human liver cells have shown great potential in predicting studies
on drug toxicity and metabolism in the pharmaceutical industry. Zeilinger et al. [2002] developed a
bioreactor culture model that permits the 3D coculture of liver cells under continuous medium perfusion
with decentralized mass exchange and integral oxygenation. Powers and Domansky [2002] designed a
microfabricated array bioreactor for perfused 3D liver culture. The 3D scaffolds were constructed by deep
reactive ion etching of silicon wafers to create channels with cell-adhesive walls. A cell-retaining filter was
used in these scaffolds. The reactor housing was designed to deliver a continuous perfusate across the top
of the channels and through the 3D tissue cultures in the channels. The perfusate flow rates were designed
to meet estimated values of cellular oxygen demands and fluid shear stress at or below the physiological
shear range (<2 dyne/cm?). Primary rat liver cells cultured for two weeks in the channels rearranged
themselves to form tissue-like structures.

Such 3D cell cultures could be incorporated into a CCA device. Of particular interest may be 3D
hydrogels, which are relatively easy to produce and are adaptable to cocultures. While extensive work
has been done with hydrogel cultures [Drury and Mooney, 2003], these studies have not focused
on applications to toxicity testing. Hydrogels are easy to make and it can be used to study cocul-
tures. The hydrogel must be biocompatible, bioresorbable, and nontoxic such that it does not bias the
experiments.

A CCA based on the concepts described here and incorporating these advanced engineered tissues could
become a powerful tool for preclinical testing of pharmaceuticals. While drug leads are expanding rapidly
in number, the capacity to increase animal and human clinical studies is limited. It is imperative that
preclinical testing and predictions for human response become more accurate. A CCA should become an
important tool in preclinical testing.

8.5 Future Prospects

The most serious bottleneck in pharmaceutical development is the ability to complete ADMET
(adsorption-distribution-metabolism-elimination-toxicity) studies early enough in the development pro-
cess to focus resources on the best drug candidates. Of particular importance will be human surrogates
that can improve the probability that a drug will be successful in clinical trials. Such trials may cost more
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than a 100 million dollars and success at the rate of one in three rather than current values (about one in
eight) would offer significant economic advantage.

Over the last four years, the development of integrated devices that combine cell culture and microfab-
rication make the possibility of commercial applications to pharmaceutical evaluation a real possibility
(see Freedman [2004], Griffith et al. [1997] for discussion). However, the authenticity of engineered
tissues remains a hurdle. While tissue with low levels of vascularization (e.g., skin and cartilage) can be
mimicked reasonably well, vascularized tissues (e.g., liver) are still quite challenging. As improvements in
tissue engineering occur, one of the first applications will be in testing of chemicals and pharmaceuticals.
Over the next five years, we expect CCA type systems to become industrially important in preclinical
testing of pharmaceuticals and in evaluating chemicals (and chemical mixtures) for toxicity.

Defining Terms

Animal surrogate: A physiologically based cell or tissue multicompartmented device with fluid
circulation to mimic metabolism and fate of a drug or chemical.

Engineered tissues: Cell culture mimic of a tissue or organ; often combines a polymer scaffold and one
or more cell types.

Physiologically-based pharmacokinetic model (PBPK): A computer model that replicates animal
physiology by subdividing the body into a number of anatomical compartments, each compartment
interconnected through the body fluid systems; used to describe the time-dependent distribution
and disposition of a substance.

Tissue slice: A living organ is sliced into thin sections for use in toxicity studies; one primary organ can
provide material for many tests.
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Atherosclerosis is a disease of the large arteries which involves a characteristic accumulation of high
molecular weight lipoprotein in the arterial wall [1]. The disease tends to be localized in regions of

curvature and branching in arteries where fluid shear stress (shear rate) is altered from its normal patterns
in straight vessels [2]. The possible role of fluid mechanics in the localization of atherosclerosis has been
debated for many years [3,4]. One possibility considered early on was that the blood phase resistance to
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lipid transport, which could be affected by local fluid mechanics, played a role in the focal accumulation of
lipid in arteries. Studies by Caro and Nerem [5], however, showed that the uptake of lipid in arteries could
not be correlated with fluid phase mass transport, leading to the conclusion that the wall (endothelium)
and not the blood, was the limiting resistance to lipid transport. This suggested that fluid mechanical
effects on macromolecular transport were the result of direct mechanical influences on the transport
characteristics of the endothelium.

While the transport of large molecules such as low density lipoprotein (LDL) and other high molecular
weight materials, which are highly impeded by the endothelium, may be limited by the wall and not
the fluid (blood), other low molecular weight species which undergo rapid reaction on the endothelial
surface (e.g., adenosine triphosphate — ATP) or which are consumed rapidly by the underlying tissue
(e.g., oxygen) may be limited by the fluid phase. With these possibilities in mind, the purpose of this
short review is to compare the rates of transport in the blood phase to the rates of reaction on the
endothelial surface, the rates of transport across the endothelium, and the rates of consumption within
the wall of several important biomolecules. It will then be possible to assess quantitatively the importance
of fluid phase transport; to determine which molecules are likely to be affected by local fluid mechanics;
to determine where in blood vessels these influences are most likely to be manifest; and finally, to speculate
about the role of fluid phase mass transport in the localization of atherosclerosis.

9.1 Steady-State Transport Modeling

9.1.1 Reactive Surface

Referring to Figure 9.1, we will assume that the species of interest is transported from the blood vessel
lumen, where its bulk concentration is G, to the blood vessel surface, where its concentration is Cs, by a
convective—diffusive mechanism which depends on the local fluid mechanics and can be characterized by
a fluid-phase mass transfer coefficient ki, (see Reference 6 for further background). The species flux in the
blood phase is given by

Js = kL(Cb - Cs) (9-1)

7 (K

>
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FIGURE 9.1 Schematic diagram of arterial wall transport processes showing the concentration profile of a solute
which is being transported from the blood, where its bulk concentration is G, to the surface of the endothelium,
where its concentration is Cs, then across the endothelium, where the subendothelial concentration is Cy, and finally
to a minimum value within the tissue, Cyin. Transport of the solute in the blood phase is characterized by the mass
transport coefficient, ki ; consumption of the solute at the endothelial surface is described by a first-order reaction
with rate constant, k; movement of the solute across the endothelium depends on the permeability coefficient, Pe;
and reaction of the solute within the tissue volume is quantified by a zeroeth order consumption rate, Q.
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At the endothelial surface, the species may undergo an enzyme-catalyzed surface reaction (e.g., the
hydrolysis of ATP to ADP) which can be modeled using classical Michaelis-Menten kinetics with a rate
given by

_ Vinax Cs
km + Cs

(9.2)

where Vi, is the maximum rate (high C;) and ky, is the Michaelis constant. When Cs < kpy,, as is often
the case, then the reaction rate is pseudo-first order

V =k (9.3)

with the rate constant for the surface reaction given by ky = Vipax/km-
At steady state, the transport to the surface is balanced by the consumption at the surface so that

k(G — G) = kG (9.4)

It will be convenient to cast this equation into a dimensionless form by multiplying it by d/D, where d is
the vessel diameter and D is the diffusion coefficient of the transported species in blood, or the media of
interest. Equation 9.4 then becomes

Sh(G, — C) = Da,C, (9.5)

where

Sh = - (9.6)

is the Sherwood number (dimensionless mass transfer coefficient), and

ked
Da, = fF (9.7)
is the Damkholer number (dimensionless reaction rate coefficient). Solving Equation 9.5 for the surface
concentration one finds

G 1
e (9.8)
G, 1+ Da,/Sh
When Da, « Sh,
Cs =G (9.9)

and the process is termed “wall-limited” or “reaction-limited.” On the other hand, when Da; > Sh,

Cs = Sh G (9.10)
*~\Da /) ® '

and the process is termed “transport-limited” or “fluid phase-limited.” It is in this transport-limited case
that the surface concentration, and in turn the surface reaction rate, depend on the fluid mechanics which
determines the Sherwood number. It will therefore be useful to compare the magnitudes of Da; and Sh
to determine whether fluid mechanics plays a role in the overall transport process of a surface reactive
species.
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9.1.2 Permeable Surface

Many species will permeate the endothelium without reacting at the luminal surface (e.g., albumin, LDL)
and their rate of transport (flux) across the surface layer can be described by

Js = Pe(Cs — Cy) (9.11)

where Pe is the endothelial permeability coefficient and G, is the wall concentration beneath the endothe-
lium. If the resistance to transport offered by the endothelium is significant, then it will be reasonable to
assume

Gy < G (9.12)
so that at steady state when the fluid and surface fluxes balance,
ki (G, — C) = PeCy (9.13)

Multiplying Equation 9.13 by d/D to introduce dimensionless parameters and then solving for the surface
concentration leads to

Cs 1

= 9.14
G, 14 Da./Sh (6.14)
where Sh was defined in Equation 9.6 and
Ped
Dae = ? (9.15)

is a Damkholer number based on endothelial permeability. Equation 9.14 shows that when Da. < Sh,
the transport process is again “wall-limited.” When Da. >> Sh, fluid mechanics again becomes important
through the Sherwood number.

9.1.3 Reactive Wall

Oxygen is transported readily across the endothelium (Hellums), but unlike most proteins, is rapidly
consumed by the underlying tissue. In this case it is fair to neglect the endothelial transport resistance
(assume C,, = C), and then by equating the rate of transport to the wall with the (zeroeth-order)
consumption rate within the wall we obtain

Ki(G, — C) =QT (9.16)

where Q is the tissue consumption rate and T is the tissue thickness (distance from the surface to the
minimum tissue concentration, see Figure 9.1). For the specific case of O, transport, it is conventional to
replace concentration (C) with partial pressure (P) through the Henry’s law relationship C = KP, where
K is the Henry’s law constant. Invoking this relationship and rearranging Equation 9.16 into a convenient
dimensionless form, we obtain

P Day,
—=1—-— 9.17
B sh (9.17)

© 2006 by Taylor & Francis Group, LLC



Arterial Wall Mass Transport 9-5

where Sh was defined in Equation 9.6, and Da,, is another Damkhéler number based on the wall
consumption rate

Day = QTd. (9.18)
KDP,

Clearly when Da,, <« Sh, the process is wall limited. But, as Da,, — Sh, the process becomes limited by
transport in the fluid phase (P; — 0), and fluid mechanics plays a role. Because we are treating the tissue
consumption rate as a zeroeth order reaction, the case Da,, > Sh is not meaningful (Ps; < 0). In reality,
as Sh is reduced, the tissue consumption rate must be reduced due to the lack of oxygen supply from the
blood.

9.2 Damkholer Numbers for Important Solutes

A wide range of Damkholer numbers characterize the transport of biomolecular solutes in vessel walls of
the cardiovascular system, and in this section we focus on four important species as examples of typical
biotransport processes: adenosine triphosphate (ATP), a species that reacts vigorously on the endothelial
surface, albumin, and LDL, species which are transported across a permeable endothelial surface; and
oxygen, which is rapidly consumed within the vessel wall. Since most vascular disease (atherosclerosis)
occurs in vessels between 3 and 10 mm in diameter, we use a vessel of 5 mm diameter to provide estimates
of typical Damkhéler numbers.

9.2.1 Adenosine Triphosphate

The ATP is degraded at the endothelial surface by enzymes (ectonucleotidases) to form adenosine diphos-
phate (ADP). The Michaelis—Menten kinetics for this reaction have been determined by Gordon et al. [7]
using cultured porcine aortic endothelial cells: ky, = 249 M, Vinax = 22 nmol/min/10° cells. Vipax can
be converted to a molar flux by using a typical endothelial cell surface density of 1.2 x 10° cells/cm?, with
the result that the pseudo-first order rate constant (Equation 9.3) is k; = 1.77 x 10~* cm/sec. Assuming
a diffusivity of 5.0 x 107° cm?/sec for ATP [8], and a vessel diameter of 5 mm, we find

Da, = 17.7

9.2.2 Albumin and LDL

These macromolecules are transported across the endothelium by a variety of mechanisms including
nonspecific and receptor-mediated trancytosis, and paracellular transport through normal or “leaky”
inter-endothelial junctions [9,10]. In rabbit aortas, Truskey et al. [11] measured endothelial permeability
to LDL and observed values on the order of Pe = 1.0 x 1078 cm/sec in uniformly permeable regions, but
found that permeability increased significantly in punctate regions associated with cells in mitosis to a level
of Pe = 5 x 1077 cm/sec. Using this range of values for Pe, assuming a diffusivity of 2.5 x 10~7 cm?/sec
for LDL, and a vessel diameter of 5 mm, we find

Da. = 0.02—1.0 (LDL)

For albumin, Truskey et al. [12] reported values of the order Pe = 4.0 x 10~® cm/sec in the rabbit aorta.
This presumably corresponded to regions of uniform permeability. They did not report values in punctate
regions of elevated permeability. More recently, Lever et al. [13] reported Pe values of similar magnitude
in the thoracic and abdominal aorta as well as the carotid and renal arteries of rabbits. In the ascending
aorta and pulmonary artery, however, they observed elevated permeability to albumin on the order of
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Pe = 1.5 x 1077 cm/sec. Assuming a diffusivity of 7.3 x 10~/ cm?/sec for albumin, a vessel diameter of
5 mm, and the range of Pe values described above, we obtain

Da, = 0.027—0.10  (albumin)

9.2.3 Oxygen

The first barrier encountered by oxygen after being transported from the blood is the endothelial layer.
Although arterial endothelial cells consume oxygen [14], the pseudo-first order rate constant for this
consumption is estimated to be an order of magnitude lower than that of ATP, and it is therefore reasonable
to neglect the endothelial cell consumption relative to the much more significant consumption by the
underlying tissue. Liu et al. [15] measured the oxygen permeability of cultured bovine aortic and human
umbilical vein endothelial cells and obtained values of 1.42 x 10~2 cm/sec for bovine cell monolayers
and 1.96 x 1072 cm/sec for human cell monolayers. Because the endothelial permeability to oxygen is so
high, it is fair to neglect the transport resistance of the endothelium and to direct attention to the oxygen
consumption rate within the tissue.

To evaluate the Damkholer number based on the tissue consumption rate (Equation 9.17), we turn
to data of Buerk and Goldstick [16] for Q/(KD) measured both in vivo and in vitro in dog, rabbit, and
pig blood vessels. The values of Q/(KD) reported by Buerk and Goldstick are based on tissue properties
for KD. To translate these tissue values into blood values, as required in our estimates (Equation 9.17),
we use the relationship (KD)ssue = N (KD)water Suggested by Paul et al. [17] and assume (KD)pjood =
(KD)yater- In the thoracic aorta of dogs, Q/(KD) ranged from 1.29 x 10° to 5.88 x 10° torr/cm? in the
tissue. The thickness (distance to the minimum tissue O, concentration) of the thoracic aorta was 250 um
and the diameter is estimated to be 0.9 cm [18]. PO, measured in the blood (P,) was 90 torr. Introducing
these values into Equation 9.17 we find:

Day = 10.8—49.0 (thoracic aorta)
In the femoral artery of dogs, Q/(KD) ranged from 35.2 x 10° to 46.9 x 10° torr/cm? in the tissue. The
thickness of the femoral artery was 50 um and the estimated diameter is 0.4 cm [18]. PO, measured in

the blood was about 80 torr. These values lead to the following estimates:

Day = 29.3—39.1 (femoral artery)

9.3 Sherwood Numbers in the Circulation

9.3.1 Straight Vessels

For smooth, cylindrical tubes (a model of straight blood vessels) with well-mixed entry flow, one can
invoke the thin concentration boundary layer theory of Lévéque [6] to estimate the Sherwood number in
the entry region of the vessel where the concentration boundary is developing. This leads to

Sh = 1.08x* /3 (constant wall concentration) (9.19a)
1.30x*"1/*  (constant wall flux) (9.19b)
where
d
S (9.20)
Re - Sc

is a dimensionless axial distance which accounts for differing rates of concentration boundary layer
growth due to convection and diffusion. In Equation 9.20, Re = vd/v is the Reynolds number, Sc = v/D
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TABLE 9.1 Transport Characteristics in a Straight

Aorta

Species Sc x* Sh Da

O, 2,900 4.1x107° 31.1 10.8—49.0
ATP 7,000 1.7 x107° 418 17.7
Albumin 48,000 2.5x107% 792 0.027-0.100
LDL 140,000 8.6 x 10~7 114 0.02-1.00

Note: d = 1 cm, x = 60 cm, Re = 500, v =
0.035 cm?/sec.

is the Schmidt number, and their product is the Péclet number. Equation 9.19 is quite accurate for
distances from the entrance satisfying x* < 0.001. Sh continues to drop with increasing axial distance as
the concentration boundary layer grows, as described by the classical Graetz solution of the analogous heat
transfer problem [19]. When the concentration boundary layer becomes fully developed, Sh approaches
its asymptotic minimum value,

Sh = 3.66 (constant wall concentration) (9.21a)

Sh = 4.36 (constant wall flux) (9.21b)

For a straight vessel, Sh cannot drop below these asymptotic values. Equation 9.19 and Equation 9.21 also
indicate that the wall boundary condition has little effect on the Sherwood number.

Itisinstructive to estimate Sh at the end of a straight tube having dimensions and flow rate characteristics
of the human aorta (actually a tapered tube). Table 9.1 compares Sh and Da (for O,, ATP, albumin, and
LDL) at the end of a 60-cm long model aorta having a diameter of 1 cm and a flow characterized by
Re = 500.

Table 9.1 clearly reveals that for a straight aorta, transport is in the entry or Lévéque regime (x* < 1073).
For albumin and LDL, Da « Sh, and transport is expected to be “wall-limited.” For O, and ATP, Da ~ Sh,
and the possibility of “fluid phase-limited” transport exists. At the lowest possible rates of wall mass
transport in a straight vessel (Sh = 3.66—4.36), transport is still expected to be “wall-limited” for albumin
and LDL, whereas it would be “fluid-phase limited” for oxygen and ATP.

9.4 Nonuniform Geometries Associated with Atherogenesis

9.4.1 Sudden Expansion

Flow through a sudden expansion (Figure 9.2) at sufficiently high Reynolds number induces flow separa-
tion at the expansion point followed by reattachment downstream. This is a simple model of physiological
flow separation. The separation zone is associated with low wall shear stress since this quantity is identically
zero at the separation and reattachment points.

An experimental study of oxygen transport in saline and blood for an area expansion ratio of 6.7 and
Reynolds numbers in the range 160 to 850 [20] displayed the general spatial distribution of Sh displayed
in Figure 9.2. The minimum value of Sh was observed near the separation point and the maximum
value appeared near the reattachment point. The maximum Sh ranged between 500 and several thousand
depending on the conditions and the minimum value was approximately 50. A numerical study of the
analogous heat transfer problem by Ma et al. [21] at a lower area expansion ratio (4.42) and Schmidt
number (Sc = 105) showed the same qualitative trends indicated in Figure 9.2, but the Sherwood numbers
were considerably lower (between 4 and 40) due to the lower expansion ratio, lower Schmidt number, and
different entrance conditions. In both of these studies, Sh did not drop below its fully developed tube flow
value at any axial location.
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FIGURE9.2 Schematic diagram showing the spatial distribution of the Sherwood number downstream of a sudden
expansion. The flow separates (S) from the wall at the expansion point and reattaches (R) downstream. The Sherwood
number is reduced near the separation point (radial velocity away from the wall) and elevated near the reattachment
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FIGURE 9.3 Schematic diagram showing the spatial distribution of the Sherwood number around a symmetric
stenosis. The flow converges upstream of the stenosis where the Sherwood number is elevated (radial velocity toward
the wall). The flow separates (S) from the wall just downstream of the throat, if the Reynolds number is high enough,
and reattaches (R) downstream. The Sherwood number is reduced near the separation point (radial velocity away
from the wall) and elevated near the reattachment point (radial velocity toward the wall).

The sudden expansion flow field provides insight into the mechanism controlling the spatial distribution
of the Sherwood number in separated flows. Near the reattachment point, the radial velocity component
convects solute toward the wall (enhancing transport), whereas near the separation point, the radial
velocity component convects solute away from the wall (diminishing transport). The net result of this
radial convective transport superimposed on diffusive transport (toward the wall) is a maximum in Sh
near the reattachment point and a minimum in Sh near the separation point.

9.4.2 Stenosis

Flow through a symmetric stenosis at sufficiently high Reynolds number (Figure 9.3) will lead to flow
separation at a point downstream of the throat and reattachment further downstream. Again, because
the wall shear stress is identically zero at the separation and reattachment points, the separation zone is a
region of low wall shear stress. Conversely, converging flow upstream of the stenosis induces elevated wall
shear stress.

Schneiderman et al. [22] performed numerical simulations of steady flow and transport in an axisym-
metric, 89% area restriction stenosis with a sinusoidal axial wall contour at various Reynolds numbers
for a Schmidt number typical of oxygen transport. Relative to a uniform tube, Sh was always elevated
in the converging flow region upstream of the stenosis, and when Re was low enough to suppress flow
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separation, transport remained elevated downstream of the stenosis as well. At high Re (Figure 9.3), flow
separation produced a region of diminished transport (relative to a uniform tube) while reattachment
induced elevated transport. The lowest value of Sh in the diminished transport regime was approx-
imately 10. This occurred at Re = 16, a flow state for which separation was incipient. At high Re,
the minimum Sh was elevated above 10, and the region of diminished transport was reduced in axial
extent.

More recent numerical simulations by Rappitsch and Perktold [23,24] for a 75% stenosis in steady flow
(Re = 448, Sc = 2,000 [oxygen]) and sinusoidal flow (Re = 300, Sc = 46,000 [albumin]) show the same
basic trends depicted in Figure 9.3. Again, Sh was reduced in a narrow region around the separation point,
but did not drop below approximately 10.

Moore and Ethier [25] also simulated oxygen transport in a symmetric stenosis, but they accounted for
the binding of oxygen to hemoglobin and solved for both the oxygen and oxyhemoglobin concentrations.
They determined axial Sh profiles throughout the stenosis, which showed the same basic tendencies
indicated in Figure 9.3. However, because hemoglobin has a much higher molecular weight and Schmidt
number than oxygen (about 100 times higher Sc), the local values of Sh were higher than computed on
the basis of free oxygen transport alone. This is expected since simple transport considerations (Lévéque
solution) suggest Sh oc Sc!/3.

The Sh profile for the stenosis (Figure 9.3) reflects the same underlying mechanisms that were operative
in the sudden expansion (Figure 9.2): radial flow directed toward the wall enhances transport near the
reattachment point, while radial flow directed away from the wall diminishes transport near the separation
point.

9.4.3 Bifurcation

A few numerical studies of flow and transport in the carotid artery bifurcation have been reported
recently as summarized in Figure 9.4. The carotid artery bifurcation is a major site for the localization of
atherosclerosis, predominantly on the outer wall (away from the flow divider) in the flow separation zone
which is a region of low and oscillating wall shear stress [26]. Perktold et al. [27] simulated O, transport in
a realistic pulsatile flow through an anatomically realistic three-dimensional carotid bifurcation geometry
using a constant wall concentration boundary condition. Ma et al. [28] simulated oxygen transport in
steady flow through a realistic, three-dimensional, carotid bifurcation with a constant wall concentration
boundary condition.

<=

FIGURE 9.4 Schematic diagram showing the spatial distribution of the Sherwood number along the outer wall of a
bifurcation. The flow separates (S) if the Reynolds number is high enough and there is an increase in cross-sectional
area through the bifurcation, and reattaches (R) downstream. The Sherwood number is reduced near the separation
point (radial velocity away from the wall) and elevated near the reattachment point (radial velocity toward the wall).
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As in the sudden expansion and stenosis geometries, the bifurcation geometry can induce flow
separation on the outer wall with reattachment downstream. Again there is a region of attenuated trans-
port near the separation point and amplified transport near the reattachment point. Perktold et al. [27]
predicted minimum Sherwood numbers close to zero in the flow separation zone. Ma et al. [28] pre-
dicted the same general spatial distribution, but the minimum Sherwood number was approximately 25.
Differences in the minimum Sherwood number may be due to differing entry lengths upstream of the
bifurcation as well as differences in flow pulsatility.

9.4.4 Curvature

Localization of atherosclerosis has also been associated with arterial curvature [2]. For example, the
inner curvature of proximal coronary arteries as they bend over the curved surface of the heart has
been associated with plaque localization [29]. Qiu [30] carried out three-dimensional, unsteady flow
computations in an elastic (moving wall) model of a curved coronary artery for O, transport with a
constant wall concentration boundary condition. He obtained the results shown in Figure 9.5. Because
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FIGURE 9.5 Schematic diagram showing the spatial distribution of the Sherwood number along the inner
(I— toward the center of curvature) and outer (O — away from the center of curvature) walls of a curved vessel.
In the entry region, before the secondary flow has developed, the Sherwood number follows a Lévéque distribution.
As the secondary flow evolves, the Sherwood number becomes elevated on the outer wall where the radial velocity of
the secondary flow is toward the wall, and diminished on the inner wall where radial velocity of the secondary flow is
away from the wall.
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Qiu assumed uniform axial velocity and concentration profiles (with no secondary flow) at the curved
tube entrance (0°), there is an entrance region (~25°) where Sh essentially follows a Lévéque bound-
ary layer development. Eventually (~50°), the secondary flow effects become manifest, and marked
differences in transport rates between the inside wall (low transport: Sh ~ 2) and the outside wall
(high transport: Sh ~ 55) develop. The regions of high and low transport in the curved vessel
geometry cannot be associated with axial flow separation (as in the expansion, stenosis, and bifurc-
ation) because flow separation does not occur at the modest curvature levels in the coronary artery
simulation.

The secondary flow (in the plane perpendicular to the axial flow, see Figure 9.5) determines, in large
measure, the differences in transport rates between the inside and outside walls. The radial velocity is
directed toward the wall at the outside, leading to enhancement of transport by a convective mechanism.
At the inside of the curvature, the radial velocity is directed away from the wall, and transport is impeded
by the convective mechanism. This secondary flow mechanism produces transport rates that are 25 times
higher on the outside wall than the inside wall. This is to be contrasted with wall shear stress values which,
for the coronary artery condition, are less than two times higher on the outside wall than on the inside
wall [31]. Earlier studies of fully developed, steady flow and transport in curved tubes [32] are consistent
with the above observations.

9.5 Discussion

The considerations of mass transport in the fluid (blood) phase and consumption by the vessel wall
described in the preceding sections indicate that only highly reactive species such as O, and ATP can
be “transport-limited.” Larger molecules such as albumin and LDL, which are not rapidly transformed
within the vessel wall, are not likely to be transport-limited.

For O;, ATP, and other molecules characterized by large values of the Damkholer number, transport
limitation will occur in regions of the circulation where the Sherwood number is low (Sh < Da). Localized
regions of low Sh arise in nonuniform geometries around flow separation points (not reattachment points)
where radial flow velocities are directed away from the wall, and in secondary flow regions where the
secondary velocity is directed away from the wall (inside wall of a curved vessel).

Considerable supporting experimental evidence for the above conclusions is available, and a few rep-
resentative studies will be mentioned here. Santilli et al. [33] measured transarterial wall oxygen tension
gradients at the dog carotid bifurcation. Oxygen tensions at the carotid sinus (outer wall in Figure 9.4)
were significantly decreased in the inner 40% of the artery wall compared to an upstream control location.
Oxygen tensions at the flow divider (inner wall in Figure 9.4) were increased significantly throughout the
artery wall compared with control locations. These observations are consistent with fluid phase-limited
oxygen transport at the outer wall of the carotid bifurcation.

Dull et al. [8] measured the response of intracellular free calcium in cultured bovine aortic endothelial
cells (BAEC:s) after step changes in flow rate, using media containing either ATP or a non-reactive analog
of ATP. In the presence of ATP, which is rapidly degraded by enzymes on the endothelial cell surface, step
changes in flow rate induced rapid changes in intracellular calcium which were not apparent when the
inactive ATP analog was used in place of ATP. The interpretation of these experiments was that increases
in flow increased the rate of mass transport of ATP to the cell surface and exceeded the capacity of the
surface enzymes to degrade ATP. This allowed ATP to reach surface receptors and stimulate intracellular
calcium. This study thus provided evidence that ATP transport to the endothelium could be fluid phase
(transport)-limited.

Caro and Nerem [5] measured the uptake of labeled cholesterol bound to serum lipoprotein in excised
dog arteries under well-defined conditions in which the Lévéque solution (Equation 9.19) described the
fluid phase mass transport process. If the transport of lipoprotein to the surface had been controlled by
the fluid phase, they should have observed a decrease in uptake with distance from the vessel entrance
following a x~!/3 law (Equation 9.19). They did not, however, observe any significant spatial variation of
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uptake of lipoprotein over the length of the blood vessel. This observation is consistent with “wall-limited”
transport of lipoprotein as we have suggested in the preceding sections.

9.6 Possible Role of Blood Phase Transport in Atherogenesis

Accumulation of lipid in the arterial intima is a hallmark of atherosclerosis, a disease that tends to be
localized on the outer walls of arterial bifurcations and the inner walls of arterial curvatures [2]. The
outer walls of bifurcations and the inner walls of curvatures may have localized regions characterized
by relatively low blood phase transport rates (low Sh in Figure 9.4 and Figure 9.5). But, how can low
transport rates lead to high accumulation of lipid in the wall? If, as we have argued in this review, LDL
transport is really not affected by the blood phase fluid mechanics, but is limited by the endothelium, how
can local fluid mechanics influence intimal lipid accumulation? There are several possible scenarios for
a fluid mechanical influence which are reviewed briefly.

9.6.1 Direct Mechanical Effects on Endothelial Cells

The outerwalls of bifurcations and the inner walls of curved vessels are characterized by low mean wall
shear stress, and significant temporal oscillations in wall shear stress direction (oscillatory shear stress)
[2]. Endothelial cells in this low, oscillatory shear environment tend to assume a polyhedral, cobblestone
enface morphology, whereas endothelial cells in high shear regions tend to be elongated in the direction
of flow. It has been suggested that these altered morphologies, which represent chronic adaptive responses
to altered fluid mechanical environments, are characterized by distinct macromolecular permeability
characteristics [2,10] as direct responses of the endothelial layer to altered mechanical environments.
In addition, a number of studies have shown that fluid shear stress on the endothelial surface can have an
acute influence on endothelial transport properties both in vitro [34-37] and in vivo [38,39].

9.6.2 Hypoxic Effect on Endothelial Cells

Hypoxia (low oxygen tension), which can be induced by a blood phase transport limitation, can lead to
a breakdown of the endothelial transport barrier either by a direct effect on the endothelial layer or by
an indirect mechanism in which hypoxia up-regulates the production of hyperpermeabilizing cytokines
from other cells in the arterial wall. A number of recent studies have shown that hypoxia increases macro-
molecular transport across endothelial monolayers in culture due to metabolic stress [40—42]. These
studies describe direct effects on the endothelial layer since other cells present in the vessel wall were not
present in the cell culture systems.

9.6.3 Hypoxia Induces VEGF

Many cell lines express increased amounts of vascular endothelial growth factor (VEGF) when subjected to
hypoxic conditions as do normal tissues exposed to hypoxia, functional anemia, or localized ischemia [43].
VEGF is a multifunctional cytokine that acts as an important regulator of angiogenesis and as a potent
vascular permeabilizing agent [43,44]. VEGF is believed to play an important role in the hyperpermeability
of microvessels in tumors, the leakage of proteins in diabetic retinopathy, and other vascular pathologies
[45,46]. Thus, a plausible scenario for the increase in lipid uptake in regions of poor blood phase mass
transport is the following: Hypoxia up-regulates the production of VEGF by cells within the vascular wall
and the VEGF in turn permeabilizes the endothelium, allowing increased transport of lipid into the wall.
This mechanism can be depicted schematically as follows:

0, |— VEGF 1— Pe 1
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In support of this view, several recent studies have shown that VEGF is enriched in human

atherosclerotic lesions [47,48]. Smooth muscle cells and macrophages appear to be the predominant
sources of VEGF in such lesions. Thus, a mechanism in which hypoxia induces VEGF and hyperper-
meability is plausible, but at the present time it must only be considered a hypothesis relating fluid phase
transport limitation and enhanced macromolecular permeability.
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10.1 Introduction

The evolving technologies and advances in the engineering biosciences are expected to have significant
impact in the fields of pharmaceutical engineering (drug production, delivery, targeting, and metabolism),
molecular engineering (biomaterial design and biomimetics), biomedical reaction engineering (microre-
actor design, animal surrogate systems, artificial organs, and extracorporeal devices), and metabolic
process control (receptor-ligand binding, signal transduction, and trafficking). Since understanding of
the cell/tissue environment will help produce major developments in all of these areas, the ability to
characterize, control, and ultimately manipulate the microenvironment is critical. The key challenges, as
identified by many sources [Palsson, 2000], are (1) proper reconstruction of the microenvironment for
the development of tissue function, (2) scale-up to generate a significant amount of properly functioning
microenvironments to be of clinical importance, (3) automating cellular therapy systems/devices to oper-
ate and perform at clinically meaningful scales, and (4) implementation in the clinical setting in concert
with all the cell handling and preservation procedures required to administer cellular therapies. The dir-
ection of this chapter is toward supporting efforts to address these issues. Thus, the primary objective is to
introduce the fundamental concepts needed to reconstruct tissues ex vivo and produce cells of sufficient
quantity that maintain stabilized performance for extended time periods of clinical relevance. The delivery
of cellular therapies, as a goal, was selected as one representative theme for illustration.

10-1
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Before we can develop useful ex vivo and in vitro systems for the numerous applications sought, we
must first have an appreciation of cellular function in vivo. Knowledge of the tissue microenvironment
and communication with other organs is essential. We need to understand how tissue function can be
built, reconstructed, and modified. Our approach is based on the following axioms [Palsson, 2000] (1) in
organogenesis and wound healing, proper cellular communications with respect to each others activities
are of paramount concern since a systematic and regulated response is required from all participating cells;
(2) the function of fully formed organs is strongly dependent on the coordinated function of multiple cell
types with tissue function based on multicellular aggregates; (3) the functionality of an individual cell is
strongly affected by its microenvironment (within 100 wm of the cell, i.e., the characteristic length scale);
(4) this microenvironment is further characterized by (i) neighboring cells, that is, cell-cell contact and
presence of molecular signals (soluble growth factors, signal transduction, trafficking, etc.), (ii) transport
processes and physical interactions with the extracellular matrix (ECM), and (iii) the local geometry, in
particular its effects on microcirculation.

The importance of the microcirculation is that it connects all the microenvironments in every tissue
to their larger whole body environment. Most metabolically active cells in the body are located within
a few hundred micrometers from a capillary. This high degree of vascularity is necessary to provide the
perfusion environment that connects every cell to a source and sink for respiratory gases, a source of
nutrients from the small intestine, the hormones from the pancreas, liver, and glandular system, clearance
of waste products via the kidneys and liver, delivery of immune system respondents, and so forth [Jain,
1994]. Further, the three-dimensional arrangement of microvessels in any tissue bed is critical for efficient
functioning. This in vivo network develops in response to physical and chemical (molecular) clues and
thus reproduction of the microenvironment with its attendant signal molecule capabilities is an essential
feature of an engineered tissue system.

The engineering of these functions ex vivo is within the domain of bioreactor design [Freshney, 2000;
Shuler, 2000]; a topic discussed briefly in this chapter and elsewhere in this handbook. Cell culture devices
must possess perfusion characteristics that allow for uniformity down to the 100 wm length scale. These
are stringent design requirements that must be addressed with a high priority to properly account for
the role of neighboring cells, the ECM, cyto-/chemokine and hormone trafficking, cell-ECM geometric
factors, respiratory dynamics, and transport of nutrients and metabolic by-products for each tissue system
considered. To achieve proper reconstitution of the cellular microenvironment these dynamic, chemical,
and geometric variables must be duplicated as accurately as possible. Since this is a difficult task, significant
effort is devoted to developing quantitative methods to describe the cell-scale microenvironment. Once
available, these methods can be used to develop an understanding of the key problems associated with
any given phenomenological event, formulate solution strategies, and analyze experimental results. It
is important to stress that most useful analyses in tissue engineering are performed with approximate
calculations based on physiological and cell biological data; basically, determining tissue “specification
sheets.” Such calculations are useful for interpreting organ physiology, and providing a starting point
for more extensive experimental and computational programs needed to identify the specific needs of
a given tissue system (examples are given later in this chapter). Using the tools obtained from studying
subjects such as biomimetics (materials behavior, membrane development, and similitude/simulation
techniques), transport phenomena (mass, heat, and momentum transfer), reaction kinetics, and reactor
performance/design systems that control microenvironments for in vivo, ex vivo, or in vitro applications
can be developed.

The emphasis taken here to achieve these desired tissue microenvironments is through use of novel
membrane systems designed to possess unique features for the specific application of interest, and in many
cases to exhibit stimulant/response characteristics. These so-called intelligent or smart membranes are the
result of biomimicry, that is, they have biomimetic features. Through functionalized membranes, typically
in concerted assemblies, these systems respond to external stresses (chemical and physical in nature) to
eliminate the threat either by altering stress characteristics or by modifying and protecting the cell/tissue
microenvironment. An example (discussed further later in this chapter), is a microencapsulation motif for
beta cell islet clusters to perform as an artificial pancreas. This system uses multiple membrane materials,
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each with its unique characteristics and performance requirements, coupled with nanospheres dispersed
throughout the matrix, which contain additional materials to enhance transport and barrier properties,
and initiate as well as respond to specific stimuli. This chapter is structured to develop an understanding
of the technologies required to design systems of this nature and to ensure their stable performance.

10.2 Tissue Microenvironments

The communication of every cell with its immediate environment and other tissues establishes important
spatial-temporal characteristics and develops a significant signaling/information processing network.
The microenvironment is further characterized by cellular composition, the ECM, molecular dynamics
(nutrients, metabolic waste products, respiratory gases traffic in and out of the microenvironment in a
highly dynamic manner), and local geometric factors (size scale of ~100 pm). Each of these can also
provide the cell with important signals (dependent upon a characteristic time and length scale) to initiate
specific cell functions for the tissue system to perform in a coordinated manner. If this arrangement is
disrupted, cells that are unable to provide tissue function are obtained. Further discussions on this topic
are presented in later sections devoted to cellular communications.

10.2.1 Specifying Performance Criteria

Each tissue or organ undergoes its own unique and complex developmental program. There are, however, a
number of common features of each component of the microenvironment that is discussed in subsequent
sections. The idea is to establish general criteria to guide the design of systems possessing these requisite
global characteristics and functionality. Two representative tissue microenvironments (blood and bone)
are selected here for a brief comparison to illustrate common features and distinctions.

10.2.2 Estimating Tissue Function

10.2.2.1 Blood

Interpretation of the physiological respiratory function of blood has been aided by insightful, yet straight-
forward approximating calculations to establish basic functionalities and biologic design specifications.
For example, blood needs to deliver about 10 mM of oxygen per minute to the body. Given a gross
circulation rate of about 5 I/min, the delivery rate to tissues is about 2 mM oxygen per liter during each
pass through its circulatory system. The basic requirements that circulating blood must meet to deliver
adequate oxygen to tissues are determined by the following; blood leaving the lungs has a partial pressure
of oxygen between 90 and 100 mmHg and drops to about 35-40 mmHg in the venous blood at rest
and to about 27 mmHg during strenuous exercise. Thus, the required oxygen delivered to the tissues is
accomplished through a partial pressure drop of about 55 mmHg, on average. Unfortunately, the solu-
bility of oxygen in aqueous media is low; its solubility is given by Henry’s law relationship, where the
liquid phase concentration is linearly proportional to its partial pressure. This equilibrium coefficient is
about 0.0013 mM/mmHg. Consequently, the amount of oxygen that can be delivered by this mechanism
is limited to roughly 0.07 mM; significantly below the required 2 mM. The solubility of oxygen in blood
must therefore be enhanced by some other mechanism; by a factor to about 30 at rest and 60 during
strenuous exercise. This, of course, is accomplished by hemoglobin within red blood cells. However, to
see how this came about, let’s probe a little further. Enhancement could be obtained by putting an oxygen
binding protein into the perfusion fluid. To stay within the vascular bed this protein would have to be 50 to
100 kDa in size. With only a single binding site, the required protein concentration is 500 to 1000 g/1, which
is too concentrated from both an osmolarity and viscosity (ten times) standpoint and clearly impractical.
Furthermore, circulating proteases will lead to a short plasma half-life for these proteins. By increasing to
four sites per oxygen carrying molecule, the protein concentration is reduced to 2.3 mM and confining
it within a protective cell membrane solves the escape, viscosity, and proteolysis problems. Obviously,
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nature has solved these problems since these are characteristics of hemoglobin within red blood cells.
Furthermore, a more elaborate kinetics study of the binding characteristics of hemoglobin shows that
a positive cooperativity exists and can provide the desired oxygen transfer capabilities both at rest and
under strenuous exercise.

These functions of blood establish standards that are difficult to mimic. When designing systems
for in vivo applications promoting angiogenesis and minimizing diffusion lengths help alleviate oxygen
delivery problems. Attempting to mimic this behavior in perfusion reactors, whether as extracorporeal
devises or as production systems, is more complex since a blood substitute (e.g., perflouorocarbons
in microemulsions) is typically needed. Performance, functionality, toxicity, and transport phenomena
issues must be addressed. In summary, to maintain tissue viability and function within devices and
microcapsules, methods are being developed to enhance mass transfer, especially that of oxygen. These
methods include use of vascularizing membranes, in situ oxygen generation, use of thinner encapsulation
membranes, and enhancing oxygen carrying capacity in encapsulated materials. All these topics are
addressed in subsequent sections throughout this chapter.

10.2.2.2 Bone Marrow Microenvironment

Perfusion rates in human bone marrow cultures are set by determining how often the media should be
replenished. A dynamics similarity analysis with the in vivo situation is therefore appropriate. With a
cell density of about 500 million cells/ml, blood perfusion th