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Introduction and Preface

During the past five years since the publication of the Second Edition — a two-volume set — of the
Biomedical Engineering Handbook, the field of biomedical engineering has continued to evolve and expand.
As a result, this Third Edition consists of a three volume set, which has been significantly modified to
reflect the state-of-the-field knowledge and applications in this important discipline. More specifically,
this Third Edition contains a number of completely new sections, including:

Molecular Biology
Bionanotechnology

[ ]
[ ]
e Bioinformatics
e Neuroengineering
e Infrared Imaging
as well as a new section on ethics.

In addition, all of the sections that have appeared in the first and second editions have been significantly
revised. Therefore, this Third Edition presents an excellent summary of the status of knowledge and
activities of biomedical engineers in the beginning of the 21st century.

As such, it can serve as an excellent reference for individuals interested not only in a review of funda-
mental physiology, but also in quickly being brought up to speed in certain areas of biomedical engineering
research. It can serve as an excellent textbook for students in areas where traditional textbooks have not
yet been developed and as an excellent review of the major areas of activity in each biomedical engineering
subdiscipline, such as biomechanics, biomaterials, bioinstrumentation, medical imaging, etc. Finally, it
can serve as the “bible” for practicing biomedical engineering professionals by covering such topics as a his-
torical perspective of medical technology, the role of professional societies, the ethical issues associated
with medical technology, and the FDA process.

Biomedical engineering is now an important vital interdisciplinary field. Biomedical engineers are
involved in virtually all aspects of developing new medical technology. They are involved in the design,
development, and utilization of materials, devices (such as pacemakers, lithotripsy, etc.) and techniques
(such as signal processing, artificial intelligence, etc.) for clinical research and use; and serve as members
of the health care delivery team (clinical engineering, medical informatics, rehabilitation engineering,
etc.) seeking new solutions for difficult health care problems confronting our society. To meet the needs
of this diverse body of biomedical engineers, this handbook provides a central core of knowledge in those
fields encompassed by the discipline. However, before presenting this detailed information, it is important
to provide a sense of the evolution of the modern health care system and identify the diverse activities
biomedical engineers perform to assist in the diagnosis and treatment of patients.

Evolution of the Modern Health Care System

Before 1900, medicine had little to offer the average citizen, since its resources consisted mainly of
the physician, his education, and his “little black bag.” In general, physicians seemed to be in short
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supply, but the shortage had rather different causes than the current crisis in the availability of health
care professionals. Although the costs of obtaining medical training were relatively low, the demand for
doctors’ services also was very small, since many of the services provided by the physician also could be
obtained from experienced amateurs in the community. The home was typically the site for treatment
and recuperation, and relatives and neighbors constituted an able and willing nursing staff. Babies were
delivered by midwives, and those illnesses not cured by home remedies were left to run their natural,
albeit frequently fatal, course. The contrast with contemporary health care practices, in which specialized
physicians and nurses located within the hospital provide critical diagnostic and treatment services, is
dramatic.

The changes that have occurred within medical science originated in the rapid developments that took
place in the applied sciences (chemistry, physics, engineering, microbiology, physiology, pharmacology,
etc.) at the turn of the century. This process of development was characterized by intense interdis-
ciplinary cross-fertilization, which provided an environment in which medical research was able to
take giant strides in developing techniques for the diagnosis and treatment of disease. For example,
in 1903, Willem Einthoven, a Dutch physiologist, devised the first electrocardiograph to measure the
electrical activity of the heart. In applying discoveries in the physical sciences to the analysis of the
biologic process, he initiated a new age in both cardiovascular medicine and electrical measurement
techniques.

New discoveries in medical sciences followed one another like intermediates in a chain reaction. How-
ever, the most significant innovation for clinical medicine was the development of x-rays. These “new
kinds of rays,” as their discoverer W.K. Roentgen described them in 1895, opened the “inner man” to
medical inspection. Initially, x-rays were used to diagnose bone fractures and dislocations, and in the pro-
cess, x-ray machines became commonplace in most urban hospitals. Separate departments of radiology
were established, and their influence spread to other departments throughout the hospital. By the 1930s,
x-ray visualization of practically all organ systems of the body had been made possible through the use of
barium salts and a wide variety of radiopaque materials.

X-ray technology gave physicians a powerful tool that, for the first time, permitted accurate diagnosis
of a wide variety of diseases and injuries. Moreover, since x-ray machines were too cumbersome and
expensive for local doctors and clinics, they had to be placed in health care centers or hospitals. Once
there, x-ray technology essentially triggered the transformation of the hospital from a passive receptacle
for the sick to an active curative institution for all members of society.

For economic reasons, the centralization of health care services became essential because of many other
important technological innovations appearing on the medical scene. However, hospitals remained insti-
tutions to dread, and it was not until the introduction of sulfanilamide in the mid-1930s and penicillin in
the early 1940s that the main danger of hospitalization, that is, cross-infection among patients, was signi-
ficantly reduced. With these new drugs in their arsenals, surgeons were able to perform their operations
without prohibitive morbidity and mortality due to infection. Furthermore, even though the different
blood groups and their incompatibility were discovered in 1900 and sodium citrate was used in 1913 to
prevent clotting, full development of blood banks was not practical until the 1930s, when technology
provided adequate refrigeration. Until that time, “fresh” donors were bled and the blood transfused while
it was still warm.

Once these surgical suites were established, the employment of specifically designed pieces of med-
ical technology assisted in further advancing the development of complex surgical procedures. For
example, the Drinker respirator was introduced in 1927 and the first heart-lung bypass in 1939. By
the 1940s, medical procedures heavily dependent on medical technology, such as cardiac catheterization
and angiography (the use of a cannula threaded through an arm vein and into the heart with the injection
of radiopaque dye) for the x-ray visualization of congenital and acquired heart disease (mainly valve
disorders due to rheumatic fever) became possible, and a new era of cardiac and vascular surgery was
established.

Following World War II, technological advances were spurred on by efforts to develop superior weapon
systems and establish habitats in space and on the ocean floor. As a by-product of these efforts, the
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development of medical devices accelerated and the medical profession benefited greatly from this rapid
surge of technological finds. Consider the following examples:

1. Advances in solid-state electronics made it possible to map the subtle behavior of the fundamental
unit of the central nervous system — the neuron — as well as to monitor the various physiological
parameters, such as the electrocardiogram, of patients in intensive care units.

2. New prosthetic devices became a goal of engineers involved in providing the disabled with tools to
improve their quality of life.

3. Nuclear medicine — an outgrowth of the atomic age — emerged as a powerful and effective
approach in detecting and treating specific physiologic abnormalities.

4. Diagnostic ultrasound based on sonar technology became so widely accepted that ultrasonic studies
are now part of the routine diagnostic workup in many medical specialties.

5. “Spare parts” surgery also became commonplace. Technologists were encouraged to provide
cardiac assist devices, such as artificial heart valves and artificial blood vessels, and the artifi-
cial heart program was launched to develop a replacement for a defective or diseased human
heart.

6. Advances in materials have made the development of disposable medical devices, such as needles
and thermometers, as well as implantable drug delivery systems, a reality.

7. Computers similar to those developed to control the flight plans of the Apollo capsule were used
to store, process, and cross-check medical records, to monitor patient status in intensive care units,
and to provide sophisticated statistical diagnoses of potential diseases correlated with specific sets
of patient symptoms.

8. Development of the first computer-based medical instrument, the computerized axial tomography
scanner, revolutionized clinical approaches to noninvasive diagnostic imaging procedures, which
now include magnetic resonance imaging and positron emission tomography as well.

9. A wide variety of new cardiovascular technologies including implantable defibrillators and
chemically treated stents were developed.

10. Neuronal pacing systems were used to detect and prevent epileptic seizures.

11. Artificial organs and tissue have been created.

12. The completion of the genome project has stimulated the search for new biological markers and
personalized medicine.

The impact of these discoveries and many others has been profound. The health care system of today
consists of technologically sophisticated clinical staff operating primarily in modern hospitals designed
to accommodate the new medical technology. This evolutionary process continues, with advances in the
physical sciences such as materials and nanotechnology, and in the life sciences such as molecular biology,
the genome project and artificial organs. These advances have altered and will continue to alter the very
nature of the health care delivery system itself.

Biomedical Engineering: A Definition

Bioengineering is usually defined as a basic research-oriented activity closely related to biotechnology and
genetic engineering, that is, the modification of animal or plant cells, or parts of cells, to improve plants
or animals or to develop new microorganisms for beneficial ends. In the food industry, for example, this
has meant the improvement of strains of yeast for fermentation. In agriculture, bioengineers may be
concerned with the improvement of crop yields by treatment of plants with organisms to reduce frost
damage. It is clear that bioengineers of the future will have a tremendous impact on the qualities of
human life. The potential of this specialty is difficult to imagine. Consider the following activities of
bioengineers:

e Development of improved species of plants and animals for food production
e Invention of new medical diagnostic tests for diseases
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The world of biomedical engineering
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FIGURE 1 The World of Biomedical Engineering.

Production of synthetic vaccines from clone cells

Bioenvironmental engineering to protect human, animal, and plant life from toxicants and
pollutants

Study of protein—surface interactions

Modeling of the growth kinetics of yeast and hybridoma cells

Research in immobilized enzyme technology

Development of therapeutic proteins and monoclonal antibodies

Biomedical engineers, on the other hand, apply electrical, mechanical, chemical, optical, and other
engineering principles to understand, modify, or control biologic (i.e., human and animal) systems, as
well as design and manufacture products that can monitor physiologic functions and assist in the diagnosis
and treatment of patients. When biomedical engineers work within a hospital or clinic, they are more
properly called clinical engineers.

Activities of Biomedical Engineers

The breadth of activity of biomedical engineers is now significant. The field has moved from being
concerned primarily with the development of medical instruments in the 1950s and 1960s to include a
more wide-ranging set of activities. As illustrated below, the field of biomedical engineering now includes
many new career areas (see Figure 1), each of which is presented in this handbook. These areas include:

e Application of engineering system analysis (physiologic modeling, simulation, and control) to
biologic problems

e Detection, measurement, and monitoring of physiologic signals (i.e., biosensors and biomedical

instrumentation)

Diagnostic interpretation via signal-processing techniques of bioelectric data

Therapeutic and rehabilitation procedures and devices (rehabilitation engineering)
Devices for replacement or augmentation of bodily functions (artificial organs)
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e Computer analysis of patient-related data and clinical decision making (i.e., medical informatics
and artificial intelligence)

Medical imaging, that is, the graphic display of anatomic detail or physiologic function

The creation of new biologic products (i.e., biotechnology and tissue engineering)

The development of new materials to be used within the body (biomaterials)

Typical pursuits of biomedical engineers, therefore, include:

Research in new materials for implanted artificial organs
Development of new diagnostic instruments for blood analysis
Computer modeling of the function of the human heart

Writing software for analysis of medical research data

Analysis of medical device hazards for safety and efficacy
Development of new diagnostic imaging systems

Design of telemetry systems for patient monitoring

Design of biomedical sensors for measurement of human physiologic systems variables
Development of expert systems for diagnosis of disease

Design of closed-loop control systems for drug administration
Modeling of the physiological systems of the human body

Design of instrumentation for sports medicine

Development of new dental materials

Design of communication aids for the handicapped

Study of pulmonary fluid dynamics

Study of the biomechanics of the human body

Development of material to be used as replacement for human skin

Biomedical engineering, then, is an interdisciplinary branch of engineering that ranges from theoretical,
nonexperimental undertakings to state-of-the-art applications. It can encompass research, development,
implementation, and operation. Accordingly, like medical practice itself, it is unlikely that any single
person can acquire expertise that encompasses the entire field. Yet, because of the interdisciplinary nature
of this activity, there is considerable interplay and overlapping of interest and effort between them.
For example, biomedical engineers engaged in the development of biosensors may interact with those
interested in prosthetic devices to develop a means to detect and use the same bioelectric signal to power
a prosthetic device. Those engaged in automating the clinical chemistry laboratory may collaborate with
those developing expert systems to assist clinicians in making decisions based on specific laboratory data.
The possibilities are endless.

Perhaps a greater potential benefit occurring from the use of biomedical engineering is identification
of the problems and needs of our present health care system that can be solved using existing engineering
technology and systems methodology. Consequently, the field of biomedical engineering offers hope in
the continuing battle to provide high-quality care at a reasonable cost. If properly directed toward solving
problems related to preventive medical approaches, ambulatory care services, and the like, biomedical
engineers can provide the tools and techniques to make our health care system more effective and efficient;
and in the process, improve the quality of life for all.

Joseph D. Bronzino
Editor-in-Chief
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Noninvasive imaging techniques are emerging into the forefront of medical diagnostics and treatment
monitoring. Both near- and mid-infrared imaging techniques have provided invaluable information in
the clinical setting.

Near-infrared imaging in the spectrum of 700 to 1100 nm has been used to functionally monitor
diseases processes including cancer and lymph node detection and optical biopsies. Spectroscopic imaging
modalities have been shown to improve the diagnosis of tumors and add new knowledge about the
physiological properties of the tumor and surrounding tissues. Particular emphasis should be placed on
identifying markers that predict the risk of precancerous lesions progressing to invasive cancers, thereby
providing new opportunities for cancer prevention. This might be accomplished through the use of
markers as contrast agents for imaging using conventional techniques or through refinements of newer
technologies such as MRI or PET scanning. The spectroscopic power of light, along with the revolution
in molecular characterization of disease processes has created a huge potential for in vivo optical imaging
and spectroscopy.

In the infrared thermal waveband, information about blood circulation, local metabolism, sweat gland
malfunction, inflammation, and healing can be extracted. Infrared thermal imaging has been increasingly

30-1
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used for detection of cancers. As this field evolves, abnormalities or changes in infrared images could be
able to provide invaluable information to physicians caring for patients with a variety of disorders. The
current status of modern infrared imaging is that of a first line supplement to both clinical exams and
current imaging methods. Using infrared imaging to detect breast pathology is based on the principle
that both metabolic and vascular activity in the tissue surrounding a new and developing tumor is usually
higher than in normal tissue. Early cancer growth is dependent on increasing blood circulation by creating
new blood vessels (angiogenesis). This process results in regional variations that can often be detected by
infrared imaging.

Section 30.1 discusses near-infrared (NIR) imaging and its applications in imaging biological tissues.
Infrared thermal imaging techniques, calibration and a current clinical trial of Kaposi’s sarcoma are
described in Section 30.2.

30.1 Near-Infrared Quantitative Imaging of Deep Tissue
Structure

In vivo optical imaging has traditionally been limited to superficial tissue surfaces, directly or endoscop-
ically accessible, and to tissues with a biological window (e.g., along the optical axis of the eye). These
methods are based on geometric optics. Most tissues scatter light so strongly, however, that for geometric
optics-based equipment to work, special techniques are needed to remove multiply scattered light (such
as pinholes in confocal imaging or interferometry in optical coherence microscopies). Even with these
special designs, high resolution optical imaging fails at depths of more than 1 mm below the tissue surface.

Collimated visible or infrared (IR) light impinging upon thick tissue is scattered many times in a distance
of ~1 mm, so the analysis of light-tissue interactions requires theories based on the diffusive nature of
light propagation. In contrast to x-ray and Positron Emission Tomography (PET), a complex underlying
theoretical picture is needed to describe photon paths as a function of scattering and absorption properties
of the tissue.

Approximately a decade ago, a new field called “Photon Migration” was born that seeks to characterize
the statistical physics of photon motion through turbid tissues. The goal has been to image macro-
scopic structures in 3D at greater depths within tissues and to provide reliable pathlength estimations
for noninvasive spectral analysis of tissue changes. Although geometrical optics fails to describe light
propagation under these conditions, the statistical physics of strong, multiply scattered light provides
powerful approaches to macroscopic imaging and subsurface detection and characterization. Techniques
using visible and NIR light offer a variety of functional imaging modalities, in addition to density imaging,
while avoiding ionizing radiation hazards.

In Section 30.1.1, optical properties of biological tissue will be discussed. Section 30.1.2 is devoted to
differing methods of measurements. Theoretical models for spectroscopy and imaging are discussed in
Section 30.1.3. In Sections 30.1.4 and 30.1.5, two studies on breast imaging and the use of exogenous
fluorescent markers will be presented as examples of NIR spectroscopy. Finally, the future direction of the
field will be discussed in Section 30.1.6.

30.1.1 Optical Properties of Biological Tissue

The difficulty of tissue optics is to define optical coefficients of tissue physiology and quantify their
changes to differentiate structures and functional status in vivo. Light-tissue interactions dictate the way
that these parameters are defined. The two main approaches are the wave and particle descriptions of light
propagation. The first leads to the use of Maxwell’s equations, and therefore quantifies the spatially varying
permittivity as a measurable quantity. For simplistic and historic reasons, the particle interpretation of
light has been mostly used (see section on models of photon migration). In photon transport theory, one
considers the behavior of discrete photons as they move through the tissue. This motion is characterized
by absorption and scattering, and when interfaces (e.g., layers) are involved, refraction. The absorption
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FIGURE 30.1 Absorption spectra of the three major components of tissue in the NIR region; oxy-hemoglobin,
deoxy-hemoglobin and water.

coefficient, u, (mm™!), represents the inverse mean pathlength of a photon before absorption. 1/, is the
distance in a medium where intensity is attenuated by a factor of 1 /e (Beer’s Lambert Law). Absorption in
tissue is strongly wavelength dependent and is due to chromophores and water. Among the chromophores
in tissue, the dominant component is the hemoglobin in blood. In Figure 30.1, hemoglobin absorption
is devided in to oxy- and deoxy-hemoglobin. As seen in this figure, in the visible range (600-700 nm),
the blood absorption is relatively high compared to absorption in the NIR. By contrast, water absorption
is low in the visible and NIR regions and increases rapidly above approximately 950 nm. Thus, for
greatest penetration of light in tissue, wavelengths in the 650-950 nm spectrum are used most often. This
region of the light spectrum is called “the therapeutic window.” One should note that different spectra
of chromophores allow one to separate the contribution of varying functional species in tissue (e.g.,
quantification of oxy- and deoxy-hemoglobin to study tissue oxygenation).

Similarly, scattering is characterized by a coefficient, ps, which is the inverse mean free path of photons
between scattering events. The average size of the scattered photons in tissue, in proportion to the
wavelength of the light, places the scattering in the Mie region. In the Mie region, a scattering event does not
result in isotropic scattering angles [1,2]. Instead, the scattering in tissue is biased in the forward direction.

For example, by studying the development of neonatal skin, Saidi et al. [3] were able to show that
the principal sources of anisotropic scattering in muscle are collagen fibers. The fibers were determined
to have a mean diameter of 2.2 um. In addition to the Mie scattering from the fibers, there is isotropic
Rayleigh scattering due to the presence of much smaller scatterers such as organelles in cells.

Anisotropic scattering is quantified in a coefficient, g, which is defined as the mean cosine of the
scattering angle, where p(0) is the probability of a particular scattering angle,

_ _JJ p(®) cos(6) sin(6)do
g = (cos(9)) = T ) sin(6)d6

(30.1)

For isotropic scattering, g = 0. For complete forward scattering, g = 1, and for complete back scattering,
g = —1. Intissue, g is typically 0.7 to 0.98 [3-5].

Likewise, different tissue types have differing scattering properties which are also wavelength dependent.
The scattering coefficients of many soft tissues have been measured at a variety of optical wavelengths,
and are within the range 10 to 100 mm™!. In comparison to absorption, however, scattering changes, as
a function of wavelength, are more gradual and have smaller extremes. Abnormal tissues such as tumors,
fibro-adenomas, and cysts all have scattering properties that are different from normal tissue [6,7]. Thus,
the scattering coefficient of an inclusion may also be an important clue to disease diagnoses.
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Theories of photon migration are often based on isotropic scattering. Therefore, one must find the
appropriate scaling relationships that will allow use of an isotropic scattering model. For the case of
diffusion-like models (e.g., see Reference 8), it has been shown that one may use an isotropic scattering
model with a corrected scattering coefficient, 11}, and obtain equivalent results where:

1y = ps(1—g) (30.2)

The corrected scattering coefficient is smaller than the actual scattering which corresponds to a greater
distance between isotropic scattering events than would occur with anisotropic scattering. For this reason,
wy is typically called the transport-corrected scattering coefficient.

There are instances in which the spectroscopic signatures will not be sufficient for detection of disease.
This can occur when the specific disease results in only very small changes to the tissue’s scattering and
absorption properties, or when the scattering and absorption properties are not unique to the disease.
Although it is not clear what the limits of detectability are in relationship to diseased tissue properties, it
is clear that there will be cases for which optical techniques based on elastic absorption are inadequate.
In such cases, another source of optical contrast, such as fluorescence, will be required to detect and
locate the disease. Presence of fluorescent molecules in tissues can provide useful contrast mechanisms.
Concentration of these endogenous fluorophores in the body can be related to functional and metabolic
activities, and therefore to the disease processes. For example, the concentrations of fluorescent molecules
such as collagen and NADH have been used to differentiate between normal and abnormal tissue [9].

Advances in the molecular biology of disease processes, new immunohistopathological techniques, and
the development of fluorescently-labeled cell surface markers have led to a revolution in specific molecular
diagnosis of disease by histopathology, as well as in research on molecular origins of disease processes
(e.g., using fluorescence microscopy in cell biology). As a result, an exceptional level of specificity is now
possible due to the advances in the design of exogenous markers. Molecules can now be tailor-made to
bind only to specific receptor sites in the body. These receptor sites may be antibodies or other biologically
interesting molecules. Fluorophores may be bound to these engineered molecules and injected into the
body, where they will preferentially concentrate at specific sites of interest [10,11].

Furthermore, fluorescence may be used as a probe to measure environmental conditions in a particular
locality by capitalizing on changes in fluorophore lifetimes [12,13]. Each fluorophore has a characteristic
lifetime that quantifies the probability of a specific time delay between fluorophore excitation and emission.
In practice, this lifetime may be modified by specific environmental factors such as temperature, pH, and
concentrations of substances such as oxygen. In these cases, it is possible to quantify local concentrations of
specific substances or specific environmental conditions by measuring the lifetime of fluorophores at the
site. Whereas conventional fluorescence imaging is very sensitive to non-uniform fluorophore transport
and distribution (e.g., blood does not transport molecules equally to all parts of the body), fluorescence
lifetime imaging is insensitive to transport non-uniformity as long as a detectable quantity of fluorophores
is present in the site of interest. Throughout the following sections, experimental techniques and differing
models used to quantify these sources of optical contrast will be presented.

30.1.2 Measurable Quantities and Experimental Techniques

Three classes of measurable quantities prove to be of interest in transforming results of remote sensing
measurements in tissue into useful physical information. The first is the spatial distribution of light or
the intensity profile generated by photons re-emitted through a surface and measured as a function of the
radial distance from the source and the detector when the medium is continually irradiated by a point
source (often alaser). This type of measurement is called continuous wave (CW). The intensity, nominally,
does not vary in time. The second class is the temporal response to a very short pulse (~picosecond) of
photons impinging on the surface of the tissue. This technique is called time-resolved and the temporal
response is known as the time-of-flight (TOF). The third class is the frequency-domain technique in
which an intensity-modulated laser beam illuminates the tissue. In this case, the measured outputs are

© 2006 by Taylor & Francis Group, LLC



Infrared Imaging for Tissue Characterization 30-5

the AC modulation amplitude and the phase shift of the detected signal. These techniques could be
implemented in geometries with different arrangements of source(s) and detector(s); (a) in the reflection
mode, source(s) and detector(s) are placed at the same side of the tissue; (b) in the transmission mode,
source(s) and detector(s) are located on opposite sides of the tissue. In the latter, the source(s) and
detector(s) can move in tandem while scanning the tissue surface and detectors with lateral offsets also
can be used; and (c) tomographic sampling often uses multiple sources and detectors placed around the
circumference of the target tissue.

For CW measurements, the instrumentation is simple and requires only a set of light sources and
detectors. In this technique, the only measurable quantity is the intensity of light, and, due to multiple
scattering, strong pathlength dispersion occurs which results in a loss of localization and resolution.
Hence, this technique is widely used for spectroscopic measurements of bulk tissue properties in which
the tissue is considered to be homogeneous [14,15]. However, CW techniques for imaging abnormal
targets that use only the coherent portion of light, and thereby reject photons with long paths, have
also been investigated. Using the transillumination geometry, collimated detection is used to isolate
un-scattered photons [16-18]. Spatial filtering has been proposed which employs a lens to produce the
Fourier spectrum of the spatial distribution of light from which the high-order frequencies are removed.
The resulting image is formed using only the photons with angles close to normal [19]. Polarization
discrimination has been used to select those photons which undergo few scattering events and therefore
preserve a fraction of their initial polarization state, as opposed to those photons which experience multiple
scattering resulting in complete randomization of their initial polarization state [20]. Several investigators
have used heterodyne detection which involves measuring the beat frequency generated by the spatial
and temporal combination of a light beam and a frequency modulated reference beam. Constructive
interference occurs only for the coherent portion of the light [20-22]. However, the potential of direct
imaging using CW techniques in very thick tissue (e.g., breast) has not been established. On the other hand,
use of models of photon migration implemented in inverse method based on backprojection techniques
has shown promising results. For example, Phillips Medical has used 256 optical fibers placed at the
periphery of a white conical shaped vessel. The area of interest, in this case the breast, is suspended in the
vessel, and surrounded by a matching fluid. Three CW laser diodes sequentially illuminate the breast using
one fiber. The detection is done simultaneously by 255 fibers. It is now clear that CW imaging cannot
provide direct images with clinically acceptable resolution in thick tissue. Attempts are underway to devise
inverse algorithms to separate the effects of scattering and absorption and therefore use this technique for
quantitative spectroscopy as proposed by Phillips [23]. However, until now, clinical application of CW
techniques in imaging has been limited by the mixture of scattering and absorption of light in the detected
signal. To overcome this problem, time-dependent measurement techniques have been investigated.

Time-domain techniques involve the temporal resolution of photons traveling inside the tissue. The
basic idea is that photons with smaller pathlengths are those that arrive earlier to the detector. In order
to discriminate between un-scattered or less scattered light and the majority of the photons, which
experience a large number of multiple scattering, subnanosecond resolution is needed. This short time
gating of an imaging system requires the use of a variety of techniques involving ultra-fast phenomena
and/or fast detection systems. Ultra-fast shuttering is performed using the Kerr effect. The birefringence
in the Kerr cell, placed between two crossed polarizers, is induced using very short pulses. Transmitted
light through the Kerr cell is recorded, and temporal resolution of a few picoseconds is achieved [19].
When an impulse of light (~picoseconds or hundreds of femtoseconds) is launched at the tissue surface,
the whole temporal distribution of photon intensity can be recorded by a streak camera. The streak
camera can achieve temporal resolution on the order of few picoseconds up to several nanosececonds
detection time. This detection system has been widely used to assess the performance of breast imaging
and neonatal brain activity [24,25]. The time of flight recorded by the streak camera is the convolution of
the pulsed laser source (in practice with a finite width) and the actual Temporal Point Spread Function
(TPSF) of the diffuse photons. Instead of using very short pulse lasers (e.g., Ti-Sapphire lasers), the
advent of pulse diode lasers with relatively larger pulse widths (100 to 400 psec) have reduced the cost of
time-domain imaging. However, deconvolution of the incoming pulse and the detected TPSF have been a
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greater issue. Along with diode laser sources, several groups have also used time-correlated single photon
counting with photomultipliers for recording the TPSF [26,27]. Fast time gating is also obtained by using
Stimulated Raman Scattering. This phenomenon is a nonlinear Raman interaction in some materials such
as hydrogen gas involving the amplification of photons with Stokes shift by a higher energy pump beam.
The system operates by amplifying only the earliest arriving photons [28]. Less widely used techniques
such as second-harmonic generation [29], parametric amplification [30] and a variety of others have been
proposed for time-domain (see an excellent review in Reference 31).

For frequency-domain measurements, the requirement is to measure the DC amplitude, the AC amp-
litude, and the phase shift of the photon density wave. For this purpose a CW light source is modulated
with a given frequency (~100 MHz). Lock-in Amplifiers and phase sensitive CCD camera have been used
to record the amplitude and phase [32,33]. Multiple sources at different wavelengths can be modulated
with a single frequency or multiple frequencies [6,34]. In the latter case a network analyzer is used to
produce modulation swept from several hundreds of MHz to up to 1 GHz.

30.1.3 Models of Photon Migration in Tissue

Photon Migration theories in biomedical optics have been borrowed from other fields such as astrophysics,
atmospheric science, and specifically from nuclear reactor engineering [35,36]. The common properties
of these physical media and biological tissues are their characterization by elements of randomness in
both space and time. Because of many difficulties surrounding the development of a theory based on a
detailed picture of the microscopic processes involved in the interaction of light and matter, investigations
are often based on statistical theories. These can take a variety of forms, ranging from quite detailed
multiple-scattering theories [36] to transport theory [37]. However, the most widely used theory is the
time-dependent diffusion approximation to the transport equation:

S . . 1307, -
- (DVO(r,t)) — u, o(r,t) = P e S(r,t) (30.3)

where 7 and ¢ are spatial and temporal variables, c is the speed of light in tissue, and D is the diffusion
coefficient related to the absorption and scattering coefficients as follows:

1

D=— (30.4)

3[ua + Mg]
The quantity ®(7,¢) is called the fluence, defined as the power incident on an infinitesimal volume
element divided by its area. Note that the equation does not incorporate any angular dependence, therefore
assuming an isotropic scattering. However, for the use of the diffusion theory for anisotropic scattering,
the diffusion coefficient is expressed in terms of the transport-corrected scattering coefficient. S(7, t)
is the source term. The gradient of fluence, J (7, t), at the tissue surface is the measured flux of photons by
the detector:

J(7,t) = —DV®(7, 1) (30.5)

For CW measurements, the time-dependence of the flux vanishes, and the source term can be seen
as the power impinging in its area. For time-resolved measurements, the source term is a Dirac delta
function describing a very short photon impulse. Equation 30.3 has been solved analytically for different
types of measurements such as reflection and transmission modes assuming that the optical properties
remain invariant through the tissue. To incorporate the finite boundaries, the method of images has been
used. In the simplest case, the boundary has been assumed to be perfectly absorbing which does not
take into account the difference between indices of refraction at the tissue—air interface. For semi-infinite
and transillumination geometries, a set of theoretical expressions has been obtained for time-resolved
measurements [38].
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The diffusion approximation equation in the frequency-domain is the Fourier transformation of the
time-domain with respect to time. Fourier transformation applied to the time-dependent diffusion
equation leads to a new equation:

V- (DV®(F, ) — [M + %} O w) + SFw) =0 (30.6)

Here the time variable is replaced by the frequency w. This frequency is the modulation angular frequency
of the source. In this model, the fluence can be seen as a complex number describing the amplitude and
phase of the photon density wave, dumped with a DC component:

D (7, w) = Pac(¥, w) + Ppc(7,0) = Iac exp(if) + Ppc(F,0) (30.7)

In the RHS of Equation 30.7, the quantity 6 is the phase shift of the diffusing wave. For a nonabsorbing
medium, its wavelength is:
2¢

(30.8)
3uiw

A=2r

Likewise in the time-domain, Equation 30.3 has an analytical solution for the case that the tissue is
considered homogeneous. The analytical solution permits one to deduce the optical properties in a
spectroscopic setting.

For imaging, where the goal is to distinguish between structures in tissue, the diffusion coefficient and
the absorption coefficient in Equation 30.3 and Equation 30.6 become spatial-dependent and are replaced
by D(r) and p,(r). For the cases that an abnormal region is embedded in otherwise homogeneous
tissue, perturbation methods based on Born approximation or Rytov approximation have been used (see
excellent review in Reference 39). However, for the cases that the goal is to reconstruct the spectroscopic
signatures inside the tissue, no analytical solution exists. For these cases, inverse algorithms are devised to
map the spatially varying optical properties. Numerical methods such as finite-element or finite-difference
methods have been used to reconstruct images of breast, brain, and muscle [40—42]. Furthermore, in those
cases that structural heterogeneity exists, a priori information from other image modalities such as MRI
can be used. An example is given in Figure 30.2. Combining MRI and NIR imaging, rat cranium functional
imaging during changes in inhaled oxygen concentration was studied [43]. Figure 30.2a,b correspond to
the MRI image and the corresponding constructed finite-element mesh. Figure 30.2¢,d correspond to the
oxygen map of the brain with and without incorporation of MRI geometry and constraints.

The use of MRI images has improved dramatically the resolution of the oxygen map. The use of optical
functional imaging in conjunction with other imaging modalities has opened new possibilities in imaging
and treating diseases at the bedside.

The second theoretical framework used in tissue optics is the random walk theory (RWT) on a lattice
developed at the National Institutes of Health [44,45] and historically precedes the use of the diffusion
approximation theory. It has been shown that RWT may be used to derive an analytical solution for the
distribution of photon path-lengths in turbid media such as tissue [44]. RWT models the diffusion-like
motion of photons in turbid media in a probabilistic manner. Using RWT, an expression may be derived
for the probability of a photon arriving at any point and time given a specific starting point and time.

Tissue may be modeled as a 3D cubic lattice containing a finite inclusion, or region of interest, as
shown in Figure 30.3. The medium has an absorbing boundary corresponding to the tissue surface, and
the lattice spacing is proportional to the mean photon scattering distance, 1/}. The behavior of photons
in the RWT model is described by three dimensionless parameters, p, 1, i, which are respectively the
radial distance, the number of steps, and the probability of absorption per lattice step. In the RWT model,
photons may move to one of the six nearest neighboring lattice points, each with probability 1/6. If the
number of steps, n, taken by a photon traveling between two points on the lattice is known, then the
length of the photon’s path is also known.
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FIGURE 30.2  (See color inset following page 29-16.) Functional imaging of rat cranium during changes in inhaled
oxygen concentration: (a) MRI image; (b) creation of the mesh to distinguish different compartments in the brain; (c)
map of hemoglobin concentration and oxygen saturation of the rat brain without structural constraints from MRI;
(d) same as (c) with structural constraints including tissue heterogeneity. In (c) and (d) the rows from top correspond
to 13, 8, and 0% (after death) oxygen inhaled. (Courtesy of Dartmouth College.)
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FIGURE 30.3 2D random walk lattice showing representative photon paths from an emitter to a specific site and

then to a detector.
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Random walk theory is useful in predicting the probability distribution of photon path lengths over
distances of at least five mean photon scattering distances. The derivation of these probability distributions
is described in papers [44,45]. For simplicity in this derivation, the tissue—air interface is considered to be
perfectly absorbing; a photon arriving at this interface is counted as arriving at a detector on the tissue
surface. The derivation uses the Central Limit Theorem and a Gaussian distribution around lattice points
to obtain a closed-form solution that is independent of the lattice structure.

The dimensionless RWT parameters, p,n, and u, described above, may be transformed to actual
parameters, in part, by using time, t, the speed of light in tissue, ¢, and distance traveled, r, as follows:

Ha

r !
ﬁ, n— ugct, p—> — (30.9)

o —
V2 14y

As stated previously, scattering in tissue is highly anisotropic. Therefore, one must find the appropriate
scaling relationships that will allow the use of an isotropic scattering model such as RWT. Like diffusion
theory, for RWT [46], it has been shown that one may use an isotropic scattering model with a corrected
scattering coefficient, ;1}, and obtain equivalent results. The corrected scattering coefficient is smaller than
the actual scattering that corresponds to a greater distance between isotropic scattering events than would
occur with anisotropic scattering. RWT has been used to show how one would transition from the use of
s to ) as the distance under considerable increases [47].

As an example, for a homogeneous slab into which a photon has been inserted, the probability, P, of a
photon arriving at a point p after n steps is [48]:

3/2 o)
P(n, p) = ﬁ o e—30%/2(n=2) Z [e—s[<zk+1>L—z]2/z<n—z) _ e—3[(2k+1>L12/2(n—2>] o
2 | 2n(n—2)
k=—o00

(30.10)
where L is the thickness of the slab. The method of images has been used to take into account the
two boundaries of the slab. Plotting Equation 30.10 yields a photon arrival curve as shown in Figure 30.4;
Monte Carlo simulation data are overlaid. In the next two sections the use of RWT for imaging will be

presented.

30.1.4 RWT Applied to Quantitative Spectroscopy of the Breast
One important and yet extremely challenging areas to apply diffuse optical imaging of deep tissues is the

human breast (see review article of Hawrysz and Sevick-Muraca [49]). It is clear that any new imaging

Photons
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FIGURE 30.4 RWT prediction and Monte Carlo simulation results for transillumination of a 15-mm thick slab with
scattering 1/mm and 109 photons.
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or spectroscopic modalities that can improve the diagnosis of breast tumors or can add new knowledge
about the physiological properties of the breast and surrounding tissues will have a great significance in
medicine.

Conventional transillumination using continuous wave (CW) light was used for breast screening several
decades ago [50]. However, because of the high scattering properties of tissue, this method resulted in
poor resolution. In the late 1980s, time-resolved imaging techniques were proposed to enhance spatial
resolution by detecting photons with very short time-of-flight within the tissue. In this technique, a very
short pulse, of ~picosecond duration, impinges upon the tissue. Photons experience dispersion in their
pathlengths, resulting in temporal dispersion in their time-of-flight (TOF).

To evaluate the performance of time-resolved transillumination techniques, RWT on a lattice was
used. The analysis of breast transillumination was based on the calculation of the point spread function
(PSF) of time resolved photons as they visit differing sites at different planes inside a finite slab of
thickness L. The PSF [51], is defined as the probability that a photon inserted into the tissue visits a given
site, is detected at the nth step (i.e., a given time), and has the following rather complicated analytical
expression:

n 9 o0 o0
Wa(s,1,10) =D pit)pu-i(s10) = T—mmr > > (Faloy (R, B (mp)] - (30.11)
k
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F,(a,b) = <l + l) exp [—M} (30.12)
a b n
(k) :{%[sf—i— (s3 + 2kN + 1)2]}5 (30.13)
B+(k,p) = {;[(p —s1)”+ (N — 53+ 2kN + 1)2]}2 (30.14)

where N = (ul,/ /2) + 1 is dimensionless RWT thickness of the slabs, 5(s;, 2, s3) are the dimensionless
coordinates (see Equation 30.9) of any location for which the PSF is calculated. Evaluation of time-resolved
imaging showed that strong scattering properties of tissues prevent direct imaging of abnormalities [52].
Hence, devising theoretical constructs to separate the effects of the scattering from the absorption was
proposed, thus allowing one to map the optical coefficients as spectroscopic signatures of an abnormal
tissue embedded in thick, otherwise normal tissue. In this method, accurate quantification of the size
and optical properties of the target becomes a critical requirement for the use of optical imaging at
the bedside. RWT on a lattice has been used to analyze the time-dependent contrast observed in time-
resolved transillumination experiments and deduce the size and optical properties of the target and
the surrounding tissue from these contrasts. For the theoretical construction of contrast functions, two
quantities are needed. First, the set of functions [51] defined previously. Second, the set of functions [53]
defined as the probability that a photon is detected at the nth step (i.e., time) in a homogeneous medium
(Equation 30.10)[48].

To relate the contrast of the light intensity to the optical properties and location of abnormal targets
in the tissue, one can take advantage of some features of the theoretical framework. One feature is that
the early time response is most dependent on scattering perturbations, whereas the late time behavior is
most dependent on absorptive perturbations, thus allowing one to separate the influence of scattering and
absorption perturbations on the observed image contrast. Increased scattering in the abnormal target is
modeled as a time delay. Moreover, it was shown that the scattering contrast is proportional to the time-
derivative of the PSE, dW,,/dn, divided by P,, [53]. The second interesting feature in RWT methodology
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assumes that the contrast from scattering inside the inclusion is proportional to the cross-section of the
target (in the z direction) [51,53], instead of depending on its volume as modeled in the perturbation
analysis [54].

Several research groups intend to implement their theoretical expressions into general inverse
algorithms for optical tomography, that is, to reconstruct three-dimensional maps of spatial distribu-
tions of tissue optical characteristics [49], and thereby quantify optical characteristics, positions and sizes
of abnormalities. Unlike these approaches, method is a multi-step analysis of the collected data. From
images observed at differing flight times, we construct the time-dependent contrast functions, fit our the-
oretical expressions, and compute the optical properties of the background, and those of the abnormality
along with its size. The outline of data analysis is given in Reference 55.

By utilizing the method for different wavelengths, one can obtain diagnostic information (e.g., estimates
of blood oxygenation of the tumor) for corresponding absorption coefficients that no other imaging
modality can provide directly. Several research groups have already successfully used multi-wavelength
measurements using frequency-domain techniques, to calculate physiological parameters (oxygenation,
lipid, water) of breast tumors (diagnosed with other modalities) and normal tissue [56].

Researchers at Physikalisch-Technische-Bundesanstalt (PTB) of Berlin have designed a clinically prac-
tical optical imaging system, capable of implementing time-resolved in vivo measurements on the human
breast [27]. The breast is slightly compressed between two plates. A scan of the whole breast takes but a
few minutes and can be done in mediolateral and craniocaudal geometries. The first goal is to quantify
the optical parameters at several wavelengths and thereby estimate blood oxygen saturation of the tumor
and surrounding tissue under the usual assumption that the chromophores contributing to absorption
are oxy- and deoxy-hemoglobin and water. As an example, two sets of data, obtained at two wavelengths
(A = 670 and 785 nm), for a patient (84-year-old) with invasive ductal carcinoma, were analyzed. Though
the images exhibit poor resolution, the tumor can be easily seen in the optical image shown in Figure 30.5a.
In this figure, the image is obtained from reciprocal values of the total integrals of the distributions of
times of flight of photons, normalized to a selected “bulk” area. The tumor center is located at x = —5,
y = 0.25 mm.

The best spatial resolution is observed, as expected, for shorter time-delays allowing one to determine
the position of the tumor center on the 2-D image (transverse coordinates) with accuracy ~2.5 mm.
After preliminary data processing that includes filtering and deconvolution of the raw time-resolved data,
we created linear contrast scans passing through the tumor center and analyzed these scans, using our
algorithm. It is striking that one observes similar linear dependence of the contrast amplitude on the
derivative of PSF (A = 670 nm), as expected in the model (see Figure 30.5b). The slope of this linear
dependence was used, to estimate the amplitude of the scattering perturbation [55].

(@) 0.5 1.0 1.5 2.0 25 (b)0.64
e Experiment (A =670nm)
0.62 1 Linear regression 4
0.60
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FIGURE 30.5 (a) 2-D optical image of the breast with the tumor. (Courtesy of Physikalisch-Technische-
Bundesanstalt, Berlin.) (b) Contrast obtained from linear scan through the tumor plotted vs. the derivative of PSFE.
From the linear regression the scattering coefficient of the tumor is deduced.
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TABLE 30.1 Optical Parameters of Tumor and
Background Breast Tissue

Unknown coefficients Reconstructed values (mm™!)
A =670 nm A =785nm

Absorption (background) 0.0029 ~! 0.0024 ~!
Scattering (background) 1.20 71 1.10 !
Absorption (tumor) 0.0071 ~! 0.0042 ~!
Scattering (tumor) 1.76 ~1 167!

Dimensions and values of optical characteristics of the tumor and surrounding tissues were then
reconstructed for both wavelengths. Results show that the tumor had larger absorption and scattering
than the background. Estimated parameters are presented in Table 30.1.

Both absorption and scattering coefficients of the tumor and background all proved to be larger at the
red wavelength (670 nm). Comparison of the absorption in the red and near infrared range is used to
estimate blood oxygen saturation of the tumor and background tissue. Preliminary results of the analysis
gave evidence that the tumor tissue is in a slightly deoxygenated state with higher blood volume, compared
to surrounding tissue.

The spectroscopic power of optical imaging, along with the ability to quantify physiological parameters
of human breast, have opened a new opportunity for assessing metabolic and physiological activities of
the human breast during treatment.

30.1.5 Quantitative Fluorescence Imaging and Spectroscopy

As mentioned in Section 30.1.1, advances in the molecular biology of disease processes, new immunohis-
topathological techniques, and the development of specific fluorescently-labeled cell surface markers have
led a revolution in research on the molecular origins of disease processes. On the other hand, reliable, sens-
itive, and specific, non-invasive techniques are needed for in vivo determinations of abnormalities within
tissue. If successfully developed, noninvasive “optical biopsies” may replace conventional surgical biopsies
and provide the advantages of smaller sampling errors, reduction in cost and time for diagnosis resulting
in easier integration of diagnosis and therapy by following the progression of disease or regression in
response to therapy. Clinically practical fluorescence imaging techniques must meet several requirements.
First, the pathology under investigation must lie above a depth where the attenuation of the signal results
in a poor signal-to-noise ratio and resolvability. Second, the specificity of the marker must be high enough
that one can clearly distinguish between normal and abnormal lesions. Finally, one must have a robust
image reconstruction algorithm which enables one to quantify the fluorophore concentration at a given
depth.

The choices of projects in this area of research are dictated by the importance of the problem, and the
impact of the solution on health care. Below, the rationale of two projects, are described that National
Institutes of Health are pursuing.

Sjogren’s Syndrome (SS) has been chosen as an appropriate test case for developing a noninvasive
optical biopsy based on 3-D localization of exogenous specific fluorescent labels. SS is an autoimmune
disease affecting minor salivary glands which are near (0.5 to 3.0 mm below) the oral mucosal surface [57].
Therefore the target pathology is relatively accessible to noninvasive optical imaging. The hydraulic con-
ductivity of the oral mucosa is relatively high, which along with the relatively superficial location of the
minor salivary glands, makes topical application and significant labeling of diseased glands with large
fluorescent molecules easy to accomplish. Fluorescence ligands (e.g., fluorescent antibodies specific to
CD4™ T cell-activated lymphocytes infiltrating the salivary glands) are expected to bind specifically to the
atypical cells in the tissue, providing high contrast and a quantitative relationship to their concentration
(and therefore to the stage of the disease process). The major symptoms (dry eyes and dry mouth due to
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decreased tear and saliva secretion) are the result of progressive immune-mediated dysfunction of the lac-
rimal and salivary glands. Currently, diagnosis is made by excisional biopsies of the minor salivary glands
in the lower lip. This exam, though considered the best criterion for diagnosis, involves a surgical procedure
under local anesthesia followed by postoperative discomfort (swelling, pain) and frequently a temporary
loss of sensation at the lower lip biopsy site. Additionally, biopsy is inherently subject to sampling errors
and the preparation of histopathological slides is time consuming, complicated, expensive, and requires
the skills of several professionals (dentist, pathologist, and laboratory technician). Thus, there is a clear
need for a noninvasive diagnostic procedure which reflects the underlying gland pathology and has good
specificity. A quantitative, noninvasive assay would also allow repetition of the test to monitor disease
progression and the effect of treatment. However, the quantification of fluorophore concentration within
the tissue from surface images requires determining the intensities of different fluorophore sources, as a
function of depth and transverse distance and predicting the 3-D distribution of fluorophores within the
tissue from a series of images [58].

The second project involves the lymphatic imaging-sentinel node detection. The stage of cancer at initial
diagnosis often defines prognosis and determines treatment options. As part of the staging procedure of
melanoma and breast cancer, multiple lymph nodes are surgically removed from the primary lymphatic
draining site and examined histologically for the presence of malignant cells. Because it is not obvious
which nodes to remove at the time of resection of the primary tumor, standard practice involves dissection
of as many lymph nodes as feasible. Since such extensive removal of lymphatic tissue frequently results in
compromised lymphatic drainage in the examined axilla, alternatives have been sought to define the stage
at the time of primary resection. A recent advance in lymph node interrogation has been the localization
and removal of the “sentinel” node. Although there are multiple lymphatic channels available for trafficking
from the primary tumor, the assumption was made that the anatomic location of the primary tumor in
a given individual drains into lymphatic channels in an orderly and reproducible fashion. If that is in
fact the case, then there is a pattern by which lymphatic drainage occurs. Thus, it would be expected that
malignant cells from a primary tumor site would course from the nearest and possibly most superficial
node into deeper and more distant lymphatic channels to ultimately arrive in the thoracic duct, whereupon
malignant cells would gain access to venous circulation. The sentinel node is defined as the first drainage
node in a network of nodes that drain the primary cancer. Considerable evidence has accrued validating
the clinical utility of staging breast cancer by locating and removing the sentinel node at the time of
resection of the primary tumor. Currently, the primary tumor is injected with a radionucleotide one day
prior to removal of the primary tumor. Then, just before surgery, it is injected with visible dye. The surgeon
localizes crudely the location of the sentinel node using a hand-held radionucleotide detector, followed
by a search for visible concentrations of the injected dye. The method requires expensive equipment
and also presents the patient and hospital personnel with the risk of exposure to ionizing radiation. As
an alternative to the radionucleotide, we are investigating the use of IR-dependent fluorescent detection
methods to determine the location of sentinel node(s).

For in vivo fluorescent imaging, a complicating factor is the strong attenuation of light as it passes
through tissue. This attenuation deteriorates the signal-to-noise ratio of detected photons. Fortunately,
development of fluorescent dyes (such as porphyrin and cyanine) that excite and re-emit in the “biological
window” at NIR wavelengths, where scattering and absorption coefficients are relatively low, have provided
new possibilities for deep fluorescence imaging in tissue. The theoretical complication occurs at depths
greater than 1 mm where photons in most tissues enter a diffusion-like state with a large dispersion in their
path-lengths. Indeed, the fluorescent intensity of light detected from deep tissue structures depends not
only on the location, size, concentration, and intrinsic characteristics (e.g., lifetime, quantum efficiency) of
the fluorophores, but also on the scattering and absorption coefficients of the tissue at both the excitation
and emission wavelengths. Hence, in order to extract intrinsic characteristics of fluorophores within
tissue, it is necessary to describe the statistics of photon pathlengths which depend on all these differing
parameters.

Obviously, the modeling of fluorescent light propagation depends on the kinds of experiments that
one plans to perform. For example, for frequency-domain measurements, Patterson and Pogue [59]
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used the diffusion approximation of the transport equation to express their results in terms of a product
of two Green’s function propagators multiplied by a term that describes the probability of emission of
a fluorescent photon at the site. One Green’s function describes the movement of an incident photon
to the fluorophore, and the other describes movement of the emitted photon to the detector. In this
representation, the amount of light emitted at the site of the fluorophore is directly proportional to the
total amount of light impinging on the fluorophore, with no account for the variability in the number of
visits by a photon before an exciting transformation. Since a transformation on an early visit to the site
precludes a transformation on all later visits, this results in an overestimation of the number of photons
which have a fluorescence transformation at a particular site. This overestimation is important when
fluorescent absorption properties are spatially inhomogeneous and largest at later arrival times. RWT
has been used to allow for this spatial inhomogeneity by introducing the multiple-passage probabilities
concept, thus rendering the model more physically plausible [60]. Another incentive to devise a general
theory of diffuse fluorescence photon migration is the capability to quantify local changes in fluorescence
lifetime. By selecting fluorophore probes with known lifetime dependence on specific environmental
variables, lifetime imaging enables one to localize and quantify such metabolic parameters as temperature
and pH, as well as changes in local molecular concentrations in vivo.

In the probabilistic RWT model, the description of a photon path may be divided into three parts:
the path from the photon source to a localized, fluorescing target; the interaction of the photon with
the fluorophore; and finally, the path of the fluorescently emitted photon to a detector. Each part of the
photon path may be described by a probability: first, the probability that an incident photon will arrive at
the fluorophore site; second, the probability that the photon has a reactive encounter with the fluorophore
and the corresponding photon transit delay, which is dependent on the lifetime of the fluorophore and the
probability of the fluorophore emitting a photon; and third, the probability that the photon emitted by
the fluorophore travels from the reaction site to the detector. Each of these three sequences is governed by
a stochastic process. The mathematical description of the three processes is extremely complicated. The
complete solution for the probability of fluorescence photon arrival at the detector is [61]:

P (r,5,10) = [n®pL(r | )pe(s | 10)] x [(An)(l —mlexp(§) — 1]

(o) -1
+ (n(An)[exp(€) — 1]+ 1}{1 + [(1/8)(3/71)3/2 Zexp(—zJ'S)/f/z} H (30.15)

j=1

where 7 is the probability of fluorescent absorption of an excitation wavelength photon, ® is the quantum
efficiency of the fluorophore which is the probability that an excited fluorophore will emit a photon at the
emission wavelength, (An) is the mean number of steps the photon would have taken had the photon not
been exciting the fluorophore (which corresponds to the fluorophore lifetime in random walk parameters)
and & is a transform variable corresponding to the discrete analog of the Laplace transform and may be
considered analogous to frequency. The probability of a photon going from the excitation source to the
fluorophore site is ps (s | 9), and the probability of a fluorescent photon going from the fluorophore
site to the detector is f)é(r | 5); the prime indicates that the wavelength of the photon has changed and
therefore the optical properties of the tissue may be different. In practice, this solution is difficult to work
with, so some simplifying assumptions are desired. With some simplification the result in the frequency
domain is:

P(r,5,10) = n@{pi(r | )pe(s | 10) — E(AmPL(r | 9)pe (s | 10)} (30.16)

The inverse Laplace transform of this equation gives the diffuse fluorescent intensity in the time-
domain, and the integral of the latter over time leads to CW measurements. The accuracy of such
cumbersome equations is tested in well-defined phantoms and fluorophores embedded in ex vivo tissue.
In Figure 30.6, a line scan of fluorescent intensity collected from 500 um? fluorescent dye (Molecular
Probe, far red microspheres: 690 nm excitation; 720 nm emission), embedded in 10.4 mm porcine tissue
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FIGURE 30.6 Intensity scan of a fluorophore 10.4 mm below the tissue surface.

with a lot of heterogeneity (e.g., fat), are presented. The dashed line is the corresponding RWT fit. The
inverse algorithm written in C++ was able to construct the depth of the fluorophore with 100% accuracy.
Knowing the heterogeneity of the tissue (seen in the intensity profile) this method presents huge potential
to interrogate tissue structures deeply embedded in tissue for which specific fluorescent labeling such as
antibodies for cell surfaces exists.

30.1.6 Future Directions

A clinically useful optical imaging device requires multidisciplinary and multi-step approaches. At the
desk, one devises quantitative theories, and develop methodologies applicable to in vivo quantitative tissue
spectroscopy and tomographic imaging in different imaging geometries (i.e., transmission or reflection),
different types of measurements (e.g., steady-state or time-resolved). Effects of different optical sources of
contrast such as endogenous or exogenous fluorescent labels, variations in absorption (e.g., hemoglobin
or chromophore concentration) and scattering should be incorporated in the model. At the bench, one
designs and conducts experiments on tissue-like phantoms and runs computer simulations to validate the
theoretical findings. If successful, one tries to bring the imaging or spectroscopic device to the bedside.
For this task, one must foster strong collaborations with physicians who can help to identify physiological
sites where optical techniques may be clinically practical and can offer new diagnostic knowledge and
less morbidity over existing methods. An important intermediate step is the use of animal models for
preclinical studies. Overall, this is a complicated path. However, the spectroscopic power of light, along
with the revolution in molecular characterization of disease processes has created a huge potential for
in vivo optical imaging and spectroscopy. Maybe the twenty-first century will be the second “siécle des
lumieres.”

30.2 Infrared Thermal Monitoring of Disease Processes:
Clinical Study

The relationship between a change in body temperature and health status has been of interest to physicians
since Hippocrates stated “should one part of the body be hotter or colder than the rest, then disease is
present in that part.” Thermography provides a visual display of the surface temperature of the skin.
Skin temperature recorded by an infrared scanner is the resultant balance of thermal transport within
the tissues and transport to the environment. In medical applications, thermal images of human skin
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contain a large amount of clinical information that can help to detect numerous pathological conditions
ranging from cancer to emotional disorders. For the clinical assessment of cancer, physicians need to
determine the activity of the tumor and its location, extent, and its response to therapy. All of these factors
make it possible for tumors to be examined using thermography. Advantages to using this method are
that it is completely nonionizing, safe, and can be repeated as often as required without exposing the
patient to risk. Unfortunately, the skin temperature distribution is misinterpreted in many cases, because
a high skin temperature does not always indicate a tumor. Therefore, thermography requires extensive
education about how to interpret the temperature distribution patterns as well as additional research to
clarify various diseases based on skin temperature.

Before applying the thermal technique in the clinical setting, it is important to consider how to avoid
possible error in the results. Before the examination, the body should attain thermal equilibrium with
its environment. A patient should be unclothed for at least 20 min in a controlled environment at a
temperature of approximately 22°C. Under such clinical conditions, thermograms will show only average
temperature patterns over an interval of time. The evaluation of surface temperature by infrared techniques
requires wavelength and emissive properties of the surface (emissivity) to be examined over the range of
wavelengths to which the detector is sensitive. In addition, a thermal camera should be calibrated with a
known temperature reference source to standardize clinical data.

Before discussing a specific clinical application of thermography, an accurate technique for measuring
emissivity is presented in Section 30.2.1. In Section 30.2.2, a procedure for temperature calibration of
an infrared detector is discussed. The clinical applications of thermography with Kaposi’s sarcoma are
detailed in Section 30.2.3.

30.2.1 Emissivity Corrected Temperature

Emissivity is described as a radiative property of the skin. It is a measure of how well a body can radiate
energy compared to a black body. Knowledge of emissivity is important when measuring skin temperature
with an infrared detector system at different ambient radiation temperatures. Currently, different spectral
band infrared detector systems are used in clinical studies such as 3-5 and 8—14 pum. It is well known that
the emissivity of the skin varies according to the spectral range. The skin emits infrared radiation mainly
between 2-20 um with maximum emission at a wavelength around 10 um [62]. Jones [63] showed with
an InSb detector that only 2% of the radiation emitted from a thermal black body at 30°C was within
the 3-5 pum spectral range; the wider spectral response of HgCdTe detector (8—14 pm) corresponded to
40-50% of this black body radiation.

Many investigators have reported on the values for emissivity of skin in vivo, measured in different
spectral bands with different techniques. Hardy [64] and Stekettee [65] showed that the spectral emissivity
of skin was independent of wavelength (1) when A > 2 pum. These results contradicted those obtained by
Elam et al. [66]. Watmough and Oliver [67] pointed out that emissivity lies within 0.98—1 and was not less
than 0.95 for a wavelength range of 2-5 pm. Patil and Williams [68] reported that the average emissivity
of normal breast skin was 0.99 % 0.045, 0.972 = 0.041, and 0.975 £ 0.043 within the ranges 4-6, 6-18,
and 4-18 pum respectively. Steketee [65] indicated that the average emissivity value of skin was 0.98 £ 0.01
within the range 3—14 pum. It is important to know the precise value of emissivity because an emissivity
difference of 0.945-0.98 may cause an error of skin temperature of 0.6°C [64].

There is considerable diversity in the reported values of skin emissivity even in the same spectral
band. The inconsistencies among reported values could be due to unreliable and inadequate theories
and techniques employed for measuring skin emissivity. Togawa [69] proposed a technique in which the
emissivity was calculated by measuring the temperature upon a transient stepwise change in ambient
radiation temperature [69,70] surrounding an object surface as shown in Figure 30.7.

The average emissivity for the 12 normal subjects measured by a radiometer and infrared camera
are presented in Table 30.2. The emissivity values were found to be significantly different between the
3-5 and 8-14 pum spectral bands (p < .001). An example of a set of images obtained during measurement
using an infrared camera (3—5 um band) on the forearm of a healthy male subject is shown in Figure 30.8.
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FIGURE 30.7 Schematic diagram of the emissivity measurement system [70].
TABLE 30.2 Emissivity Values
Average normal forearm skin of 12 subjects
Infrared camera (3-5 um)  0.958 & 0.002
Radiometer (8—14 um) 0.973 4 0.0003
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FIGURE 30.8 (See color insert.) An example of images obtained from the forearm of a normal healthy male subject.
(a) Original thermogram; (b) emissivity image; (c) thermogram corrected by emissivity.

An accurate value of emissivity is important, because an incorrect value of emissivity can lead to a
temperature error in radiometric thermometry especially when the ambient radiation temperature varies
widely. The extent to which skin emissivity depends on the spectral range of the infrared detectors is
demonstrated in Table 30.2, which shows emissivity values measured at 0.958 & 0.002 and 0.973 = 0.003
by an infrared detector with spectral bands of 3—5 and 8—14 um respectively. These results can give skin
temperatures that differ by 0.2°C at a room temperature of 22°C. Therefore, it is necessary to consider
the wavelength dependence of emissivity, when high precision temperature measurements are required.

Emissivity not only depends on wavelength but is also influenced by surface quality, moisture on the
skin surface, etc. In the infrared region of 3 to 50 um, the emissivity of most nonmetallic substances
is higher for a rough surface than a smooth one [71]. The presence of water also increases the value of
emissivity [72]. These influences may account for the variation in results.

30.2.2 Temperature Calibration

In infrared thermography, any radiator is suitable as a temperature reference if its emissivity is known and
constant within a given range of wavelengths. Currently, many different commercial blackbody calibrators
are available to be used as temperature reference sources. A practical and simple blackbody radiator with a
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FIGURE 30.9 Schematic diagram of temperature calibration system.

known temperature and measurement system is illustrated in Figure 30.9. The system consists of a hollow
copper cylinder, a temperature controlled water bath and a precise temperature meter with probe. The
height of the cylinder is 15 cm and the diameter is 7.5 cm. The cylinder is closed except for a hole in the
center of the upper end which is 2 cm in diameter. To make the blackbody radiator, the inner surface of
the cylinder is coated with black paint (3M Velvet Coating no. 2010) with emissivity of 0.93. Before the
calibration, % of the cylinder is placed vertically in the water and the thermal camera is placed on the top
of the cylinder in a vertical direction with a distance of focus length between the surface of the hole and
the camera. The water temperature ranges from 18 to 45°C by increments of 2°C. This range was selected
since human temperature generally varies from 22 to 42°C in clinical studies. After setting the water
temperature, the thermal camera measures the surface temperature of the hole while the temperature
meter with probe measures the water temperature. The temperature of the camera is calibrated according
to the temperature reading of the temperature meter.

30.2.3 Clinical Study: Kaposi’s Sarcoma

The oncology community is testing a number of novel targeted approaches such as antiangiogenic, anti-
vascular, immuno- and gene therapies for use against a variety of cancers. To monitor such therapies, it is
desirable to establish techniques to assess tumor vasculature and changes with therapy [73]. Currently, sev-
eral imaging techniques such as dynamic contrast-enhanced magnetic resonance (MR) imaging [74-76],
positron emission tomography (PET) [77-79], computed tomography (CT) [80-83], color Doppler ultra-
sound (US) [84,85], and fluorescence imaging [86,87] have been used in angiogenesis-related research.
With regard to monitoring vasculature, it is desirable to develop and assess noninvasive and quantitative
techniques that can not only monitor structural changes, but can also assess the functional characteristics
or the metabolic status of the tumor. There are currently no standard noninvasive techniques to assess
parameters of angiogenesis in lesions of interest and to monitor changes in these parameters with therapy.
For antiangiogenic therapies, factors associated with blood flow are of particular interest.

Kaposi’s sarcoma (KS) is a highly vascular tumor that occurs frequently among people infected with
acquired immunodeficiency syndrome (AIDS). During the first decade of the AIDS epidemic, 15 to 20%
of AIDS patients developed this type of tumor [88]. Patients with KS often display skin and oral lesions.
In addition, KS frequently involves lymph nodes and visceral organs [89]. KS is an angio-proliferative
disease characterized by angiogenesis, endothelial spindle-cell growth (KS cell growth), inflammatory-cell
infiltration and edema [90]. A gamma herpesvirus called Kaposi’s sarcoma associated herpesvirus (KSHV)
or human herpesvirus type 8 (HHV-8) is an essential factor in the pathogenesis of KS [91]. Cutaneous
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FIGURE 30.10 (See color insert.) Typical multi-modality images obtained from a patient with KS lesion. The number
“1”and “5” in the visual image were written on the skin to identify the lesions for tumor measurement. The solid line
in the thermal and LDI demarks the border of the visible KS lesion. Shown is a representative patient from the study
reported in Reference 95.

KS lesions are easily accessible for noninvasive techniques that involve imaging of tumor vasculature, and
they may thus represent a tumor model in which to assess certain parameters of angiogenesis [92,93].

Recently, two such potential noninvasive imaging techniques, infrared thermal imaging (thermography)
and laser Doppler imaging (LDI) have been used to monitor patients undergoing an experimental anti-KS
therapy [94,95]. Thermography graphically depicts temperature gradients over a given body surface area
at a given time. It is used to study biological thermoregulatory abnormalities that directly or indirectly
influence skin temperature [96-100]. However, skin temperature is only an indirect measure of skin blood
flow, and the superficial thermal signature of skin is also related to local metabolism. Thus, this approach
is best used in conjunction with other techniques. LDI can more directly measure the net blood velocity
of small blood vessels in tissue, which generally increases as blood supply increases during angiogenesis
[101,102]. Thermal patterns were recorded using an infrared camera with a uniform sensitivity in the
wavelength range of 8 to 12 um and LDI images were acquired by scanning the lesion area of the KS
patients at two wavelengths, 690 and 780 nm.

An example of the images obtained from a typical KS lesion using different modalities is shown in
Figure 30.10 [95]. As can be seen in the thermal image, the temperature of the lesion was approximately
2°C higher than that of the normal tissue adjacent to the lesion. Interestingly, in a number of lesions,
the area of increased temperature extended beyond the lesion edges as assessed by visual inspection or
palpation [95]. This may reflect relatively deep involvement of the tumor in areas underlying normal skin.
However, the thermal signature of the skin not only reflects superficial vascularity, but also deep tissue
metabolic activity. In the LDI image of the same lesion, there was increased blood flow in the area of
the lesion as compared to the surrounding tissue, with a maximum increase of over 600 AU (arbitrary
units). Unlike the thermal image, the increased blood velocity extended only slightly beyond the area of
this visible lesion, possibly because the tumor process leading to the increased temperature was too deep
to be detected by LDI. Both of these techniques were used successfully to visualize KS lesions [95], and
although each measures an independent parameter (temperature or blood velocity), there was a strong
correlation in a group of 16 patients studied by both techniques (Figure 30.11) [95]. However, there
were some differences in individual lesions since LDI measured blood flow distribution in the superficial
layer of the skin of the lesion, whereas the thermal signature provided a combined response of superficial
vascularity and metabolic activities of deep tissue.

In patients treated with an anti-KS therapy, there was a substantial decrease in temperature and blood
velocity during the initial 18-week treatment period as shown in Figure 30.12 [95]. The changes in
these two parameters were generally greater than those assessed by either measurement of tumor size or
palpation. In fact, there was no statistically significant decrease in tumor size overall. These results suggest
that thermography and LDI may be relatively more sensitive in assessing the response of therapy in KS
than conventional approaches. Assessing responses to KS therapy is now generally performed by visual
measuring and palpating the numerous lesions and using rather complex response criteria. However, the
current tools are rather cumbersome and often subject to observer variation, complicating the assessment
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FIGURE 30.11 Relationship between the difference in temperature and flux of the lesion and surrounding area of
the lesion of each subject. A positive correlation was observed between these two methods (R = 0.8, p < .001). (Taken
from Hassan et al., TCRT, 3, 451-457, 2004. With permission.)
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FIGURE 30.12  (See color insert.) Typical example of lesion obtained from a subject with KS (a) before, and (b) after
the treatment. Improvement after the treatment can be assessed by the thermal or LDI images after 18 weeks. Shown
is a patient from the clinical trial reported in Reference 95.

of new therapies. The techniques described here, possibly combined with other techniques to assess
vasculature and vessel function, have the potential of being more quantitative, sensitive, and reproducible
than established techniques. Moreover, it is possible that they may show a response to therapy sooner than
conventional than conventional means of tumor assessment.
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31.1 Introduction

Clinical medicine has made considerable advances over the last century. The introduction of imaging
modalities has widened the ability of physicians to locate and understand the extent and activity of a
disease. Conventional radiography has dramatically improved, beyond the mere demonstration of bone
and calcified tissue. Computed tomography ultrasound, positron emission tomography, and magnetic
resonance imaging are now available for medical diagnostics.

Infrared imaging has also added to this range of imaging procedures. It is often misunderstood, or not
been used due to lack of knowledge of thermal physiology and the relationship between temperature and
disease.

In Rheumatology, disease assessment remains complex. There are a number of indices used, which
testify to the absence of any single parameter for routine investigation. Most indices used are subjective.

31-1
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Objective assessments are of special value, but may be more limited due to their invasive nature. Infrared
imaging is noninvasive, and with modern technology has proved to be reliable and useful in rheumatology.

From early times physicians have used the cardinal signs of inflammation, that is, pain, swelling,
heat, redness, and loss of function. When a joint is acutely inflamed, the increase in heat can be readily
detected by touch. However, subtle changes in joint surface temperature occur and increase and decrease
in temperature can have a direct expression of reduction or exacerbation of inflammation.

31.2 Inflammation

Inflammation is a complex phenomenon, which may be triggered by various forms of tissue injury.
A series of cellular and chemical changes take place that are initially destructive to the surrounding tissue.
Under normal circumstances the process terminates when healing takes place, and scar tissue may then
be formed.

A classical series of events take place in the affected tissues. First, a brief arteriolar constriction occurs,
followed by a prolonged dilatation of arterioles, capillaries, and venules. The initial increased blood flow
caused by the blood vessel dilation becomes sluggish and leucocytes gather at the vascular endothelium.
Increased permeability to plasma proteins causes exudates to form, which is slowly absorbed by the
lymphatic system. Fibrinogen, left from the reabsorption partly polymerizes to fibrin. The increased
permeability in inflammation is attributed to the action of a number of mediators, including histamines,
kinins, and prostaglandins. The final process is manifest as swelling caused by the exudates, redness, and
increased heat in the affected area resulting from the vasodilation, and increased blood flow. Loss of
function and pain accompany these visible signs.

Increase in temperature and local vascularity can be demonstrated by some radionuclide procedures.
In most cases, the isotope is administered intravenously and the resulting uptake is imaged or counted
with a gamma camera. Superficial increases in blood flow can also be shown by laser doppler imaging
although the response time may be slow. Thermal imaging, based on infrared emission from the skin is
both fast and noninvasive.

This means that it is a technique that is suitable for repeated assessment, and especially useful in clinical
trials of treatment whether by drugs, physical therapy, or surgery.

Intra-articular injection, particularly to administer corticosteroids came into use in the middle of
the last century. Horvath and Hollander in 1949 [1] used intra-articular thermocouples to monitor the
reduction in joint inflammation and synovitis following treatment. This method of assessment while
useful to provide objective evidence of anti-inflammatory treatment was not universally used for obvious
ethical reasons.

The availability of noncontact temperature measurement for infrared radiometry was a logical pro-
gression. Studies in a number of centers were made throughout the 1960s to establish the best analogs of
corticosteroids and their effective dose. Work by Collins and Cosh in 1970 [2] and Ring and Collins 1970
[3] showed that the surface temperature of an arthritic joint was related to the intra-articular joint, and to
other biochemical markers of inflammation obtained from the exudates. In a series of experiments with
different analogues of prednisolone (all corticosteroids), the temperature measured by thermal imaging in
groups of patients can be used to determine the duration and degree of reduction in inflammation [4,5].

At this time, a thermal challenge test for inflamed knees was being used in Bath, based on the application
of a standard ice pack to the joint. This form of treatment is still used, and results in a marked decrease of
joint temperature, although the effect may be transient.

The speed of temperature recovery after an ice pack of 1 kg of crushed ice to the knee for 10 min, was
shown to be directly related to the synovial blood flow and inflammatory state of the joint. The mean
temperature of the anterior surface of the knee joint could be measured either by infrared radiometry or
by quantitative thermal imaging [6].

A number of new nonsteroid anti-inflammatory agents were introduced into rheumatology in the
1970s and 1980s. Infrared imaging was shown to be a powerful tool for the clinical testing of these
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drugs, using temperature changes in the affected joints as an objective marker. The technique had been
successfully used on animal models of inflammation, and effectively showed that optimal dose response
curves could be obtained from temperature changes at the experimental animal joints. The process with
human patients suffering from acute Rheumatoid Arthritis was adapted to include a washout period for
previous medication. This should be capable of relieving pain but no direct anti-inflammatory action
per se. The compound used by all the pharmaceutical companies was paracetamol. It was shown by Bacon
et al. [7] that small joints such as fingers and metacarpal joints increased in temperature quite rapidly
while paracetamol treatment was given, even if pain was still suppressed. Larger joints, such as knees and
ankles required more than one week of active anti-inflammatory treatment to register the same effect.
Nevertheless, the commonly accepted protocol was to switch to the new test anti-inflammatory treatment
after one week of washout with the analgesic therapy. In every case if the dose was ineffective the joint
temperature was not reduced. At an effective dose, a fall in temperature was observed, first in the small
joints, then later in the larger joints. Statistical studies were able to show an objective decrease in joint
temperature by infrared imaging as a result of a new and successful treatment. Not all the new compounds
found their way into routine medicine; a few were withdrawn as a result of undesirable side effects. The
model of infrared imaging to measure the effects of a new treatment for arthritis was accepted by all the
pharmaceutical companies involved and the results were published in the standard peer reviewed medical
journals. More recently attention has been focused on a range of new biological agents for reducing
inflammation. These also are being tested in trials that incorporate quantitative thermal imaging.

To facilitate the use and understanding of joint temperature changes, Ring and Collins [3], Collins et al.
[8] devised a system for quantitation. This was based on the distribution of isotherms from a standard
region of interest. The Thermal Index was calculated as the mean temperature difference from a reference
temperature. The latter was determined from a large study of 600 normal subjects where the average
temperature threshold for ankles, knees, hands, elbows, and shoulder were calculated. Many of the clinical
trials involved the monitoring of hands, elbows, knees, and ankle joints. Normal index figure obtained
from controls under the conditions described was from 1 to 2.5 on this scale. In inflammatory arthritis
this figure was increased to 4-5, while in osteoarthritic joints, the increase in temperature was usually less,
3—4. In gout and infection higher values around 6-7 on this scale were recorded.

However, to determine normal values of finger joints is a very difficult task. This difficulty arises
partly from the fact, that cold fingers are not necessarily a pathological finding. Tender joints showed
higher temperatures than nontender joints, but a wide overlap of readings from nonsymptomatic and
symptomatic joints was observed [9]. Evaluation of finger temperatures from the reference database of
normal thermograms [10] of the human body might ultimately solve the problem of being able to establish
a normal range for finger joint temperatures in the near future.

31.3 Paget’s Disease of Bone

The early descriptions of Osteitis Deformans by Czerny [11] and Paget [12] refer to “chronic inflammation
of bone.” An increased skin temperature over an active site of this disease has been a frequent observation
and that the increase may be around 4°C. Others have shown an increase in peripheral blood flow in almost
all areas examined. Increased periosteal vascularity has been found during the active stages of the disease.
The vascular bed is thought to act as an arterio-venous shunt, which may lead to high output cardiac
failure. A number of studies, initially to monitor the effects of calcitonin, and later bisphosphonate therapy
have been made at Bath (UK). As with the clinical trials previously mentioned, a rigorous technique is
required to obtain meaningful scientific data. It was shown that the fall in temperature during calcitonin
treatment was also indicated more slowly, by a fall in alkaline phosphatase, the common biochemical
marker. Relapse and the need for retreatment was clearly indicated by thermal imaging. Changes in the
thermal index often preceded the onset of pain and other symptoms by 2 to 3 weeks. It was also shown that
the level of increased temperature over the bone was related to the degree of bone pain. Those patients
who had maximal temperatures recorded at the affected bone experienced severe bone pain. Moderate

© 2006 by Taylor & Francis Group, LLC



314 Medical Devices and Systems

pain was found in those with raised temperature, and no pain in those patients with normal temperatures.
The most dramatic temperature changes were observed at the tibia, where the bone is very close to the skin
surface. In a mathematical model, Ring and Davies [13] showed that the increased temperature measured
over the tibia was primarily derived from osseous blood flow and not from metabolic heat. This disease is
often categorized as a metabolic bone disease.

31.4 Soft Tissue Rheumatism

31.4.1 Muscle Spasm and Injury

Muscle work is the most important source for metabolic heat. Therefore, contracting muscles contribute
to the temperature distribution at the body’s surface of athletes [14,15]. Pathological conditions such as
muscle spasms or myofascial trigger points may become visible at regions of increased temperature [16].
An anatomic study from Israel proposes in the case of the levator scapulae muscle that the frequently seen
hot spot on thermograms of the tender tendon insertion on the medial angle of the scapula might be
caused by an inflamed bursae and not by a taut band of muscle fibers [17].

Acute muscle injuries may also be recognized by areas of increased temperature [18] due to inflamma-
tion in the early state of trauma. However, long lasting injuries and also scars appear at hypothermic areas
caused by reduced muscle contraction and therefore reduced heat production. Similar areas of decreased
temperature have been found adjacent to peripheral joints with reduced range of motion due to inflam-
mation or pain [19]. Reduced skin temperatures have been related to osteoarthritis of the hip [20] or
to frozen shoulders [21,22]. The impact of muscle weakness on hypothermia in patients suffering from
paresis was discussed elsewhere [23].

31.4.2 Sprains and Strains

Ligamentous injuries of the ankle [24] and meniscal tears of the knee [25] can be diagnosed by infrared
thermal imaging. Stress fractures of bone may become visible in thermal images prior to typical changes
in x-rays [26] Thermography provides the same diagnostic prediction as bone scans in this condition.

31.4.3 Enthesopathies

Muscle overuse or repetitive strain may lead to painful tendon insertions or where tendons are shielded
by tendon sheaths or adjacent to bursae, to painful swellings. Tendovaginitis in the hand was successfully
diagnosed by skin temperature measurement [27]. The acute bursitis at the tip of the elbow can be detected
through an intensive hot spot adjacent to the olecranon [28]. Figure 31.1 shows an acute tendonitis of the
Achilles tendon in a patient suffering from inflammatory spondylarthropathy.

31.4.3.1 Tennis Elbow

Painful muscle insertion of the extensor muscles at the elbow is associated with hot areas on a thermogram
[29]. Thermal imaging can detect persistent tendon insertion problems of the elbow region in a similar
way as isotope bone scanning [30]. Hot spots at the elbow have also been described as having a high
association with a low threshold for pain on pressure [31]. Such hot areas have been successfully used as
outcome measure for monitoring treatment [32,33]. In patients suffering from fibromyalgia, bilateral hot
spots at the elbows is a common finding [34]. Figure 31.2 is the image of a patient suffering from tennis
elbow with a typical hot spot in the region of tendon insertion.

31.4.3.2 Golfer Elbow

Pain due to altered tendon insertions of flexor muscles on the medial side of the elbow is usually named
Golfer’s elbow. Although nearly identical in pathogenesis as the tennis elbow, temperature symptoms in
this condition were rarely found [35].
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FIGURE 31.1 (See color insert following page 29-16.) Acute tendonitis of the right Achilles tendon in a patient
suffering from inflammatory spondylarthropathy.

PRI GI I LI G G L L D LD
-1 -1 -1 ] Y P P SN T

8
A
4
8
2
6
8

4
8
A

b

9

28.

B
e
[

FIGURE 31.2  (See color insert.) Tennis elbow with a typical hot spot in the region of tendon insertion.

31.4.3.3 Periarthropathia of the Shoulder

The term periarthropathia includes a number of combined alterations of the periarticular tissue of the
humero-scapular joint. The most frequent problems are pathologies at the insertion of the supraspinous
and infraspinous muscles, often combined with impingement symptoms in the subacromial space. Long
lasting insertion alteration can lead to typical changes seen on radiographs or ultrasound images, but
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FIGURE 31.3  (See color insert.) Decreased temperature in patient with a frozen shoulder on the left-hand side.

unfortunately there are no typical temperature changes caused by the disease [22,36]. However, persistent
loss in range of motion will result in hypothermia of the shoulder region [21,22,36,37]. Figure 31.3 gives
an example of an area of decreased temperature over the left shoulder region in patient with restricted
range of motion.

31.4.4 Fibromyalgia

The terms tender points (important for the diagnosis of fibromyalgia) and trigger points (main feature of
the myofascial pain syndrome) must not be confused. Tender points and trigger points may give a similar
image on the thermogram. If this is true, patients suffering from fibromyalgia may present with a high
number of hot spots in typical regions of the body. A study from Italy could not find different patterns
of heat distribution in patients suffering from fibromyalgia and patients with osteoarthritis of the spine
[38]. However, they reported a correspondence of nonspecific hyperthermic patterns with painful muscle
areas in both groups of patients. Our thermographic investigations in fibromyalgia revealed a diagnostic
accuracy of 60% of hot spots for tender points [34]. The number of hot spot was greatest in fibromyalgia
patients and the smallest in healthy subjects. More than 7 hot spots seem to be predictive for tenderness
of more than 11 out of 18 specific sites [39]. Based on the count of hot spots, 74.2% of 252 subjects
(161 fibromyalgia, 71 with widespread pain but less than 11 tender sites out of 18, and 20 healthy controls)
have been correctly diagnosed. However, the intra- and inter-observer reproducibility of hot spot count
is rather poor [40]. Software assisted identification of hot or cold spots based on the angular distribution
around a thermal irregularity [41] might overcome that problem of poor repeatability.

31.5 Peripheral Nerves

31.5.1 Nerve Entrapment

Nerve entrapment syndromes are compression neuropathies at specific sites in human body. These sites
are narrow anatomic passages where nerves are situated. The nerves are particularly prone to extrinsic or
intrinsic pressure. This can result in paraesthesias such as tingling or numb feelings, pain, and ultimately
in muscular weakness and atrophy.
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Uematsu [42] has shown in patients with partial and full lesion of peripheral nerves that both conditions
can be differentiated by their temperature reaction to the injury. The innervated area of partially lesioned
nerve appears hypothermic caused by activation of sympathetic nerve fibers. Fully dissected nerves result
in a total loss of sympathetic vascular control and therefore in hyperthermic skin areas.

The spinal nerves, the brachial nerve plexus, and the median nerve at the carpal tunnel are the most
frequently affected nerves with compression neuropathy.

31.5.1.1 Radiculopathy

A slipped nucleus of an intervertebral disk may compress the adjacent spinal nerve or better the sensory
and motor fibers of the dorsal root of the spinal nerve. This may or must not result in symptoms of
compression neuropathy in the body area innervated by these fibers.

The diagnostic value of infrared thermal imaging in radiculopathies is still under debate. A review by
Hoffman et al. [43] from 1991 concluded that thermal imaging should be used only for research and
not in clinical routine. This statement was based on the evaluation of 28 papers selected from a total of
81 references.

The study of McCulloch et al. [44] planned and conducted at a high level of methodology, found ther-
mography not valid. However, the applied method of recording and interpretation of thermal images was
not sufficient. The chosen room temperature of 20 to 22°C might have been too low for the identification
of hypothermic areas. Evaluation of thermal images was based on the criterion that at least 25% of a
dermatome present with hypothermia of 1°C compared to the contralateral side. This way of interpret-
ation might be feasible for contact thermography, but does not meet the requirements of quantitative
infrared imaging.

The paper of Takahashi et al. [45] showed that the temperature deficit identified by infrared imaging
is an additional sign in patients with radiculoapathy. Hypothermic areas did not correlate with sensory
dermatomes and only slightly with the underlying muscles of the hypothermic area. The diagnostic
sensitivity (22.9-36.1%) and the positive predictive value (25.2-37.0%) were low for both, muscular
symptoms such as tenderness or weakness and for spontaneous pain and sensory loss. In contrast, high
specificity (78.8-81.7%), high negative predictive values (68.5-86.2%), and a high diagnostic accuracy
were obtained.

Only the papers by Kim and Cho [46] and Zhang et al. [47] found thermography of high value
for the diagnosis of both lumbosacral and cervical radiculopathies. However, these studies have several
methodological flaws. Although a high number of patients were reported, healthy control subjects were
not mentioned in the study on lumbosacral radiculopathy. The clinical symptoms are not described and
the reliability of the used thermographic diagnostic criteria remains questionable.

31.5.1.2 Thoracic Outlet Syndrome

Similar to fibromyalgia, the disease entity of the thoracic outlet syndrome (TOS) is under continuous
debate [48]. Consensus exists, that various subforms related to the severity of symptoms must be differ-
entiated. Recording thermal images during diagnostic body positions can reproducibly provoke typical
temperature asymmetries in the hands of patients with suspected thoracic outlet syndrome [49,50]. Tem-
perature readings from thermal images from patients passing that test can be reproduced by the same
and by different readers with high precision [51]. The original protocol included a maneuver in which
the fist was opened and closed 30 times before an image of the hand was recorded. As this test did not
increase the temperature difference between index and little finger, the fist maneuver was removed from
the protocol [52]. Thermal imaging can be regarded as the only technique that can objectively confirm
the subjective symptoms of mild thoracic outlet syndrome. It was successfully used as outcome measure
for the evaluation of treatment for this pain syndrome [53]. However, in a patient with several causes for
the symptoms paraestesias and coldness of the ulnar fingers, thermography could show only a marked
cooling of the little finger, but could not identify all reasons for that temperature deficit [54]. It was also
difficult to differentiate between subjects whether they suffer from TOS or carpal tunnel syndrome. Only
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66.3% of patients were correctly allocated to three diagnostic groups, while none of the carpal tunnel
syndromes have been identified [55].

31.5.1.3 Carpal Tunnel Syndrome

Entrapment of the median nerve at the carpal tunnel is the most common compression neuropathy.
A study conducted in Sweden revealed a prevalence of 14.4%; for pain, numbness, and tingling in
the median nerve distribution in the hands. Prevalence of clinically diagnosed carpal tunnel syndrome
(CTS) was 3.8 and 4.9% for pathological results of nerve conduction of the median nerve. Clinically and
electrophysiologically confirmed CTS showed a prevalence of 2.7% [56].

The typical distribution of symptoms leads to the clinical suspect of CTS [57], which must be confirmed
by nerve conduction studies. The typical electroneurographic measurements in patients with CTS show
a high intra- and inter-rater reproducibility [58]. The course of nerve conduction measures for a period
of 13 years in patients with and without decompression surgery was investigated and it was shown that
most of the operated patients presented with less pathological conduction studies within 12 months after
operation [59]. Only 2 of 61 patients who underwent a simple nerve decompression by division of the
carpal ligament as therapy for CTS had pathological findings in nerve conduction studies 2 to 3 years after
surgery [60].

However, nerve conduction studies are unpleasant for the patient and alternative diagnostic procedures
are welcome. Liquid crystal thermography was originally used for the assessment of patients with suspected
CTS [61-64]. So et al. [65] used infrared imaging for the evaluation of entrapment syndromes of the
median and ulnar nerves. Based on their definition of abnormal temperature difference to the contralateral
side, they found thermography without any value for assisting diagnosis and inferior to electrodiagnostic
testing. Tchou reported infrared thermography of high diagnostic sensitivity and specificity in patients
with unilateral CTS. He has defined various regions of interest representing mainly the innervation area
of the median nerve. Abnormality was defined if more than 25% of the measured area displayed a
temperature increase of at least 1°C when compared with the asymptomatic hand [66].

Ammer has compared nerve conduction studies with thermal images in patients with suspected CTS.
Maximum specificity for both nerve conduction and clinical symptoms was obtained for the temper-
ature difference between the 3rd and 4th finger at a threshold of 1°C. The best sensitivity of 69% was
found if the temperature of the tip of the middle finger was by 1.2°C less than temperature of the
metacarpus [67].

Hobbins [68] combined the thermal pattern with the time course of nerve injuries. He suggested
the occurrence of a hypothermic dermatome in the early phase of nerve entrapment and hyperthermic
dermatomes in the late phase of nerve compression. Ammer et al. [69] investigated how many patients
with a distal latency of the median nerve greater than 6 msec present with a hyperthermic pattern.
They reported a slight increase of the frequency of hyperthermic patterns in patients with severe CTS
indicating that the entrapment of the median nerve is followed by a loss of the autonomic function in these
patients.

Ammer [70] has also correlated the temperature of the index finger with the temperature of the sensory
distribution of the median nerve on the dorsum of the hand and found nearly identical readings for both
areas. A similar relationship was obtained for the ulnar nerve. The author concluded from these data that
the temperature of the index or the little finger is highly representative for the temperature of the sensory
area of the median or ulnar nerve, respectively.

Many studies on CTS have used a cold challenge to enhance the thermal contrast between affected
fingers. A slow recovery rate after cold exposure is diagnostic for Raynaud’s Phenomenon [71]. The
coincidence of CTS and Raynaud’s phenomenon was reported in the literature [72,73].

31.5.1.4 Other entrapment syndromes

No clear thermal pattern was reported for the entrapment of the ulnar nerve [65]. A pilot study for the
comparison of hands from patients with TOS or entrapment of the ulnar nerve at the elbow found only
1 out of 7 patients with ulnar entrapment who presented with temperature asymmetry of the affected
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extremity [74]. All patients with TOS who performed provocation test during image recording showed at
least in one thermogram an asymmetric temperature pattern.

31.5.2 Peripheral Nerve Paresis

Paresis is an impairment of the motor function of the nervous system. Loss of function of the sensory
fibers may be associated with motor deficit, but sensory impairment is not included in the term paresis.
Therefore, most of the temperature signs in paresis are related to impaired motor function.

31.5.2.1 Brachial Plexus Paresis

Injury of the brachial plexus is a severe consequence of traffic accidents and motor cyclers are most
frequently affected. The loss of motor activity in the affected extremity results in paralysis, muscle atrophy;,
and decreased skin temperature. Nearly 0.5 to 0.9% of newborns acquire brachial plexus paresis during
delivery [75]. Early recovery of the skin temperature in babies with plexus paresis precede the recovery of
motor function as shown in a study from Japan [76].

31.5.2.2 Facial Nerve

The seventh cranial nerve supplies the mimic muscles of the face and an acquired deficit is often named
Bell’s palsy. This paresis has normally a good prognosis for full recovery. Thermal imaging was used as out-
come measure in acupuncture trials for facial paresis [77,78]. Ammer et al. [79] found slight asymmetries
in patients with facial paresis, in which hyperthermia of the affected side occurred more frequently than
hypothermia. However, patients with apparent herpes zoster causing facial palsy presented with higher
temperature differences to the contralateral side than patients with nonherpetic facial paresis [80].

31.5.2.3 Peroneal Nerve

The peroneal nerve may be affected by metabolic neuropathy in patients with metabolic disease or by
compression neuropathy due to intensive pressure applied at the site of fibula head. This can result in “foot
drop,” an impairment in which the patient cannot raise his forefoot. The thermal image is characterized
by decreased temperatures on the anterior lower leg, which might become more visible after the patient
has performed some exercises [81].

31.6 Complex Regional Pain Syndrome

A temperature difference between the affected and the nonaffected limb equal or greater than 1°C is one
of the diagnostic criteria of the complex regional pain syndrome (CRPS) [82]. Ammer conducted a study
in patients after radius fracture treated conservatively with a plaster cast [83]. Within 2 h after plaster
removal and 1 week later thermal images were recorded. After the second thermogram an x-ray image of
both hands was taken. The mean temperature difference between the affected and unaffected hand was 0.6
after plaster removal and 0.63 one week later. In 21 out of 41 radiographs slight bone changes suspected
of algodystropy have been found. Figure 31.4 summarizes the results with respect to the outcome of x-ray
images. Figure 31.5 shows the time course of an individual patient.

It was also shown, that the temperature difference decrease during successful therapeutic intervention
and temperature effect was paralleled by reduction of pain and swelling and resolution of radiologic
changes [84].

Disturbance of vascular adaptation mechanism and delayed response to temperature stimuli was
obtained in patients suffering from CRPS [85,86]. These alterations have been interpreted as being caused
by abnormalities of the autonomic nerve system. It was suggested to use a cold challenge on the contralat-
eral side of the injured limb for prediction and early diagnosis of CRPS. Gulevich et al. [87] confirmed
the high diagnostic sensitivity and specificity of cold challenge for the CRPS. Wasner et al. [88] achieved
similar results by whole body cooling or whole body warming. Most recently a Dutch study found that
the asymmetry factor, which was based on histograms of temperatures from the affected and nonaffected
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FIGURE31.4 Diagram of temperatures obtained in patients with positive or negative x-ray images. (From Ammer, K.
Thermol. Osterr., 1, 4, 1991. With permission.)
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FIGURE 31.5 (See color insert.) Early CRPS after radius fracture. (a) 2 h after cast removal; (b) 1 week later.
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hand had the highest diagnostic power for CRPS, while the difference of mean temperatures did not
discriminate between disease and health [89].

31.7 Thermal Imaging Technique

The parameters for a reliable technique have been described in the past. Engel et al. [90] is a report
published in 1978 by a European working group on Thermography in Locomotor Diseases. This paper
discusses aspects of standardization including the need for adequate temperature control of the exam-
ination room and the importance of standard views used for image capture. More recently Ring and
Ammer [91] described an outline of necessary considerations for good thermal imaging technique in
clinical medicine. This outline has been subsequently expanded to encompass a revised set of standard
views, and associated regions of interest for analysis. The latter is especially important for standardization,
since the normal approach used is to select a region of interest subjectively. This means that without a
defined set of reference points it is difficult for the investigator to reproduce the same region of interest on
subsequent occasions. It is also even more difficult for another investigator to achieve the same, leading
to unacceptable variables in the derived data. The aspects for standardization of the technique and the
standard views and regions of interest recently defined are the product of a multicentered Anglo-Polish
study who are pursuing the concept of a database of normal reference thermograms. The protocol can be
found on a British University Research Group’s website from University of Glamorgan [10].

31.7.1 Room Temperature

Room temperature is an important issue when investigating this group of diseases. Inflammatory condi-
tions such as arthritis, are better revealed in a room temperature of 20°C, for the extremities, and may
need to be at 18°C for examining the trunk. This presumes that the relative humidity will not exceed 45%,
and a very low airspeed is required. At no time during preparatory cooling or during the examination
should the patient be placed in a position where they can feel a draught from moving air. However in
other clinical conditions where an effect from neuromuscular changes is being examined, a higher room
temperature is needed to avoid forced vasoconstriction. This is usually performed at 22 to 24°C ambient.
At higher temperatures, the subject may begin to sweat, and below 17°C shivering may be induced. Both
of these thermoregulatory responses by the human body are undesirable for routine thermal imaging.

31.7.2 Clinical Examination

In this group of diseases, it can be particularly important that the patient receives a clinical examination in
association with thermal imaging. Observations on medication, range of movement, experience of pain
related to movement, or positioning may have a significant effect on the interpretation of the thermal
images. Documentation of all such clinical findings should be kept on record with the images for future
reference.
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32.1 Introduction

Infrared imaging allows the representation of the surface thermal distribution of the human body. Several
studies have been performed so far to assess the contribution that such information may provide to the
clinicians. The skin temperature distribution of the human body depends on the complex relationships
defining the heat exchange processes between skin tissue, inner tissue, local vasculature, and metabolic
activity. All of these processes are mediated and regulated by the sympathetic and parasympathetic activity
to maintain the thermal homeostasis. The presence of a disease can locally affect the heat balance or
exchange processes resulting in an increase or in a decrease of the skin temperature. Such a temperature
change can be better estimated with respect to the surrounding regions or the unaffected contra lateral
region. But then, the disease should also effect the local control of the skin temperature. Therefore,
the characteristic parameters modeling the activity of the skin thermoregulatory system can be used as
diagnostic parameters. The functional infrared (fIR) Imaging — also named infrared functional imaging
(fIR imaging) — is the study for diagnostic purposes, based on the modeling of the bio-heat exchange
processes, of the functional properties and alterations of the human thermoregulatory system. In this
chapter, we will review some of the most important recent clinical applications of the functional infrared
imaging of our group.

32-1
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32.2 Quantifying the Relevance and Stage of Disease with
the 7 Image Technique

Infrared imaging can provide diagnostic information according different possible approaches. The
approach generally followed consists of the detection of significant differences between the skin thermal
distributions of the two hemisoma or in the pattern recognition of specific features with respect to average
healthy population [1]. The underlying hypothesis is that the skin temperature distribution, at a given
time, is considered at a steady state. Of course this is a rough approximation of the reality because of
the homeostasis. More valuable and quantitative information can be obtained from the study of the skin
temperature dynamics in the unsteady state, where the processes involved and controlled by the ther-
moregulatory system can be modeled and described through their characteristic parameters [2-7]. The
presence of diseases interfering with the skin thermoregulatory system can be then inferred by the analysis
of its functional alterations [8—18]. To enhance the functional content of the thermoregulatory response,
one needs to pass through modeling of the thermal properties and dynamics of the skin thermoregulatory
system. Such a modeling can bring more quantitative and detailed diagnostic parameters with respect to
the particular disease being analyzed. Merla et al. [7,17,19,20] proposed a new imaging technique, based
on this approach, for the clinical study of a variety of diseases. The theory behind the technique is based
on the fact that the human thermoregulatory system maintains a reasonably constant body temperature
against a wide range of environmental conditions. The body uses several physiological processes to con-
trol the heat exchange with the environment. The mechanism controlling thermal emission and dermal
microcirculation is driven by the sympathetic nervous system. A disease locally affecting the thermore-
gulatory system (i.e., traumas, lesions, vein thrombosis, varicocele, dermatitis, Raynaud’s phenomenon,
and scleroderma, etc.) may produce an altered sympathetic function and a change in the local metabolic
rate. Local vasculature and microvasculature may be rearranged resulting in a modification of the skin
temperature distribution.

Starting from a general energy balance equation, it is straightforward to demonstrate that the recovery
time from any kind of thermal stress for a given region of interest depends on the region thermal paramet-
ers. A given disease may alter the normal heat capacity and the tissue/blood ratio mass density of a region.
An example is given in Figure 32.1 that shows the different thermoregulatory behaviors exhibited by two
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FIGURE 32.1 Muscular lesion on the left thigh abductor with hemorrhage shedding: thermal recovery curves
following a cold thermal stress. The dotted line represents the recovery of a healthy area close to the damaged one. The
continuous line represents the curve related to a muscular lesion region. Both recoveries exhibit exponential feature;
the injured area exhibits a faster rewarming with a shorter time constant.
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adjacent regions — one healthy and one affected by a muscular lesion — after local cooling applied to
the skin. A controlled thermal stress applied to the region of interest and the surrounding tissue permits
to study and to model the response of the region itself. The most important terms involved in the energy
balance during the recovery are the heat storage in the tissue, heat clearance by blood perfusion, and
convective heat exchange with the environment, as described by the following equation:

0T
EP'C’V=hA(To_T)+Pbl‘%l'%l(t)'(Tbl_T) (32.1)

where subscripts o and bl designate the properties of the environment and blood, respectively, while p is
the density, c is the specific heat, V is the volume, T is the temperature, ¢ is the time, h is the combined
heat transfer coefficient between the skin and the environment, A is the surface area, and w is the blood
perfusion rate.
The initial condition for (32.1) is
T=T; fort =0 (32.2)

where T; is the skin temperature and ¢ = 0 is the time at the recovery starting.
Equation 32.1 can be easily integrated under the assumption of constant blood perfusion rate w) and
blood temperature Ty, yielding:

W (Ty — To) W (Ty — To) —(W+H)-
T(#) = —— T—Ty— —————22 ) e WHDT 32.3
() W+ H +< i o W+ H € + T ( )
where .
CA G -
H=_2 W = Pol= L Wl (32.4)
p-c-V p-c-V
The time # to reach a certain preset (final) temperature T is then given by:
= — 1 ((1 + H/W)) - (T — To) — W(Tiy — To)) (32.5)
W+ H A+ H/W)) - (T = To) = W(Ty — To)

Equation 32.5, with the assumption of constant blood perfusion, relates the time to reach a preset
temperature to the local thermal properties and to local blood perfusion.

The exponential solution described in (32.3) suggests to use the time constant t as a characterizing
parameter for the description of the recovery process after any kind of controlled thermal stress, with t
mainly determined by the local blood flow and thermal capacity of the tissue.

The fIR imaging permits an easy evaluation of t, which can be regarded as a parameter able to
discriminate areas interested by the specific disease from healthy ones.

Rather than a static imaging of the skin thermal distribution to pictorially describe the effect of the
given disease, an image reporting the t recovery time pixel to pixel can be used to characterize that disease
[7,17,19,20]. Areas featuring an associated blood shedding, or an inflammatory state,or an increased blood
reflux, often exhibit a faster recovery time with respect to the surroundings. Those areas then exhibit a
smaller 7 value. In contrast, in presence of localized calcifications, early ulcers or scleroderma, and
impaired microvascular control, the involved areas show a slower recovery than the healthy surrounding
areas and are therefore characterized by a longer 7 time.

The reliability and value of the 7 image technique rely on the good quality of the data and on their
appropriate processing. While the interested reader can find a detailed description for proper materials
and method for the v image technique in Reference 17, it is worthwhile to report hereby the general
algorithm for the method:

1. Subject marking (to permit movement correction of the thermal image series) and acclimation to
the measurement room kept at controlled environmental conditions
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2. Adequate calibration of the thermal imaging device

w

. Recording of the baseline temperature dynamics for the region of interest

4. Execution of the thermal stress (usually performed through a cold or warm dry patch at controlled
temperature and temperature exchange rate)

5. Recording of the thermal recovery until the complete restoration of the baseline features

6. Postprocessing movement correction of the thermal image series

7. Fitting of the pixel by pixel experimental recovery data to an exponential curve and extraction of
the time constant t for each pixel of the region of interest

8. Pixel by pixel color coding and mapping of the time constant t values

The 7 image technique has been first proposed as complementary diagnostic tool for the diagnosis
of muscular lesions, Raynaud’s phenomenon, and deep vein thrombosis [7,17,19,20]. In those studies,
the technique correctly depicted the stages of the diseases accordingly with the gold standard evaluation
techniques. A mild cold stress has been used as a thermal stress. For the muscular lesions, according to
the importance of the lesion, the lower values (2—4 min) of the recovery time v were found in agreement
with the location and the severity of the trauma (Figure 32.2). The dimensions of the lesions as estimated
by ultrasonography were proportionally related to those of their tracks on the T image. In the diagnosis
of Raynaud’s phenomenon secondary to scleroderma greater values (1820 min) of the recovery time
7 corresponded to finger districts more affected by the disease (Figure 32.3). Clinical investigation and
capillaroscopy confirmed the presence of scleroderma and the microvascular damage.
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FIGURE32.2 Second-class muscular lesion on the left leg abductor — Medial view. Left: Static thermography image.
The bar shows the pixel temperature. The light gray spots indicate the presence of the trauma. Right: Time constant
7 image after mild cold stress. The bar illustrates the recovery time, in minutes, for each pixel. The black spots are the
markers used as position references. (From Merla et al., IEEE Eng. Med. Biol. Magn., 21, 86, 2002. With permission.)
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FIGURE 32.3 Raynaud’s Phenomenon Secondary to Scleroderma. Left: Static thermography image. The bar shows
the pixel temperature. Right: Time constant T image after mild cold stress. The bar illustrates the recovery time, in
minutes, for each pixel. The regions associated with longer recovery times identify the main damaged finger regions.
(From Merla et al., IEEE Eng. Med. Biol. Magn., 21, 86, 2002. With permission.)
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FIGURE 32.4 Bi-lateral vein thrombosis. Left: Static thermography image. The bar shows the pixel temperature.
Right: Time constant v image after mild cold stress. The bar illustrates the recovery time, in minutes, for each pixel.
The areas associated with shorter recovery times identify the regions interested by the thrombosis. (From Merla et al.,
IEEE Eng. Med. Biol. Magn., 21, 86, 2002. With permission.)

In the reported deep vein thrombosis cases, the authors found the lower values (1-3 min) of the recovery
time 7 in agreement with the location and the severity of the blood flow reflux according to the Echo
Color Doppler findings (Figure 32.4).

The 7 image technique provides useful diagnostic information and can be applied also as a follow-up
tool. It is an easy and not invasive diagnostic procedure that can be successfully used in the diagnosis
and monitoring of several diseases affecting the local thermoregulatory properties, both in a direct and
an indirect way. The t image technique opens new possibilities for the applications of IR imaging in the
clinical field. It is worth noting that a certain amount of information is already present — but embedded —
in the traditional static image (see Figure 32.2), but the interpretation is difficult and relies on the ability
of the clinicians. The method is based on the assumptions of a time constant blood perfusion and blood
temperature. While such assumptions are not completely correct from the physiological point of view, the
experimental exponential-shaped recovery function allows such a simplification. With respect to some
diseases, such as the Raynaud’s phenomenon, the v image technique may provide useful information to
image the damage and quantitatively follow its time evolution.

32.3 Raynaud’s Phenomenon

Raynaud’s phenomenon (RP) is defined as a painful vasoconstriction — that may follow cold or emotional
stress — of small arteries and arterioles of extremities, like fingers and toes. RP can be primary (PRP)
or secondary Systemic Sclerosis (SSc) to scleroderma. The latter is usually associated with a connective
tissues disease. RP precedes the systemic autoimmune disorders development, particularly scleroderma,
by many years and it can evolve into secondary RP. The evaluation of vascular disease is crucial in order to
distinguish between PRP and SSc. In PRP, episodic ischemia in response to cold exposure or to emotional
stimuli is usually completely reversible: absence of tissue damage is the typical feature [21], but also
mild structural changes are demonstrated [22]. In contrast, scleroderma RP shows irreversible tissue
damage and severe structural changes in the finger vascular organization [2]. None of the physiological
measurement techniques currently in use, but infrared imaging, is completely satisfactory in focusing
primary or secondary RP [3]. The main limit of such techniques (nail fold capillary microscopy, cutaneous
laser-Doppler flowmetry, and plethysmography) is the fact that they can proceed just into a partial
investigation, usually assessing only one finger once. The measurement of skin temperature is an indirect
method to estimate change in skin thermal properties and blood flow. Thermography, protocols [3-5,
23-27] usually include cold patch testing to evaluate the capability of the patients hands to rewarm. The
pattern of the rewarming curves is usually used to depict the underlying structural diseases. Analysis
of rewarming curves has been used in several studies to differentiate healthy subjects from PRP or SSc
Raynaud’s patients. Parameters usually considered so far are: the lag time preceding the onset of rewarming
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[3-5] or to reach a preset final temperature [26]; the rate of the rewarming and the maximum temperature
of recovery [27]; and the degree of temperature variation between different areas of the hands [25].

Merla et al. [14,16] proposed to model the natural response of the fingertips to exposure to a cold envir-
onment to get a diagnostic parameter derived by the physiology of such a response. The thermal recovery
following a cold stress is driven by thermal exchange with the environment, transport by the incoming
blood flow, conduction from adjacent tissue layers, and metabolic processes. The finger temperature is
determined by the net balance of the energy input/output. The more significant contribution come from
the input power due to blood perfusion and the power lost to the environment [28]:

d7Q _ _dQenV dQctr
dr — dr dr

(32.6)

Normal finger recovery after a cold stress is reported in Figure 32.5. In absence of thermoregulatory
control, fingers exchange heat only with the environment: in this case, their temperature Tey, follows an
exponential pattern with time constant t given by:

T=— (32.7)

where p is the mass density, ¢ the specific heat, V the finger volume, h is the combined heat transfer
coefficient between the finger and the environment, and A is the finger surface area. Thanks to the
thermoregulatory control, the finger maintains its temperature T greater than Tey,. For a At time, the
area of the trapezoid ABCF times h - A in Figure 32.5 computes the heat provided by the thermoregulatory
system, namely A Q1. This amount summed to A Qepy vields Q, the global amount of heat stored in the
finger.
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FIGURE 32.5 Experimental rewarming curves after cold stress in normal subjects. The continuous curve represents
the recorded temperature finger. The outlined curve represents the exponential temperature pattern exhibited by the
finger in absence of thermoregulatory control. In this case, the only heat source for the finger is the environment.
(From Merla et al., IEEE Eng. Med. Biol. Mag., 21, 73, 2002. With permission.)
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Then, the area of the trapezoid ABDE is proportional to the amount Q of heat stored in the finger
during a At interval. Therefore, Q can be computed integrating the area surrounded by the temperature
curve T and the constant straight line Tp:

b
Q=—h-A. / (To - T(c))ds (32.8)
5]

where the minus sign takes into account that the heat stored by the finger is counted as positive. Q is
intrinsically related to the finger thermal capacity, according to the expression

AQ=p-c-V-AT (32.9)

Under the hypothesis of constant Tj, the numerical integration in (32.8) can be used to characterize the
rewarming exhibited by a healthy or a suffering finger.

The Q parameter has been used in References 14 and 16 to discriminate and classify PRP, SSc, and
healthy subjects on a set of 40 (20 PRP, 20 SSc), and 18 healthy volunteers, respectively. For each subject,
the response to a mild cold challenge of hands in water was assessed by fIR imaging. Rewarming curves
were recorded for each of the five fingers of both hands; the temperature integral Q was calculated along
the 20 min following the cold stress. Ten subjects, randomly selected within the 18 normal ones, repeated
two times and in different days the test to evaluate the repeatability of the fIR imaging findings. The
repeatability test confirmed that fIR imaging and Q computation is a robust tool to characterize the
thermal recovery of the fingers.

The grand average Q values provided by the first measurement was (1060.0 &= 130.5)°C min, while for
the second assessment it was (1012 £ 135.1)°C min (p > .05, one-way ANOVA test). The grand average Q
values for PRP, SSc, and healthy subjects’ groups are shown in Figure 32.6, whereas single values obtained
for each finger of all of the subjects are reported in Figure 32.7.

The results in References 14 and 16 highlight that the PRP group features low intra- and inter-individual
variability whereas the SSc group displays a large variability between healthy and unhealthy fingers.
Q values for SSc finger are generally greater than PRP ones.

The temperature integral at different finger regions yields very similar results for all fingers of the PRP
group, suggesting common thermal and BF properties. SSc patients showed different thermoregulatory
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FIGURE 32.6 One-way ANOVA test applied to the Q parameter calculated for each group (PRP, SSc, and healthy).
The Q parameter clearly discriminates among the three groups. (From Merla et al., IEEE Eng. Med. Biol. Magn., 21,
73,2002. With permission.)
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FIGURE 32.7 Q values calculated for each finger of each subjects. Vertical grid lines are placed to discriminate the
ten fingers. PRP fingers are characterized by a strong intra- and inter-individual homogeneity. Greater mean Q values
and greater intra- and inter-individual variations characterizes the SSc fingers. (From Merla et al., I[EEE Eng. Med. Biol.
Magn., 21, 73, 2002. With permission.)

responses in the different segments of finger. This feature is probably due to the local modification in the
tissue induced by the scleroderma. Scleroderma patients also featured a significantly different behavior
across the five fingers depending on the disease involvement.

In normal and PRP groups all fingers show a homogeneous behavior and PRP fingers always exhibit
a poorer recovery than normal ones. Additionally, in both groups, the rewarming always starts from the
finger distal area differently from what happens in SSc patients. The sensitivity of the method in order to
distinguish patients from normal is 100%. The specificity in distinguishing SSc from PRP is 95%.

The grand average Q clearly highlights the difference between PRP, SSc, and between normal subjects.
It provides useful information about the abnormalities of their thermoregulatory finger properties. The
PRP patients exhibited common features in terms of rewarming. Such behavior can be explained in terms
of an equally low and constant BF in all fingers and to differences in the amount of heat exchanged with
the environment [2].

Conversely, no common behavior was found for the SSc patients, since their disease determines — for
each finger — very different thermal and blood perfusion properties. Scleroderma seems to increase the
tissue thermal capacity with a reduced ability to exchange. As calculated from the rewarming curves,
Q parameter seems to be particularly effective to describe the thermal recovery capabilities of the fin-
ger. The method clearly highlighted the difference between PRP and SSc patients and provides useful
information about the abnormalities of their thermal and thermoregulatory finger properties.

In consideration of the generally accepted theory that the different recovery curves of the patients are
a reflection of the slow deterioration of the microcirculation, so that over time in the same patients it is
possible to observe changes in the thermal recovery curves, the method described earlier could be used
to monitor the clinical evolution of the disease. In addition, pharmacological treatment effects could be
advantageously followed up.

32.4 Diagnosis of Varicocele and Follow-Up of the Treatment

Varicocele is a widely spread male disease consisting of a dilatation of the pampiniform venous plexus and
of the internal spermatic vein. Consequences of such a dilatation are an increase of the scrotal temperature
and a possible impairment of the potential fertility [29,30]. In normal men, testicular temperature is
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3 to 4°C lower than core body temperature [29]. Two thermoregulatory processes maintain this lower
temperature: heat exchange with the environment through the scrotal skin and heat clearance by blood
flow through the pampiniform plexus. Venous stasis due to the varicocele may increase the temperature
of the affected testicle or pampiniform plexus. Thus, an abnormal temperature difference between the
two hemiscrota may suggest the presence of varicocele [6,29-31] (see Figure 32.8). Telethermography
can reveal abnormal temperature differences between the two testicles and altered testicular thermal
recovery after an induced cold stress. Affected testicles return to prestress equilibrium temperatures
faster than do normal testicles [6]. The fIR imaging has been used to determine whether altered scrotal
thermoregulation is related to subclinical varicocele [15]. In a study conducted in 2001, Merla and Romani
enrolled 60 volunteers, 18 to 27 years of age (average age, 21 =+ 2 years), with no symptoms or clinical
history of varicocele. After clinical examination, echo color Doppler imaging (the gold standard) and fIR
imaging were performed. The fIR imaging evaluation consisted of obtaining scrotal images, measuring
the basal temperature at the level of the pampiniform plexus (T,) and the testicles (T;), and determining
thermal recovery of the scrotum after cold thermal stress. The temperature curve of the hemiscrotum
during rewarming showed an exponential pattern and was, therefore, fitted to an exponential curve.
The time constant 7 of the best exponential fit depends on the thermal properties of the scrotum and
its blood perfusion [15]. Therefore t provides a quantitative parameter assessing how much the scrotal
thermoregulation is affected by varicocele. Cooling was achieved by applying a dry patch to the scrotum
that was 10°C colder than the basal scrotal temperature. The fIR measurements were performed according
to usual standardization procedures [15]. The basal prestress temperature and the recovery time constant
Tp, at the level of the pampiniform plexus and of the testicles (z;) were evaluated on each hemiscrotum.
A basal testicular temperature greater than 32°C and basal pampiniform plexus temperature greater than
34°C were considered warning thresholds. Temperature differences among testicles (A Ty) or pampiniform
plexus AT, and temperature greater than 1.0°C were also considered warning values, as were 7, and
At values longer than 1.5 min. The fIR imaging evaluation classified properly the stages of disease,
as confirmed by the echo color Doppler imaging and clinical examination in a blinded manner. In 38
subjects, no warning basal temperatures or differences in rewarming temperatures were observed. These
subjects were considered to be normal according to fIR imaging. Clinical examination and echo color
Doppler imaging confirmed the absence of varicocele (p < .01, one-way ANOVA test).

In 22 subjects, one or more values were greater than the warning threshold for basal temperatures
or differences in rewarming temperatures. Values for AT, and the At, were higher than the warning
thresholds in 8 of the 22 subjects, who were classified as having grade 1 varicocele. Five subjects had A T;
and At values higher than the threshold. In 9 subjects, 3 or more infrared functional imaging values
were greater than the warning threshold values. The fIR imaging classification was grade 3 varicocele.
Clinical examination and echo color Doppler imaging closely confirmed the fIR imaging evaluation of the
stage of the varicocele. The fIR imaging yielded no false-positive or false-negative results. All participants
with positive results on fIR imaging also had positive results on clinical examination and echo color
Doppler imaging. The sensitivity and specificity of fIR test were 100 and 93%, respectively. An abnormal
change in the temperature of the testicles and pampiniform plexus may indicate varicocele, but the study
demonstrated that impaired thermoregulation is associated with varicocele-induced alteration of blood
flow. Time of recovery of prestress temperature in the testicles and pampiniform plexus appears to assist
in classification of the disease. The fIR imaging accurately detected 22 nonsymptomatic varicocele.

The control of the scrotum temperature should improve after varicocelectomy as a complement-
ary effect of the reduction of the blood reflux. Moreover, follow-up of the changes in scrotum
thermoregulation after varicocelectomy may provide early indications on possible relapses of the disease.

To answer these questions, Merla et al. [9] used fIR imaging to study changes in the scrotum thermore-
gulation of 20 patients (average age, 27 % 5 years) that were judged eligible for varicocelectomy on the
basis of the combined results of the clinical examination, Echo color Doppler imaging, and spermiogram.
No bilateral varicoceles were included in the study.

Patients underwent clinical examination, echo color Doppler imaging and instrument varicocele grad-
ing, and infrared functional evaluation before varicocelectomy and every 2 weeks thereafter, up to the
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24th week. Out of 20, 14 patients suffered from grade 2 left varicocele. All of them were characterized
by basal temperatures and recovery time after cold stress according to Reference 15. Varicoceles were
surgically treated via interruption of the internal spermatic vein using modified Palomo’s technique. The
fIR imaging documented changes in the thermoregulatory control of the scrotum after the treatment as
following: 13 out of the 14 grade 2 varicocele patients exhibited normal basal T;, T}, on the varicocele
side of the scrotum, and normal temperature differences AT; and AT, starting from the 4th week after
varicocelectomy. Their Az and A, values returned to normal range from the 4th to the 6th week. Four
out of the Six grade 3 varicocele patients exhibited normal basal Ti, T, on the varicocele side of the
scrotum, and normal temperature differences ATy and AT, starting from the 6th week after varicocelec-
tomy. Their Aty and At values returned to normal range from the 6th to the 8th week. The other three
patients did not return to normal values of the above-specified parameters. In particular, Aty and At
remained much longer than the threshold warming values [6,15] up to the last control (Figure 32.8). Echo
color Doppler imaging and clinical examination assessed relapses of the disease. The study proved that
the surgical treatment of the varicocele induces modification in the thermoregulatory properties of the
scrotum, reducing the basal temperature of the affected testicle and pampiniform plexus, and slowing
down its recovery time after thermal stress. Among the 17 with no relapse, 4 exhibited return to normal
Ty, Tp, ATy, and AT, for the latero-anterior side of the scrotum, while the posterior side of the scrotum
remained hyperthermal or characterized by AT; and AT, higher than the threshold warning value. This
fact suggested that the surgical treatment via interruption of the internal spermatic vein using Palomo’s
technique may not be the most suitable method for those varicoceles. The time requested by the scrotum
to restore normal temperature distribution and control seems to be positively correlated to the volume
and duration of the blood reflux lasting: the greater the blood reflux, the longer the time. The study

FIGURE 32.8 (a) Second grade right varicocele. The temperature distribution all over the scrotum clearly highlights
significant differences between affected and unaffected testicles. (b) The same scrotum after varicocelectomy. The
surgical treatment reduced the increased temperature on the affected hemiscrotum and restored the symmetry in
the scrotal temperature distribution. (c) Third grade left varicocele. (d) The same scrotum after varicocelectomy.
The treatment was unsuccessful into repairing the venous reflux, as documented by the persisting asymmetric scrotal
distribution.
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FIGURE 32.9 From top right to bottom left, fIR image sequence recorded along the exercise for a fit level subject.
Images 1 and 2 were recorded during the warm up. Images 3 to 5 were recorded during the load phase of the
exercise, with constant increasing working load. Image 6 corresponds to the maximum load and the beginning of the
recovery phase. Note the arterovenous shunts opening to improve the core muscle layer cooling. (From Merla et al. in

Proceedings of the 24th IEEE Engineering in Medicine and Biology Society Conference, Houston, October 23-25, 2002.
With permission.)

demonstrated that IR imaging may provide early indication on the possible relapsing of the disease and
may be used as a suitable complementary follow-up tool.

32.5 Analysis of Skin Temperature During Exercise

Skin temperature depends on complex thermal exchanges between skin tissue, skin blood, the environ-
ment, and the inner warmer tissue layers [31]. Johnson [32], Kenney and Johnson [33], and Zontak et al.
[34] documented modifications in blood flow of the skin during: a reduction of the skin blood flow
characterizes the initial phase of the exercise; while increase in skin blood flow accompanies increased
working load. Zontak et al. [34] showed — by means of thermography — that dynamics of hand skin
temperature response during leg exercise depends on the type of the exercise (graded vs. constant load):
graded load exercise results in a constant decrease of finger temperature reflecting a constantly dominating
vasoconstrictor response; steady state exercise causes a similar initial temperature decrease followed by
rewarming of hands reflecting dominance of the thermoregulatory reflexes at a later stage of the exercise.

Merla et al. [18] studied directly the effects of graded load exercise on the thigh skin temperature, by
means of fIR imaging. The study was aimed to assess possible relationship between the dynamics of the
skin temperature along the exercise, the way the exercise is executed, and the fitness level of the subject.
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FIGURE 32.10 T vs. time curves of each third of the left thigh for the subject in Figure 32.9. The distal third
exhibits a different behavior with respect to the more proximal ones, probably because of a different involving in the
execution of the exercise. (From Merla et al., in Proceedings of the 24th IEEE Engineering in Medicine and Biology Society
Conference. With permission.)

In their study, the authors recruited 35 volunteers (24 M/11 F; age = 22 % 1.5 yr; height = 173 £ 2.8 cmy;
body weight = 68 £ 4.2 kg), with normal response to cardiac effort test. The thigh skin temperature ( T})
of the subject was continuously recorded under conditions of rest, increasing physical load, and recovery
from exercise. Three different regions T (proximal, medial, and distal third of thigh length, frontal view)
were studied. After 2.5-min rest fIR recording, exercise testing was performed using a calibrated bicycle
ergometer. The ergometer was controlled by a special software, that after measurement of Body Mass
Index, total body fat percentage, arterial pressure, biceps strength, and back flexibility, extrapolates VO,
(oxygen consumption) values during the several steps of the exercise test, and the fitness level monitoring
the heartbeat rate (HR). The subjects underwent a load graded exercise test — 25 W every 3 min increasing
workloads, 50 rpm — up to reaching the submaximal HR condition. The recovery phase was defined as
the time necessary to restore the rest HR by means of recovery exercise and rest. Ty distribution was
continuously monitored, while fIR images were recorded every 1-min along the exercise and the recovery
phases (Figure 32.9). For all of the subjects, the temperature featured an exponential pattern, decreasing
in the warming up and increasing during the recovery. Time constants of the Ty vs. time curves were
calculated for the graded exercise (tex) and the recovery (zrec) phases, respectively (Figure 32.10).

Artery—venous shunt openings were noticed during the restoring phase to improve the cooling of the
core of the muscle. Different T, vs. time curves were observed for the three chosen recording regions
according to the specific involvement of the underlying muscular structures (Figure 32.10). Each subject
produced different Tis vs. time curves, according to the fitness level and VO, consumption: the greater
VO, consumption and better fitness, the faster Tex and e (see Table 32.1).

The results obtained by Merla et al. are consistent with previous observations [32-34]: the muscles
demand increased blood flow at the beginning of the exercise that results in skin vasoconstriction.
Prolonged work causes body temperature increase that invokes thermal regulatory processes with heat
conduction to the skin. Therefore, skin thermoregulatory processes are also invoked by the exercise and
can be recorded by fIR imaging. Executing of graded exercise determines a decreasing of the skin temper-
ature throughout the exercise period, in association with increasing demand of blood from the working
muscles. As the muscles stop working and the recovery and the restoration phase start, thermoregulatory
control is invoked to limit body temperature increase and the skin vessels dilate to increase heat conduc-
tion to the skin and, then, to the environment [34]. One remarkable result is the fact that different Tj,
vs. time curves for contralateral-homologous regions or different thirds have been found in some of the
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TABLE 32.1 VO, Consumption and Average Constant Time on the

Whole Thigh Length

Number of
Fitness level ~ subjects VO, (ml/kg min)  Tex (min)  Trec (min)
Excellent 12 56.7 £ 2.5 85422 24415
Fit 9 304 +3.8 10.1 £2.5 4.84+2.0
Fair 8 259+34 125+£2.6 73+ 1.8
Needs work 6 18.3+2.9 1534+23 103419

Source: Taken from Merla et al. in Proceedings of the 24th IEEE Engineering
in medicine and Biology Society Conference, Houston, October 23-25, 2002.

subjects. This fact may be likely explained as a different involvement of the several parts of the muscles
used or as expression of different work capabilities of the lower arms in the exercise. The fIR recording of
skin temperature during exercise may be therefore regarded as a tool to get information about the quality
of the execution of the exercise and the fitness level state of the subjects.

32.6 Discussion and Conclusion

The fIR imaging is a biomedical imaging technique that relies on high-resolution IR imaging and on
the modeling of the heat exchange and control processes at the skin layer. The fIR imaging is aimed to
provide quantitative diagnostic parameters through the functional investigation of the thermoregulatory
processes. It is also aimed to provide further information about the studied disease to the physicians,
like explanation of the possible physics reasons of some thermal behaviors and their relationships with
the physiology of the involved processes. One of the great advantages of fIR imaging is the fact that
it is not invasive and it is a touchless imaging technique. The fIR is not a static imaging investigation
technique. Therefore, data for fIR imaging need to be processed adequately for movement. Adequate bio
heat modeling is also required. The medical fields for possible applications of fIR imaging are numerous,
ranging from those described in this chapter, to psychometrics, cutaneous blood flow modeling, peripheral
nervous system activity, and some angiopathies. The applications described in this chapter show that fIR
imaging provides highly effective diagnostic parameters. The method is highly sensitive, and also highly
specific to discriminating different conditions of the same disease. For the studies reported hereby, fIR
imaging is sensitive and specific as the corresponding golden standard techniques, at least. In some cases,
fIR represents a useful follow-up tool (like in varicocelectomy to promptly assess possible relapses) or
even an elective diagnostic tool, as in the Raynaud’s phenomenon. The 7 image technique represents an
innovative technique that provides useful and additional information to the golden standard techniques.
Thanks to it, the whole functional processes associated to a disease can be depicted and summarized into
just a single image.
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33.1 Overview

Advances in miniaturization and microelectronics, coupled with enhanced computing technologies, have
combined to see modern infrared imaging systems develop rapidly over the past decade. As a result, the
instrumentation has become considerably improved, not only in terms of its inherent resolution (spatial
and temporal) and detector sensitivity (values ca. 25 mK are typical) but also in terms of its portability:
the considerable reduction in bulk has resulted in light, camcorder (or smaller) sized devices. Importantly,
cost has also been reduced so that entry to the field is no longer prohibitive. This attractive combination
of factors has led to an ever increasing range of applicability across the medical spectrum. Whereas the
mainstay application for medical thermography over the past 40 years has been with rheumatological
and associated conditions, usually for the detection and diagnosis of peripheral vascular diseases such as
Raynaud’s phenomenon, the latest generations of thermal imaging systems have seen active service within
new surgical realms such as orthopaedics, coronary by-pass operations, and also in urology. The focus of
this chapter relates not to a specific area of surgery per se, but rather to a generic and pervasive aspect
of all modern surgical approaches: the use of energized instrumentation during surgery. In particular,
we will concern ourselves with the use of thermal imaging to accurately monitor temperature within the

33-1
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tissue locale surrounding an energy-activated instrument. The rationale behind this is that it facilitates
optimization of operation specific protocols that may either relate to thermally based therapies, or else
to reduce the extent of collateral damage that may be introduced when inappropriate power levels, or
excessive pulse durations, are implemented during surgical procedures.

33.2 Energized Systems

Energy-based instrumentation can considerably expedite fundamental procedures such as vessel sealing
and dissection. The instrumentation is most often based around ultrasonic, laser, or radio-frequency
(RF)-current based technologies. Heating tissue into distinct temperature regimes is required in order to
achieve the desired effect (e.g., vessel sealing, cauterization, or cutting). In the context of electrical current
heating, the resultant effect of the current on tissue is dominated by two factors: the temperature attained
by the tissue; and the duration of the heating phase, as encapsulated in the following equation:

1
T—Ty= U—pcﬁw (33.1)

where T and Ty are the final and initial temperatures (in degrees Kelvin [K]) respectively, o is the electrical
conductivity (in S/m), p is the tissue density, c is the tissue specific heat capacity (Jkg=! K=!), J is the
current density (A/m?), and §t is the duration of heat application. The resultant high temperatures are
not limited solely to the tissue regions in which the electrical current flow is concentrated. Heat will flow
away from hotter regions in a time dependence fashion given by the Fourier equation:

Q(r,t) = —kVT(r,t) (33.2)

where Q is the heat flux vector, the proportionality constant k is a scalar quantity of the material known
as the thermal conductivity, and VT (r, ) is the temperature gradient vector. The overall spatio-temporal
evolution of the temperature field is embodied within the differential equation of heat flow (alternatively
known as the diffusion equation)

19T(r,¢)

= V2T(r,t 33.3
R (r, 1) (33.3)

where « is the thermal diffusivity of the medium defined in terms of the physical constants, k , p, and ¢
thus:

a=k/pc (33.4)

and temperature T is a function of both the three dimensions of space (r) and also of time ¢. In other
words, high temperatures are not limited to the region specifically targeted by the surgeon, and this is
often the source of an added surgical complication caused by collateral or proximity injury. Electrosurgical
damage, for example, is the most common cause of iatrogenic bowel injury during laparoscopic surgery
and 60% of mishaps are missed, that is, the injury is not recognized during surgery and declares itself with
peritonitis several days after surgery or even after discharge from hospital. This level of morbidity can have
serious consequences, in terms of both the expense incurred by re-admission to hospital, or even the death
of the patient. By undertaking in vivo thermal imaging during energized dissection it becomes possible to
determine, in real time, the optimal power conditions for the successful accomplishment of specific tasks,
and with minimal collateral damage. As an adjunct imaging modality, thermal imaging may also improve
surgical practice by facilitating easier identification and localization of tissues such as arteries, especially
by less experienced surgeons. Further, as tumors are more highly vascularized than normal tissue, thermal
imaging may facilitate their localization and staging, that is, the identification of the tumor’s stage in its
growth cycle. Figure 33.1 shows a typical set-up for implementation of thermography during surgery.
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FIGURE 33.1 Typical set-up for a thermal imaging in surgery. The camera is tripod mounted toward the foot of the
operating table and aimed at the surgical access site (camera visible over the left shoulder of the nearmost surgeon).

33.3 Thermal Imaging Systems

As skin is a close approximation to an ideal black body (the emissivity, ¢, of skin is 0.98, whereas that of
an ideal black body has ¢ = 1), then we can feel reasonably confident in applying the relevant physics
directly to the situation of thermography in surgery. One important consideration must be the waveband
of detector chosen for thermal observations of the human body. It is known from the thermal physics of
black bodies, that the wavelength at which the maximum emissive power occurs, Amax (i.e., the peak in
the Planck curve), is related to the body’s temperature T through Wien’s law:

Amax T = 0.002898 (33.5)

Thus for bodies at 310 K (normal human body temperature), the peak output is around 10 pm, and the
majority of the emitted thermal radiation is limited to the range from 2 to 20 um. The optimal detectors
for passive thermal imaging of normal skin should thus have best sensitivity around the 10 ym range, and
this is indeed the case with many of the leading thermal imagers manufactured today, which often rely
on GaAs quantum well infrared photodetectors (QWIPs) with a typical waveband of 89 um. A useful
alternative to these longwave detectors involves the use of indium—antimonide (InSb) based detectors to
detect radiation in the mid-wave infrared (3—5 um). Both these materials have the benefit of enhanced
temperature sensitivity (ca. 0.025 K), and are both wholly appropriate even for quantitative imaging of
hotter surfaces, such as may occur in energized surgical instrumentation.

33.4 Calibration

Whilst the latest generation of thermal imaging systems are usually robust instruments exhibiting low
drift over extended periods, it is sensible to recalibrate the systems at regular intervals in order to preserve
the integrity of captured data. For some camera manufacturers, recalibration can be undertaken under a
service agreement and this usually requires shipping of the instrument from the host laboratory. However
for other systems, recalibration must be undertaken in-house, and on such occasions, a black body source
(BBS) is required.

Most BBS are constructed in the form of a cavity at a known temperature, with an aperture to the cavity
that acts as the black body, effectively absorbing all incident radiation upon it. The cavity temperature
must be measured using a high accuracy thermometric device, such as a platinum resistance thermometer
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(PRT), with performance characteristics traceable to a thermometry standard. Figure 33.2b shows one
such system, as developed by the UK National Physical Laboratory at Teddington, and whose architecture
relies on a heat-pipe design. The calibration procedure requires measurement of the aperture temperature
at a range of temperature set-points that are simultaneously monitored by the PRT (e.g., at intervals of 5°
between temperature range of 293 and 353 K). Direct comparison of the radiometric temperature meas-
ured by the thermal camera with the standard temperature monitored via the PRT allows a calibration
table to be generated across the temperature range of interest. During each measurement, sufficient time
must be allowed in order to let the programmed temperature set-point equilibrate, otherwise inaccuracies
will result. Further, the calibration procedure should ideally be undertaken under similar ambient con-
ditions to those under which usual imaging is undertaken. This may include aspects such as laminar, or
even fan-assisted, flow around the camera body which will affect the heat transfer rate from the camera
to the ambient and in turn may affect the performance of the detector (viz Figure 33.2b).

33.5 Thermal Imaging During Energized Surgery

Fully remote-controlled cameras may be ideally suited to overhead bracket mountings above the operating
table so that a bird’s eye view over the surgical site is afforded. However, without a robotized arm to fully
control pitch and location, the view may be restrictive. Tripod mounting, as illustrated in Figure 33.1, and
with a steep look-down angle from a distance of about 1 m to the target offers the most versatile viewing
without compromising the surgeon’s freedom of movement. However, this type of set-up demands that a
camera operator be on hand continually in order to move the imaging system to those positions offering
best viewing for the type of energized procedure being undertaken.

33.5.1 REF Electrosurgery

As mentioned earlier, the most common energized surgical instrumentation employ a physical system
reliant on either (high frequency) electrical current, an ultrasonic mechanism, or else incident laser energy
in order to induce tissue heating. Thermal imaging has been used to follow all three of these procedures.
There are often similarities in approach between the alternative modalities. For example, vessel sealing
often involves placement of elongated forcep-style electrodes across a target vessel followed by ratcheted
compression, and then a pulse of either RF current, or alternatively ultrasonic activation of the forceps, is
applied through the compressed tissue region. The latest generations of energized instrumentation may
have active feedback control over the pulse to facilitate optimal sealing with minimal thermal spread (e.g.,
the Valleylab Ligasure instrument) however under certain circumstances, such as with calcified tissue or
in excessively liquid environments the performance may be less predictable.

Figure 33.3 illustrates how thermal spread may be monitored during the instrument activation period
of one such “intelligent” feedback device using RF current. The initial power level for each application is
determined through a fast precursor voltage scan that determines the natural impedance of the compressed
tissue. Then, by monitoring the temperature dependence of impedance (of the compressed tissue) during
current activation, the microprocessor controlled feedback loop automatically maintains an appropriate
power level until a target impedance is reached indicating that the seal is complete. This process typically
takes between 1 and 6 sec, depending on the nature of the target tissue. Termination of the pulse is indicated
by an audible tone burst from the power supply box. The performance of the system has been evaluated
in preliminary studies involving gastric, colonic and small bowel resection [1]; hemorraoidectomy [2];
prostatectomy [3]; and cholecystectomy [4].

Perhaps most strikingly, the facility for real time thermographic monitoring, as illustrated in Figure 33.3,
affords the surgeon immediate appreciation of the instrument temperature, providing a visual cue that
automatically alerts to the potential for iatrogenic injury should a hot instrument come into close contact
with vital structures. By the same token, the in situ thermal image also indicates when the tip of the
instrument has cooled to ambient temperature. It should be noted that the amount by which the activated
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FIGURE 33.2 Thermal cross-section (profile) through the black body calibration source together with equilibrated
crushed ice, which acts as a convenient secondary temperature gauge in sifu. (Insert [left] thermal view with linear
region of interest highlighted, and [right] optical view of the black body cavity and beaker of [equilibrated] crushed
ice to the lower right.) (b) Radiometric detector drift during start up under two different ambient conditions. The
detector readout is centered on the black body cavity source shown in (a), which was itself maintained at a target
temperature of 59.97°C throughout the measurements (solid circles). Without fan-assisted cooling of the camera
exterior, the measured temperature drifted by 0.8°C over 2 h, hence the importance of calibration under typical
operating conditions. With fan-assisted cooling, the camera “settles” within around 30 min of switching on. (Camera:
Raytheon Galileo [Raytheon Systems].)

head’s temperature rises is largely a function of device dimensions, materials, and the power levels applied
together with the pulse duration.

33.5.2 Analysis of Collateral Damage

Whilst thermograms typical of Figure 33.3 offer a visually instructive account of the thermal scene and
its temporal evolution, a quantitative analysis of the sequence is more readily achieved through the
identification of a linear region of interest (LROI), as illustrated by the line bisecting the device head
in Figure 33.4a. The data constituted by the LROI is effectively a snapshot thermal profile across those
pixels lying on this designated line (Figure 33.4b). A graph can then be constructed to encapsulate the
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FIGURE 33.3 Thermographic sequence taken with the Dundee thermal imaging system and showing (33.1) ener-
gized forceps attached to bowel (white correlates with temperature), (33.2) detachment of the forceps revealing hot
tissue beneath, (33.3) remnant hot-spot extending across the tissue and displaying collateral thermal damage covering
4.5 mm either side of the instrument jaws.

time dependent evolution of the LROL. This is displayed as a 3D surface (a function of spatial co-ordinate
along the LROI, time, and temperature) upon which color-mapped contours are evoked to represent
the different temperature domains across the LROI (Figure 33.4c). In order to facilitate measurement
of the thermal spread, the 3D surface, as represented in matrix form, can then be interrogated with a
mathematical programming package, or alternatively inspected manually, a process that is most easily
undertaken after projecting the data to the 2D coordinate-time plane, as illustrated in Figure 33.4d. The
critical temperature beyond which tangible heat damage can occur to tissue is assumed to be 45°C [5].
Thermal spread is then calculated by measuring the maximum distance between the 45°C contours on
the planar projection, then subtracting the electrode “footprint” diameter from this to get the total spread.
Simply dividing this result by two gives the thermal spread either side of the device electrodes.

The advanced technology used in some of the latest generations of vessel sealing instrumentation can
lead to a much reduced thermal spread, compared with the earlier technologies. For example with the
Ligasure LS1100 instrument, the heated peripheral region is spatially confined to less than 2 mm, even when
used on thicker vessels/structures. A more advanced version of the device (LS1200 [ Precise]) consistently
produces even lower thermal spreads, typically around 1 mm (viz Figure 33.4). This performance is far
superior to other commercially available energized devices.

For example, Kinoshita and co-workers [6] have observed (using infrared imaging) that the typical
lateral spread of heat into adjacent tissue is sufficient to cause a temperature of over 60°C at radial
distances of up to 10 mm from the active electrode when an ultrasonic scalpel is used. Further, when
standard bipolar electro-coagulation instrumentation is used, the spread can be as large as 22 mm.
Clearly, the potential for severe collateral and iatrogenic injury is high with such systems unless power
levels are tailored to the specific procedure in hand and real time thermal imaging evidently represents a
powerful adjunct technology to aid this undertaking.

Whilst the applications mentioned thusfar relate to “open” surgical procedures requiring a surgical
incision to access the site of interest, thermal imaging can also be applied as a route to protocol optimization
for other less invasive procedures also. Perhaps the most important surgical application in this regime
involves laser therapy for various skin diseases/conditions. Application of the technique in this area is
discussed below.

33.6 Laser Applications in Dermatology

33.6.1 Overview

Infrared thermographic monitoring (ITM) has been successfully used in medicine for a number of years
and much of this has been documented by Prof. Francis Ring [http://www.medimaging.org/], who has
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FIGURE 33.4 (a) Mid-infrared thermogram taken at the instant an energized forceps (Ligasure LS1200 “Precise”) is
removed from the surgical scene after having conducted a seal on the bile duct. The hot tips of the forceps are clearly
evident in the infrared view (just left of center), as is the remnant hot-spot where the seal has occurred on the vessel.
By generating a linear region of interest (LROI) through the hot-spot, as indicated by the highlighted line in the figure,
it is possible to monitor the evolution of the hot-spot’s temperature in a quantitative fashion. (b) Thermal profile
corresponding to the LROI shown in (a). (¢) By tracking the temporal evolution of the LROL, it is possible to generate
a 3D plot of the thermal profile by simply stacking the individual profiles at each acquisition frame. In this instance the
cooling behavior of the hot-spot is clearly identified. Manual estimation of the thermal spread is most easily achieved
by resorting to the 2D contour plot of the thermal profile’s temporal evolution, as shown in (d). In this instance, the
maximal spread of the 45°C contours is measured as 4.28 mm. By subtracting the forcep “footprint” (2.5 mm for the
device shown) and dividing the result by 2, we arrive at the thermal spread for the device. The average thermal spread
(for 6 bile-duct sealing events) was 0.89 £ 0.35 mm.

established a database and archive within the Department of Computing at the University of Glamorgan,
UK, spanning over 30 years of ITM applications. Examples include monitoring abnormalities such as
malignancies, inflammation, and infection that cause localized increases in skin temperature, which show
as hot spots or as asymmetrical patterns in an infrared thermogram.

A recent medical example that has benefited by the intervention of ITM is the treatment by laser of
certain dermatological disorders. Advancements in laser technology have resulted in new portable laser
therapies, examples of which include the removal of vascular lesions (in particular Port Wine Stains
[PWS]), and also cosmetic enhancement approaches such as hair-(depilation) and wrinkle removal.

In these laser applications it is a common requirement to deliver laser energy uniformly without
overlapping of the beam spot to a sub-dermal target region, such as a blood vessel, but with the minimum
of collateral damage to the tissue locale. Temperature rise at the skin surface, and with this the threshold to
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burning/scarring is of critical importance for obvious reasons. Until recently, this type of therapy had not
yet benefited significantly from thermographic evaluation. However, with the introduction of the latest
generation thermal imaging systems, exhibiting the essential qualities of portability, high resolution, and
high sensitivity, significant inroads to laser therapy are beginning to be made.

Historically, lasers have been used in dermatology for some 40 years [25]. In recent years there have
been a number of significant developments particularly regarding the improved treatment of various skin
disorders most notably the removal of vascular lesions using dye lasers [8,12,15,17,19] and depilation
using ruby lasers [9,14,16]. Some of the general indicators as to why lasers are the preferred treatment of
choice are summarized in Table 33.1.

33.7 Laser-Tissue Interactions

The mechanisms involved in the interaction between light and tissue depend on the characteristics of
the impinging light and the targeted human tissue [24]. To appreciate these mechanisms the optical
properties of tissue must be known. It is necessary to determine the tissue reflectance, absorption, and
scattering properties as a function of wavelength. A simplified model of laser light interaction with the
skin is illustrated in Figure 33.5.

Recent work has shown that laser radiation can penetrate through the epidermis and basal structure to
be preferentially absorbed within the blood layers located in the lower dermis and subcutis. The process
is termed selective photothermolysis, and is the specific absorption of laser light by a target tissue in order
to eliminate that target without damaging surrounding tissue. For example, in the treatment of Port Wine

TABLE 33.1 Characteristics of Laser Therapy during and after Treatment

General indicators  Dye laser vascular lesions Ruby laser depilation
During treatment ~ Varying output parameters Varying output parameters
Portable Portable
Manual and scanned Manual and scanned
Selective destruction of target Selective destruction of target
chromophore (Haemoglobin) chromophore (melanin)
After treatment Slight bruising (purpura) Skin returns to normal coloring
(desired effect) (no bruising)
Skin retains its elasticity Skin retains surface markings
Skin initially needs to be protected Skin retains its ability to tan after
from UV and scratching exposure to ultraviolet light
Hair follicles are removed Hair removed
Basal
Skin surface Epidermis layer Lowerge@iiﬁl@gytis I Reflection
- \\ Dermal \
\ scattering \ + Epidermal scattering
/ \\ Basal layer Target vessel \ :
Stratum corneum ! absorption \ || Dermal scattering

Laser light |
|
Reflection Epidermal /
\ / /
\ / ; Target /
\\ / scattering absorption /
\ / . /

FIGURE 33.5 Passage of laser light within skin layers.

© 2006 by Taylor & Francis Group, LLC



Thermal Imaging in Surgery 33-9

—_
o
S

Oxyhaemoglobin
Absorption

-
o
w

Dye Laser

Absorption Coefficient cm™

107 1
Melanln. Ruby Laser
Absorption
101 p
400 500 600 700
Visible Light
Wavelength (nm)
FIGURE 33.6 Spectral absorption curves for human blood and melanin.
TABLE 33.2 Interaction Effects of Laser Light and Tissue
Effect Interaction
Photothermal
Photohyperthermia  Reversible damage of normal tissue (37-42°C)
Photothermolysis Loosening of membranes (odema), tissue welding (45—-60°C)
Photocoagulation Thermal-dynamic effects, micro-scale overheating
Photocarbonization Coagulation, necrosis (60-100°C)
Photovaporization Drying out, vaporization of water, carbonization (100-300°C)

Pyrolysis, vaporization of solid tissue matrix (>300°C)

Photochemical
Photochemotherapy Photodynamic therapy, black light therapy
Photoinduction Biostimulation
Photoionization
Photoablation Fast thermal explosion, optical breakdown, mechanical shockwave

Stains (PWS), a dye laser of wavelength 585 nm has been widely used [10] where the profusion of small
blood vessels that comprise the PWS are preferentially targeted at this wavelength. The spectral absorption
characteristics of light through human skin have been well established [7] and are replicated in Figure 33.6
for the two dominant factors: melanin and oxyhaemoglobin.

There are three types of laser/tissue interaction, namely: photothermal, photochemical, and protoion-
ization (Table 33.2), and the use of lasers on tissue results in a number of differing interactions including
photodisruption, photoablation, vaporization, and coagulation, as summarized in Figure 33.7.

The application of appropriate laser technology to medical problems depends on a number of laser
operating parameters including matching the optimum laser wavelength for the desired treatment. Some
typical applications and the desired wavelengths for usage are highlighted in Table 33.3.

33.8 Optimizing Laser Therapies

There are a number of challenges in optimizing laser therapy, mainly related to the laser parameters
of wavelength, energy density, and spot size. Combined with these are difficulties associated with poor
positioning of hand-held laser application that may result in uneven treatment [overlapping spots and/or
uneven coverage (stippling) of spots], excessive treatment times, and pain. Therefore, for enhanced
efficacy an improved understanding of the thermal effects of laser—tissue interaction benefits therapeutic
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FIGURE 33.7 Physiological characteristics of laser therapy. (From Thomas et al., 2002, Proceedings of SPIE, 1-4
April, Orlando, USA. With permission.)

TABLE 33.3 Laser Application in Dermatology

Laser Wavelength Treatment
(nm)
Flashlamp short-pulsed dye 510 Pigmented lesions, for example, freckles,
tattoos
Flashlamp long-pulsed dye 585 PWS in children, warts, hypertrophic scars
Ruby single-pulse or Q-switched 694 Depilation of hair
Alexandrite Q-switched 755 Multicolored tattoos, viral warts, depilation
Diode variable 805 Multicolored tattoos, viral warts
Neodymium yitrium aluminum 1064 Pigmented lesions; adult port-wine stains,
(Nd-YAG) Q-switched black/blue tattoos
Carbon dioxide continuous pulsed 10600 Tissue destruction, warts, tumors

approaches. Here, variables for consideration include:

1. Thermal effects of varying spot size.

2. Improved control of hand-held laser minimising overlapping and stippling.
3. Establishment of minimum gaps.

4. Validation of laser computer scanning.

Evaluation (Figure 33.8) was designed to elucidate whether or not measurements of the surface tem-
perature of the skin are reproducible when illuminated by nominally identical laser pulses. In this case
a 585 nm dye laser and a 694 nm ruby laser were used to place a number of pulses manually on tissue.
The energy emitted by the laser is highly repeatable. Care must be taken to ensure that both the laser
and radiometer position are kept constant and that the anatomical location used for the test had uniform
tissue pigmentation.

Figure 33.8 shows the maximum temperature for each of twenty shots fired on the forearm of a
representative Caucasian male with type 2 skin*. Maximum temperature varies between 48.90 and 48.10°C
representing a variance of 1°C (£0.45°C). This level of reproducibility is pleasing since it shows that,
despite the complex scenario, the radiometer is capable of repeatedly and accurately measuring surface
tissue temperatures. In practice the radiometer may be used to inform the operator when any accumulated
temperature has subsided allowing further treatment without exceeding some damage threshold.

Energy density is also an important laser parameter and can be varied to match the demands of the
application. It is normal in the discipline to measure energy density (fluence) in J/cm?. In treating vascular
lesions most utilize an energy density for therapy of 5 to 10 J/cm? [13]. The laser operator needs to be sure
that the energy density is uniform and does not contain hot-spots that may take the temperature above
the damage threshold inadvertently. Preliminary characterization of the spot with thermal imaging can
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FIGURE 33.8 Repeatability of initial maximum skin temperatures (°C) of two lasers with similar energy density but
different wavelengths.

then aid with fine tuning of the laser and reduce the possibility of excessive energy density and with that
the possibility of collateral damage.

33.9 Thermographic Results of Laser Positioning

During laser therapy the skin is treated with a number of spots, applied manually depending on the
anatomical location and required treatment. It has been found that spot size directly affects efficacy of
treatment. The wider the spot size the higher the surface temperature [22]. The type and severity of lesion
also determines the treatment required. Its color severity (dark to light) and its position on skin (raised
to level). Therefore the necessary treatment may require a number of passes of the laser over the skin. It
is therefore essential as part of the treatment that there is a physical separation between individual spots
so that:

1. The area is not over treated with overlapping spots that could otherwise result in local heating
effects from adjacent spots resulting in skin damage

2. The area is not under treated leaving stippled skin

3. The skin has cooled sufficiently before second or subsequent passes of the laser

Figure 33.9 shows two laser shots placed next to each other some 4 mm apart. The time between the
shots is 1 sec. There are no excessive temperatures evident and no apparent temperature build-up in the
gap. This result, which concurs with Lanigan [18], suggests a minimum physical separation of 5 mm
between all individual spot sizes.

The intention is to optimize the situation leading to a uniform therapeutic and aesthetic result without
either striping or thermal build-up. This is achieved by initially determining the skin color (Chromotest)
for optimum energy settings, followed by a patch test and subsequent treatment. Increasing the number
of spots to 3 with the 4 mm separation reveals a continuing trend, as shown in Figure 33.10. The gap
between the first two shots is now beginning to merge in the 2 sec period that has lapsed. The gap between
shots 2 and 3 remains clear and distinct and there are clearly visible thermal bands across the skin surface
of between 38-39 and 39-40°C. These experimental results supply valuable information to support the
development of both free-hand treatment and computer-controlled techniques.

33.10 Computerized Laser Scanning

Having established the parameters relating to laser spot positioning, the possibility of achieving reprodu-
cible laser coverage of a lesion by automatic scanning becomes a reality. This has potential advantages,
which include:

1. Accurate positioning of the spot with the correct spacing from the adjacent spots
2. Accurate timing allowing the placement at a certain location at the appropriate lapsed time
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FIGURE 33.9 Two-dye laser spots with a minimum of 4 mm separation (585 nm at 4.5 J/cm?, 5 mm spot).
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FIGURE 33.10 Three-dye laser spots, 2 sec apart with a 5 mm separation (585 nm at 5 J/cm?, 5 mm spot).

There are some disadvantages that include the need for additional equipment and regulatory approvals
for certain market sectors

A computerized scanning system has been developed [9] that illuminates the tissue in a pre-defined
pattern. Sequential pulses are not placed adjacent to an immediately preceding pulse thereby ensuring the
minimum of thermal build-up. Clement et al. [9] carried out a trial, illustrating treatment coverage using
a hand-held system compared to a controlled computer scanning system. Two adjacent areas (lower arm)
were selected and shaved. A marked hexagonal area was subjected to 19 shots using a hand-held system,
and an adjacent area of skin was treated with a scanner whose computer control is designed to uniformly
fill the area with exactly 19 shots. Such tests were repeated and the analyzed statistics showed that, on
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FIGURE 33.11 Sample sequences during computer laser scanning.

average, only 60% of area is covered by laser spots. The use of thermography allowed the validation and
optimization of this automated system in a way that was impossible without thermal imaging technology.
The following sequence of thermal images, Figure 33.11, captures the various stages of laser scanning of
the hand using a dye laser at 5.7 J/cm?. Thermography confirms that the spot temperature from individual
laser beams will merge and that both the positioning of spots and the time duration between spots dictate
the efficacy of treatment.

33.10.1 Case Study 1: Port Wine Stain

Vascular naevi are common and are present at birth or develop soon after. Superficial lesions are due to
capillary networks in the upper or mid dermis, but larger angiomas can be located in the lower dermis and
subcutis. An example of vascular naevi is the Port-Wine Stain (PWS) often present at birth, is an irregular
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TABLE 33.4 Vasculature Treatment Types

Treatment type Process Possible concerns
Camouflage Applying skin colored pigments to the Only a temporary measure and is very time
surface of the skin. Enhancement to this consuming. Efficacy dependant on flatter
technique is to tattoo skin colored inks into lesions
the upper layer of the lesion
Cryosurgery Involves applying super-cooled liquid May require several treatments
nitrogen to the lesion to destroy abnormal
vasculature
Excision Common place where the lesion is Not considered appropriate for purely
endangering vital body functions cosmetic reasons. Complex operation
resulting in a scar. Therefore, only
applicable to the proliferating
haemangioma lesion.
Radiation therapy ~Bombarding the lesion with radiation to Induced number of skin cancer in a small
destroy vasculature number of cases
Drug therapy Widely used administering steroids Risk of secondary complications affecting

bodily organs

red or purple macule which often affects one side of the face. Problems can arise if the naevus is located
close to the eye and some cases where a PWS involves the trigeminal nerve’s ophthalmic division may
have an associated intracranial vascular malformation known as Sturge Weber Syndrome. The treatment
of vascular naevi can be carried out a number of ways often dependent on the nature, type, anatomical
and severity of lesion location, as highlighted in Table 33.4.

A laser wavelength of 585 nm is preferentially absorbed by haemoglobin within the blood, but there is
partial absorption in the melanin rich basal layer in the epidermis. The objective is to thermally damage
the blood vessel, by elevating its temperature, while ensuring that the skin surface temperature is kept low.
For a typical blood vessel, the temperature—time graph appears similar to Figure 33.12. This suggests that
it is possible to selectively destroy the PWS blood vessels, by elevating them to a temperature in excess of
100°C, causing disruption to the small blood vessels, whilst maintaining a safe skin surface temperature.
This has been proven empirically via thermographic imaging with a laser pulsing protocol that was devised
and optimized on the strength of Monte-Carlo based models [26] of the heat dissipation processes [11].
The two-dimensional Cartesian thermal transport equation is:

VT2 4 Q(x, ) _ 19T

33.6
k o Ot ( )

where temperature T has both an implied spatial and temporal dependence and the volumetric source
term, Q(x, ), is obtained from the solution of the Monte-Carlo radiation transport problem [27].

33.10.2 Case Study 2: Laser Depilation

The 694 nm wavelength laser radiation is preferentially absorbed by melanin, which occurs in the basal
layer and particularly in the hair follicle base, which is the intended target using an oblique angle of laser
beam (see Figure 33.13). A Monte-Carlo analysis was performed in a similar manner to Case Study 1
above, where the target region in the dermis is the melanin rich base of the hair follicle. Figures 33.14a,b
show the temperature—time profiles for 10 and 20 Jcm? laser fluence [23]. These calculations suggest
that it is possible to thermally damage the melanin-rich follicle base whilst restricting the skin surface
temperature to values that cause no superficial damage. Preliminary clinical trials indicated that there is
indeed a beneficial effect, but the choice of laser parameters still required optimizing.

Thermographic analysis has proved indispensable in this work. Detailed thermometric analysis is
shown in Figure 33.15a. Analysis of this data shows that in this case, the surface temperature is raised to
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FIGURE 33.12 Typical temperatures for PWS problem, indicating thermal disruption of blood vessel, while skin
surface temperature remains low.
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FIGURE 33.13  Oblique laser illumination of hair follicle.

about 50°C. The thermogram also clearly shows the selective absorption in the melanin-dense hair. The
temperature of the hair is raised to over 207°C. This thermogram illustrates direct evidence for selective
wavelength absorption leading to cell necrosis. Further clinical trials have indicated a maximum fluence

of 15 Jcm? for type 111 caucasian skin. Figure 33.15b illustrates a typical thermographic image obtained
during the real-time monitoring.

33.11 Conclusions

The establishment, development, and consequential success of medical infrared thermographic (MIT)

intervention with laser therapy is primarily based on the understanding of the following, that are described
in more detail below:

1. Problem/condition to be monitored

2. Set-up and correct operation of infrared system (appropriate and validated training)
3. Appropriate conditions during the monitoring process
4. Evaluation of activity and development of standards and protocol
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FIGURE 33.14 (a) Temperature—time profiles at 10 J cm? ruby (694 nm), 800 usec laser pulse on caucasian skin
type I11. (b) Temperature—time profiles for 20 J cm? ruby (694 nm), 800 usec laser pulse on Caucasian skin type III.
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With reference to (1) above in the conclusions, the condition to be monitored, there needs to be a good
knowledge as to the physiological aspects of the desired medical process; in laser therapy an understanding
as to the mechanisms involved in laser—tissue interaction. A good reference source of current practice can
be found in the Handbook of Optical Biomedical Diagnostics, published by The International Society for
Optical Engineering (SPIE).

In this application fast data-capture (>50 Hz), good image quality (256 x 256 pixels), temperature
sensitivity, and repeatability were considered important and an Inframetrics SC1000 Focal Plane Array
Radiometer (3.4 to 5um, CMOS PtSi Cooled Detector) with a real-time data acquisition system (Dynam-
ite) was used. There are currently very fast systems available with data acquisition speeds in terms of
hundreds of Hertz with detectors that provide excellent image quality. In (2) the critical aspect is training
[21]. Currently, infrared equipment manufacturers design systems with multiple applications in mind.
This has resulted in many aspects of good practice and quality standards. This is one of the reasons why
industrial infrared thermography is so successful. This has not necessarily been the case in medicine.
However, it is worth noting that there are a number of good infrared training organizations throughout
the world, particularly in the United States. The advantages of adopting training organizations such as
these is that they have experience of training with reference to a very wide range and type of infrared
thermographic systems, in a number of different applications. This will help in the identification of the
optimum infrared technology. In (3) consideration as to the conditions surrounding the patient and the
room environment are important for optimum results. In the United Kingdom for example, Prof. Francis
Ring, University of Glamorgan has led the way in the development and standardizations of clinical infrared
practice [20]. Finally, (4) the evaluation of such practice is crucial if lessons are to be learnt and protocol
and standards are to emerge.

Infrared thermal imaging provides an important tool for optimizing energized surgical interventions
and facilitates validation of theoretical models of evolving temperature fields.
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34.1 The Importance of Temperature

Temperature is very important in all biological systems. Temperature influences the movement of atoms
and molecules and their rates of biochemical activity. Active biological life is, in general, restricted to
a temperature range of 0 to 45°C [1]. Cold-blooded organisms are generally restricted to habitats in
which the ambient temperature remains between 0 and 40°C. However, a variety of temperatures well
outside of this occurs on earth, and by developing the ability to maintain a constant body temperature,
warm-blooded animals; for example, birds, mammals, including humans have gained access to a greater
variety of habitats and environments [1].

With the application of common thermometers, elevation in the core temperature of the body became
the primary indicator for the diagnosis of fever. Wunderlich introduced fever measurements as a routine
procedure in Germany, in 1872. In 1930, Knaus inaugurated a method of basal temperature measurement,
achieving full medical acceptance in 1952. Today, it is customary in hospitals throughout the world to take
body temperature measurements on all patients [2].

The scientists of the first part of the 20th century used simple thermometers to study body temperat-
ures. Many of their findings have not been superseded, and are repeatedly confirmed by new investigators
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using new more advanced thermal measuring devices. In the last part of the 20th century, a new dis-
cipline termed “thermology” emerged as the study of surface body temperature in both health and in
disease [2].

34.2 The Skin and Skin-Surface Temperature Measurement

The skin is the outer covering of the body and contributes 10% of the body’s weight. Over 30% of the
body’s temperature-receptive elements are located within the skin. Most of the heat produced within
the body is dissipated by way of the skin, through radiation, evaporation, and conduction. The range of
ambient temperature for thermal comfort is relatively broad (20 to 25°C). Thermal comfort is dependent
upon humidity, wind velocity, clothing, and radiant temperature. Under normal conditions there is a
steady flow of heat from the inside of a human body to the outside environment. Skin temperature
distribution within specific anatomic regions; for example, the head vs. the foot, are diverse, varying by
as much as £15°C. Heat transport by convection to the skin surface depends on the rate of blood flow
through the skin, which is also variable. In the trunk region of the body, blood flow varies by a factor of
7; at the foot, blood flow varies by a factor of 30; while at the fingers, it can vary by a factor of 600 [3].

It appears that measurements of body (core) temperatures and skin (surface) temperature may well
be strong physiologic markers indicating health or disease. In addition, skin (surface) temperature values
appear to be unique for specific anatomic regions of the body.

34.3 Two Common Types of Body Temperature
Measurements

There are two common types of body temperature measurements that are made and utilized as diagnostic
indicators.

1. The Measurement of Body Core Temperature. The normal core temperature of the human body
remains within a range of 36.0 to 37.5°C [1]. The constancy of human core temperature is main-
tained by a large number of complex regulatory mechanisms [3]. Body core temperatures are easily
measured orally (or anally) with contacting temperature devices including: manual or digital ther-
mometers, thermistors, thermocouples, and even layers of liquid temperature sensitive crystals,
etc. [4-6].

2. The Measurement of Body Surface Temperature. While body core temperature is very easy to measure,
the body’s skin surface temperature is very difficult to measure. Any device that is required to make
contact with the skin cannot measure the body’s skin surface temperature reliably. Since skin has a
relatively low heat capacity and poor lateral heat conductance, skin temperature is likely to change
on contact with a cooler or warmer object [2]. Therefore, an indirect method of obtaining skin
surface temperature is required, a common thermometer on the skin, for example, will not work.

Probably the first research efforts that pointed out the diagnostic importance of the infrared emission
of human skin and thus initiated the modern era of thermometry were the studies of Hardy in 1934 [7,8].
However, it took 30 years for modern thermometry to be applied in laboratories around the world. To
conduct noncontact thermography of the human skin in a clinical setting, an advanced computerized
infrared imaging system is required. Consequently, clinical thermography required the advent of micro-
computers developed in the late 1960s and early 1970s. These sophisticated electronic systems employed
advanced microtechnology, requiring large research and development costs.

Current clinical thermography units use single detector infrared cameras. These work as follows:
infrared radiation emitted by the skin surface enters the lens of the camera, passes through a number of
rapidly spinning prisms (or mirrors), which reflect the infrared radiation emitted from different parts
of the field of view onto the infrared sensor. The sensor converts the reflected infrared radiation into
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electrical signals. An amplifier receives the electric signals from the sensor and boosts them to electric
potential signals of a few volts that can be converted into digital values. These values are then fed into a
computer. The computer uses this input, together with the timing information from the rotating mirrors,
to reconstruct a digitized thermal image from the temperature values of each small area within the field of
observation. These digitized images are easily viewed and can be analyzed using computer software and
stored on a computer disk for later reference.

34.4 Diagnostic Applications of Thermography

In 1987, the International Bibliography of Medical Thermology was published and included more than
3000 cited publications on the medical use of thermography, including applications for anesthesiology,
breast disease, cancer, dermatology, gastrointestinal disorders, gynecology, urology, headache, immun-
ology, musculoskeletal disorders, neurology, neurosurgery, ophthalmology, otolaryngology, pediatrics,
pharmacology, physiology, pulmonary disorders, rheumatology, sports medicine, general surgery, plastic
and reconstructive surgery, thyroid, cardiovascular and cerebrovascular, vascular problems, and veterinary
medicine [9]. In addition, changes in human skin temperature has been reported in conditions involving
the orofacial complex, as related to dentistry, such as the temporomandibular joint [10-25], and nerve
damage and repair following common oral surgery [25-27]. Thermography has been shown not to be
useful in the assessment of periapical granuloma [28]. Reports of dedicated controlled facial skin temper-
ature studies of the orofacial complex are limited, but follow findings consistent with other areas of the
body [29,30].

34.5 The Normal Infrared Facial Thermography

The pattern of heat dissipation over the skin of the human body is normally symmetrical and this
includes the human face. It has been shown that in normal subjects, the difference in skin temperature
from side-to-side on the human body is small, about 0.2°C [31]. Heat emission is directly related to
cutaneous vascular activity, yielding enhanced heat output on vasodilatation and reduced heat output on
vasoconstriction. Infrared thermography of the face has promise, therefore, as a harmless, noninvasive,
diagnostic technique that may help to differentiate selected diagnostic problems. The literature reports
that during clinical studies of facial skin temperature a significant difference between the absolute facial
skin temperatures of men vs. women was observed [32]. Men were found to have higher temperatures
over all 25 anatomic areas measured on the face (e.g., the orbit, the upper lip, the lower lip, the chin, the
cheek, the TM], etc.) than women. The basal metabolic rate for a normal 30-year-old male, 1.7 m tall
(5 ft, 7 in.), weighing 64 kg (141 lbs), who has a surface area of approximately 1.6 m?, is approximately 80
W; therefore, he dissipates about 50 W/m? of heat [33]. On the other hand, the basal metabolic rate of a
30-year-old female, 1.6 m tall (5 ft, 3 in.), weighing 54 kg (119 Ibs), with a surface area of 1.4 m?, is about
63 W, so that she dissipates about 41 W/m? of heat [33,34]. Assuming that there are no other relevant
differences between males and females, women’s skin is expected to be cooler, since less heat is lost per
unit (per area of body surface). Body heat dissipation through the face follows this prediction. In addition
to the effect of gender on facial temperature, there are indications that age and ethnicity may also affect
facial temperature [32].

When observing patients undergoing facial thermography, there seems to be a direct correlation between
vasoactivity and pain, which might be expected since both are neurogenic processes. Differences in facial
skin temperature, for example, asymptomatic adult subjects (low temperatures differences) and adult
patients with various facial pain syndromes (high temperature differences) may prove to be a useful cri-
terion for the diagnosis of many conditions [35]. Right- vs. left-side temperature differences (termed: delta
T or AT) between many specific facial regions in normal subjects were shown to be low (<0.3°C) [40],
while similar AT values were found to be high (>0.5°C) in a variety of disorders related to dentistry [35].
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34.6 Abnormal Facial Conditions Demonstrated with
Infrared Facial Thermography

34.6.1 Assessing Temporomandibular Joint (TMJ) Disorders with
Infrared Thermography

It has been shown that normal subjects have symmetrical thermal patterns over the TM]J regions of
their face. Normal subjects had AT values of 0.1°C (£0.1°C) [32,36]. On the other hand, TMJ pain
patients were found to have asymmetrical thermal patterns, with increased temperatures over the affected
TM]J region, with AT values of +0.4°C (£0.2°C) [37]. Specifically, painful TM] patients with internal
derangement and painful TM] osteoarthritis were both found to have asymmetrical thermal patterns
and increased temperatures over the affected TMJ, with mean area TM] AT of 40.4°C (£0.2°C) [22,24].
In other words, the correlation between TM] pain and hyper perfusion of the region seems to be independ-
ent of the etiology of the TMJ disorder (osteoarthritis vs. internal derangement). In addition, a study of
mild-to-moderate TMD (temporomandibular joint dysfunction) patients indicated that area AT values
correlated with the level of the patient’s pain symptoms [38]. And a more recent double-blinded clinical
study compared active orthodontic patients vs. TMD patients vs. asymptomatic TMJ controls, and showed
average AT values of +0.2, 40.4, and +0.1°C; for these three groups respectively. This study showed that
thermography could distinguish between patients undergoing active orthodontic treatment and patients
with TMD [39].

34.6.2 Assessing Inferior Alveolar Nerve (IAN) Deficit with
Infrared Thermography

The thermal imaging of the chin has been shown to be an effective method for assessing inferior alveolar
nerve deficit [40]. Whereas normal subjects (those without inferior alveolar nerve deficit) show a symmet-
rical thermal pattern, (AT of +0.1°C [£0.1°C]); patients with inferior alveolar nerve deficit had elevated
temperature in the mental region of their chin (AT of +0.5°C [£0.2°C]) on the affected side [41]. The
observed vasodilatation seems to be due to blockage of the vascular neuronal vasoconstrictive messages,
since the same effect on the thermological pattern could be invoked in normal subjects by temporary
blockage of the inferior alveolar nerve, using a 2% lidocaine nerve block injection [42].

34.6.3 Assessing Carotid Occlusal Disease with Infrared Thermography

The thermal imaging of the face, especially around the orbits, has been shown to be an effective method
for assessing carotid occlusal disease. Cerebrovascular accident (CVA), also called stroke, is well known as
a major cause of death. The most common cause of stroke is atherosclerosotic plaques forming emboli,
which travel within vascular blood channels, lodging in the brain, obstructing the brain’s blood supply,
resulting in a cerebral vascular accident (or stroke). The most common origin for emboli is located
in the lateral region of the neck where the common carotid artery bifurcates into the internal and the
external carotid arteries [43,44]. It has been well documented that intraluminal carotid plaques, which
both restrict and reduce blood flow, result in decreased facial skin temperature [43-54]. Thermography
has demonstrated the ability to detect a reduction of 30% (or more) of blood flow within the carotid
arteries [55]. Thermography shows promise as an inexpensive painless screening test of asymptomatic
elderly adults at risk for the possibility of stroke. However, more clinical studies are required before
thermography may be accepted for routine application in screening toward preventing stroke [55,56].

34.6.4 Additional Applications of Infrared Thermography

Recent clinical studies assessed the application of thermography on patients with chronic facial pain (oro-
facial pain of greater than 4 month’s duration). Thermography classified patients as being “normal” when
selected anatomic AT values ranged from 0.0 to £0.25°C, and “hot” when AT values were >4-0.35°C,
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and “cold” when area AT values were <—0.35°C. The study population consisted of 164 dental pain
patients and 164 matched (control) subjects. This prospective, matched study determined that subjects
classified with “hot” thermographs had the clinical diagnosis of (1) sympathetically maintained pain, (2)
peripheral nerve-mediated pain, (3) TMJ arthropathy, or (4) acute maxillary sinusitis. Subjects classified
with “cold” areas on their thermographs were found to have the clinical diagnosis of (1) peripheral nerve-
mediated pain, or (2) sympathetically independent pain. Subjects classified with “normal” thermographs
included patients with the clinical diagnosis of (1) cracked tooth syndrome, (2) trigeminal neuralgia, (3)
pretrigeminal neuralgia, or (4) psychogenic facial pain. This new system of thermal classification resulted
in 92% (301 or 328) agreement in classifying pain patients vs. their matched controls. In brief, AT has
been shown to be within £0.4°C in normal subjects, while showing values greater than +0.7°C and less
than —0.6° C in abnormal facial pain patients [10], making “AT” an important diagnostic parameter in
the assessment of orofacial pain [35].

34.6.5 Future Advances in Infrared Imaging

Over the last 20 years there have been additional reports in the dental literature giving promise to new and
varied applications of infrared thermography [57-63]. While, infrared thermography is promising, the
future holds even greater potential for temperature measurement as a diagnostic tool, the most promising
being termed dynamic area telethermometry (DAT) [64,65]. Newly developed DAT promises to become a
new more advanced tool providing quantitative information on the thermoregulatory frequencies (TRFs)
manifested in the modulation of skin temperature [66]. Whereas the static thermographic studies dis-
cussed above demonstrate local vasodilatation or vasoconstriction, DAT can identify the mechanism of
thermoregulatory frequencies and thus it is expected, in the future, to significantly improve differential
diagnosis [66].

In summary, the science of thermology, including static thermography, and soon to be followed by DAT,
appears to have great promise as an important diagnostic tool in the assessment of orofacial health and
disease.
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35.1 Historical Perspective

In the mid-1960s and early 1970s, several studies were published indicating the value of IR (infrared)
thermography in veterinary medicine [1-3]. In the 1965 research of Delahanty and George [2], the
thermographic images required at least 6 min to produce a thermogram, a lengthy period of time during
which the veterinarian had to keep the horse still while the scan was completed. This disadvantage was
overcome by the development of high speed scanners using rotating IR prisms which then could produce
instantaneous thermograms.

Stromberg [4-6] and Stromberg and Norberg [7] used thermography to diagnose inflammatory changes
of the superficial digital flexor tendons in race horses. With thermography, they were able to document
and detect early inflammation of the tendon, 1 to 2 weeks prior to the detection of lameness using clinical
examination. They suggested that thermography could be used for early signs of pending lameness and it
could be used for preventive measures to rest and treat race horses before severe lameness became obvious
on physical examination.

In 1970, the Horse Protection Act was passed by the United States Congress to ban the use of chemical or
mechanical means of “soring” horses. It was difficult to enforce this act because of the difficulty in obtaining
measurable and recordable proof of violations. In 1975, Nelson and Osheim [8] documented that soring
caused by chemical or mechanical means on the horse’s digit could be diagnosed as having a definite
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abnormal characteristic IR emission pattern in the affected areas of the limb. Even though thermography
at that time became the technique of choice for the detection of soring, normal thermography patterns
in horses were not known. This prompted the USDA to fund research for the uses of thermography in
veterinary medicine.

Purohit et al. [9] established a protocol for obtaining normal thermographic patterns of the horses’
limbs and other parts of the body. This protocol was regularly used for early detection of acute and chronic
inflammatory conditions in horses and other animal species. Studies at Auburn University vet school used
an AGA 680 liquid cooled thermography system that had a black and white and an accessory color display
units that allows the operator to assign the array of ten isotherms to temperature increments from 0.2
to 10.0°C. Images were captured within seconds rather than the 6 min required for earlier machines. In
veterinary studies at Auburn University, the thermographic isotherms were imaged with nine colors and
white assigned to each isotherm that varied in temperature between either 0.5 or 1.0°C.

In a subsequent study, Purohit and McCoy [10] established normal thermal patterns (temperature and
gradients) of the horse, with special attention directed towards thoracic and pelvic limbs. Thermograms of
various parts of the body were obtained 30 min before and after the exercise for each horse. Thermographic
examination was also repeated for each horse on six different days. Thermal patterns and gradients were
similar in all horses studied with a high degree of right to left symmetry in IR emission.

At the same time, Turner et al. [11] investigated the influence of the hair coat and hair clipping. This
study demonstrated that the clipped leg was always warmer. After exercise, both clipped and unclipped
legs had similar increases in temperature. The thermal patterns and gradients were not altered by clipping
and/or exercise [10,11]. This indicated that clipping hair in horses with even hair coats was not necessary
for thermographic evaluation. However, in some areas where the hair is long hair and not uniform,
clipping may be required. Recently, concerns related to hair coat, thermographic imaging, and temperature
regulation were investigated in llamas exposed to the hot humid conditions of the southeast [12]. While
much of the veterinary research has focused on the thermographic imaging as a diagnostic tool, this study
expanded its use into the problems of thermoregulation in various non endemic species.

Current camera technology has improved scanning capabilities that are combined with computer-
assisted software programs. This new technology provides the practitioner with numerous options for
image analysis, several hundred isotherms capable of capturing temperature differences in the hundredths
of a degree Celsius, and better image quality. Miniaturized electronics have reduced the size of the
units, allowing some systems to be housed in portable hand-held units. With lower cost of equipment,
more thermographic equipment are being utilized in human and animal veterinary medicine and basic
physiology studies.

It was obvious from initial studies by several authors that standards needed to be established for
obtaining reliable thermograms in different animal species. The variations in core temperature and
differences in the thermoregulatory mechanism responses between species emphasizes the importance of
individually established norms for thermographic imagery.

A further challenge in veterinary medicine may occur when animal patient care may necessitate outdoor
imaging.

35.2 Standards for Reliable Thermograms

Thermography provides an accurate, quantifiable, noncontact, noninvasive measure and map of skin
surface temperatures. Skin surface temperatures are variable and change according to blood flow regulation
to the skin surface. As such, IR thermography practitioner must be aware of the internal and external
influences that alter this dynamic process of skin blood flow and temperature regulation. While imaging
equipment can vary widely in price, these differences are often reflective of the wave-length capturing
capability of the detectors and adjunct software that can aid in image analysis. The thermographer needs
to understand the limitations of their IR system in order to make appropriate interpretations of their
data. There have been some published studies that have not adhered to reliable standards and equipment
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prerequisites, thereby detracting from the acceptance of thermography as a valuable research and clinical
technique. In some cases a simple cause—effect relationship was assumed to demonstrate the diagnosis of
a disease or syndrome based on thermal responses as captured by thermographic images.

Internal and external factors have a significant effect on the skin surface temperature. Therefore, the use
of thermography to evaluate skin surface thermal patterns and gradient requires an understanding of the
dynamic changes which occur in blood flow at systemic, peripheral, regional, and local levels [9,10]. Thus,
to enhance the diagnostic value of thermography, we recommend the following standards for veterinary
medical imaging:

1. The environmental factors which interfere with the quality of thermography should be minimized.
The room temperature should be maintained between 21 and 26°C. Slight variations in some
cases may be acceptable, but room temperature should always be cooler than the animal’s body
temperature and free from air drafts.

2. Thermograms obtained outdoors under conditions of direct air drafts, sunlight, and extreme
variations in temperature may provide unreliable thermograms in which thermal patterns are
altered. Such observations are meaningless as a diagnostic tool.

3. When an animal is brought into a temperature controlled room, it should be equilibrated at least
20 min or more, depending on the external temperature from which the animal was transported.
Animals transported from extreme hot or cold environments may require up to 60 min of equi-
libration time. Equilibration time is adequate when the thermal temperatures and patterns are
consistently maintained over several minutes.

4. Other factors affecting the quality of thermograms are exercise, sweating, body position and angle,
body covering, systemic and topical medications, regional and local blocks, sedatives, tranquilizers,
anesthetics, vasoactive drugs, skin lesions such as scars, surgically altered areas, etc. As stated prior,
the hair coat may be an issue with uneven hair length or a thick coat.

5. Itis recommended that the infrared imaging should be performed using an electronic non contact
cooled system. The use of long wave detectors is preferable.

The value of thermography is demonstrated by the sensitivity to changes in heat on the skin surface and
its ability to detect temporal and spatial changes in thermal skin responses that corresponds to temporal
and spatial changes in blood flow. Therefore, it is important to have well documented normal thermal
patterns and gradients in all species under controlled environments prior to making any claims or detecting
pathological conditions.

35.3 Dermatome Patterns of Horses and Other Animal Species

Certain chronic and acute painful conditions associated with peripheral neurovascular and neuromuscular
injuries are easy to confuse with spinal injuries associated with cervical, thoracic, and lumbar-sacral areas
[13,14]. Similarly, inflammatory conditions such as osteoarthritis, tendonitis, and other associated con-
ditions may also be confused with other neurovascular conditions. Thus, studies have been done over the
last 25 years at Auburn University to map cutaneous and differentiate the sensory-sympathetic dermatome
patterns of cervical, thoracic, and lumbosacral regions in horses [13,14]. Infrared thermography was used
to map the sensory-sympathetic dermatome in horses. The dorsal or ventral spinal nerve(s) were blocked
with 0.5% of mepevacine as a local anesthetic. The sensory sympathetic spinal nerve block produced two
effects. First, blocking the sympathetic portion of the spinal nerve caused increased thermal patterns and
produced sweating of the affected areas. Second, the areas of insensitivity produced by the sensory portion
of the block were mapped and compared with the thermal patterns. The areas of insensitivity were found
to correlate with the sympathetic innervations.

Thermography was used to provide thermal patterns of various dermatome areas from cervical areas
to epidural areas in horses. Clinical cases of cervical area nerve compression provided cooler thermal
patterns, away from the site of injuries. In cases of acute injuries, associated thermal patterns were warmer
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than normal cases at the site of the injury. Elucidation of dermatomal (thermatom) patterns provided
location for spinal injuries for the diagnosis of back injuries in horses. Similarly, in a case of a dog where
the neck injury (subluxation of atlanto-axis) the diagnosis was determined by abnormal thermal patterns
and gradients.

35.4 Peripheral Neurovascular Thermography

When there are alterations in skin surface temperature, it may be difficult to distinguish and diagnose
between nerve and vascular injuries. The cutaneous circulation is under sympathetic vasomotor control.
Peripheral nerve injuries and nerve compression can result in skin surface vascular changes that can
be detected thermographically. It is well known that inflammation and nerve irritation may result in
vasoconstriction causing cooler thermograms in the afflicted areas. Transection of a nerve and/or nerve
damage to the extent that there is a loss of nerve conduction results in a loss in sympathetic tone which
causes vasodilation indicated by an increase in the thermogram temperature. Of course, this simple
rationale is more complicated with different types of nerve injuries (neuropraxia, axonotomesis, and
neurotmesis). Furthermore, lack of characterization of the extent and duration of injuries may make
thermographic interpretation difficult.

Studies were done on horses and other animal species to show that if thermographic examination is
performed properly under controlled conditions, it can provide an accurate diagnosis of neurovascu-
lar injuries. The rationale for a neurovascular clinical diagnosis is provided in the following Horner’s
Syndrome case.

35.4.1 Horner’s Syndrome

In four horses, Horner’s Syndrome was also induced by transaction of vagosympathetic trunk on either
left or right side of the neck [15]. Facial thermograms of a case of Horner’s Syndrome were done 15 min
before and after the exercise. Sympathetic may cause the affected side to be warm by 2-3°C more than
the non-transected side. This increased temperature after denervation is reflective of an increase in blood
flow due to vasodilation in the denervated areas [15, 16]. The increased thermal patterns on the affected
side were present up to 612 weeks. In about 2—4 months, neurotraumatized side blood flow readjusted to
the local demand of circulation. Thermography of both non-neuroectomized and neuroectomized sides
looked similar and normal [16]. In some cases, this readjustment took place as early as five days and it
was difficult to distinguish the affected side. The intravenous injection of 1 mg of epinephrine in a 1000 Ib
horse caused an increase in thermal patterns on the denervated side, the same as indicating the presence of
Horner’s Syndrome. Administration of IV acetyl promazine (30 mg/1000 1b horse) showed increased heat
(thermal pattern) on the normal non-neuroectomized side, whereas acetylpromazine had no effect on the
neurectomized side. Alpha-blocking drug acetylpromazine caused vasodilation and increased blood flow
to normal non-neurectomized side, whereas no effect was seen in the affected neurectomized side due to
the lack of sympathetic innervation [16-18].

35.4.2 Neurectomies

Thermographic evaluation of the thoracic (front) and pelvic (back) limbs were done before and after
performing digital neurectomies in several horses. After posterior digital neurectomy there were significant
increases in heat in the areas supplied by the nerves [17]. Within 3-6 weeks, readjustment of local
blood flow occurred in the neurectomized areas, and it was difficult to differentiate between the non-
neurectomized and the neurectomized areas. Ten minutes after administration of 0.06 mg/kg I'V injection
of acetylpromazine, a 2-3°C increase in heat was noted in normal non-neurectomized areas, whereas the
neurectomized areas of the opposite limb were not affected.
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35.4.3 Vascular Injuries

Thermography has been efficacious in the diagnosis of vascular diseases. It has been shown that the
localized reduction of blood flow occurs in the horse with navicular disease [11]. This effect was more
obvious on thermograms obtained after exercise than before exercise. Normally, 15-20 min of exercise will
increase skin surface temperature by 2-2.5°C in horses [10,11]. In cases of arterial occlusion, the area distal
to the occlusion in the horses’ limb shows cooler thermograms. The effects of exercise or administration of
alpha-blocking drugs like acetylpromazine causes increased blood flow to peripheral circulation in normal
areas with intact vascular and sympathetic responses [17,18]. Thus, obtaining thermograms either after
exercise or after administration of alpha-blocking drugs like acetylpromazine provides prognostic value
for diagnosis of adequate collateral circulation. Therefore, the use of skin temperature as a measure of
skin perfusion merits consideration for peripheral vascular flow, perfusion, despite some physical and
physiological limitations, which are inherent in methodology [19].

Furthermore, interference with the peripheral vascular blood flow can result from neurogenic inhib-
ition, vascular occlusion, and occlusion as a result of inflammatory vascular compression. Neurogenic
inhibition can be diagnosed through the administration of alpha-blocking drugs which provide an increase
in blood flow. Vascular impairment may also be associated with local injuries (inflammation, edema, swell-
ing, etc.) which may provide localized cooler or hotter thermograms. Thus, evaluation using thermography
should note the physical state and site of the injury.

35.5 Musculoskeletal Injuries

Thermography has been used in the clinical and subclinical cases of osteoarthritis, tendonitis, navicular
disease, and other injuries such as sprains, stress fractures, and shin splints [10,11,20,21]. In some cases
thermal abnormalities may be detected two weeks prior to the onset of clinical signs of lameness in horses,
especially in the case of joint disease [21], tendonitis [10], and navicular problems [11,20].

Osteoarthritis is a severe joint disease in horses. Normally, diagnosis is made by clinical examination
and radiographic evaluation. Radiography detects the problem after deterioration of the joint surface has
taken place. Clinical evaluation is only done when horses show physical abnormalities in their gait due to
pain. An early sign of osteoarthritis is inflammation, which can be detected by thermography prior to it
becoming obvious on radiograms [21].

In studies of standard bred race horses, the effected tarsus joint can demonstrate abnormal thermal
patterns indicating inflammation in the joint two to three weeks prior to radiographic diagnosis [21].
The abnormal thermograms obtained in this study were more distinct after exercise than before exercise.
Thus, thermography provided a subclinical diagnosis of osteoarthritis in this study.

Thermography was used to evaluate the efficacy of corticosteroid therapy in amphotericine-B induced
arthritis in ponies [22]. The intra-articular injection of 100 mg of methylprednisolone acetate was effective
in alleviating the clinical signs of lameness and pain. It is important to note that when compared with
clinical signs of non-treated arthritis, it was difficult to differentiate increased thermal patterns between
corticosteroid treated vs. non-treated, arthritis-induced joints. However, corticosteroid therapy did not
decrease the healing time of intercarpal arthritis, whereas corticosteroid therapy did decrease the time for
return to normal thermographic patterns for tibiotarsal joints. In this study, thermography was useful in
detecting inflammation in the absence of clinical signs of pain in corticosteroid treated joints and aiding
the evaluation of the healing processes in amphotericin B-induced arthritis [22].

The chronic and acute pain associated with neuromuscular conditions can also be diagnosed by this
technique. In cases where no definitive diagnosis can be made using physical examination and x-rays,
thermography has been efficacious for early diagnosis of soft tissue injuries [10,23]. The conditions such
as subsolar abscesses, laminitis, and other leg lameness can be easily differentiated using thermography
[10,11]. We have used thermography for quantitative and qualitative evaluation of anti-inflammatory
drugs such as phenylbutazone in the treatment of physical or chemically induced inflammation. The most
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useful application of thermography in veterinary medicine and surgery has been to aid early detection of
an acute and chronic inflammatory process.

35.6 Thermography of the Testes and Scrotum in
Mammalian Species

The testicular temperature of most mammalian species must be below body temperature for normal
spermatogenesis. The testes of most domestic mammalian species migrates out of the abdomen and are
retained in the scrotum, which provides the appropriate thermal environment for normal spermatogen-
esis [24,25]. The testicular arterial and venous structure is such that arterial coils are enmeshed in the
pampiniform plexus of the testicular veins, which provides a counter current heating regulating mechan-
ism by which arterial blood entering the testes is cooled by the venous blood leaving the testes [24,25]. In
the ram, the temperature of the blood in the testicular artery decreases by 4°C from the external inguinal
ring to the surface of the testes. Thus, to function effectively, the mammalian testes are maintained at a
lower temperature.

Purohit [26,27] used thermography to establish normal thermal patterns and gradients of the scrotum
in bulls, stallions, bucks, dogs, and llamas. The normal thermal patterns of the scrotum in all species
studied is characterized by right to left symmetrical patterns, with a constant decrease in the thermal
gradients from the base to the apex. In bulls, bucks, and stallions, a thermal gradient of 4-6°C from
the base to apex with concentric hands signifies normal patterns. Inflammation of one testicle increased
ipsilateral scrotal temperatures of 2.5-3°C [26,28] If both testes were inflamed, there was an overall
increase of 2.5-3°C temperature and a reduction in temperature gradient was noted.

Testicular degeneration could be acute or chronic. In chronic testicular degeneration with fibrosis, there
was a loss of temperature gradient, loss of concentric thermal patterns, and some areas were cooler than
others with no consistent patterns [26]. Reversibility of degenerative changes depends upon the severity
and duration of the trauma. The infrared thermal gradients and patterns in dogs [27] and llamas [27,29]
are unique to their own species and the patterns are different from that of the bull and buck.

Thermography has also been used in humans, indicating a normal thermal pattern which is char-
acterized by symmetric and constant temperatures between 32.5 and 34.5°C [30-33]. Increased scrotal
infrared emissions were associated with intrascrotal tumor, acute and chronic inflammation, and varico-
celes [34,35]. Thermography has been efficacious for early diagnosis of acute and/or chronic testicular
degeneration in humans and many animal species. The disruption of the normal thermal patterns of the
scrotum is directly related to testicular degeneration. The testicular degeneration may cause transient or
permanent infertility in the male. It is well established that increases in scrotal temperature above normal
causes disruption of spermatogenesis, affects sperm maturation, and contributes toward subfertile or
infertile semen quality. Early diagnosis of pending infertility has a significant impact on economy and
reproduction in animals.

35.7 Conclusions

The value of thermography can only be realized if it is used properly. All species studied thus far have
provided remarkable bilateral symmetrical patterns of infrared emission. The high degree of right-to-left
symmetry provides a valuable asset in diagnosis of unilateral problems associated with various inflam-
matory disorders. On the other hand, bilateral problems can be diagnosed due to changes in thermal
gradient and/or overall increase or decrease of temperature, away from the normal established thermal
patterns in a given area of the body. Various areas of the body on the same side have normal patterns
and gradients. This can be used to diagnose a change in gradient patterns. Alteration in normal thermal
patterns and gradients indicates a thermal pathology. If thermal abnormalities are evaluated carefully,
early diagnosis can be made, even prior to the appearance of clinical signs of joint disease, tendonitis, and
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various musculoskeletal problems in various animal species. Thermography can be used as a screening
device for early detection of an impending problem, allowing veterinarian institute treatment before the
problem becomes more serious. During the healing process post surgery, animals may appear physically
sound. Thermography can be used as a diagnostic aid in assessing the healing processes. In equine sports
medicine, thermography can be used on a regular basis for screening to prevent severe injuries to the
horse. Early detection and treatment can prevent financial losses associated with delayed diagnosis and
treatment.

The efficacy of non contact electronic infrared thermography has been demonstrated in numerous
clinical settings and research studies as a diagnostic tool for veterinary medicine. It has had a strong
impact on veterinary medical practice and thermal physiology where accurate skin temperatures need to
be assessed under normal conditions, disease pathologies, injuries, and thermal stress. The importance
of infrared thermography as a research tool cannot be understated for improving the medical care of
animals and for the contributions made through animal research models that improve our understanding
of human structures and functions.
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36.1 Introduction

Infra red thermal imaging has been used in medicine since the early 1960s. Working groups within the
European Thermographic Association (now European Association of Thermology) produced the first
publications on standardization of thermal imaging in 1978 [1] and 1979 [2]. However, Collins and
Ring established already in 1974 a quantitative thermal index [3], which was modified in Germany by
J.-M. Engel in 1978 [4]. Both indices opened the field of quantitative evaluation of medical thermography.

Further recommendations for standardization appeared in 1983 [5] and 1984, the later related to
essential techniques for the use of thermography in clinical drug trials [6]. J.-M. Engel published a booklet
entitled “Standardized thermographic investigations in rheumatology and guideline for evaluation” in
1984 [7]. The author presented his ideas for standardization of image recording and assessment including
some normal values for wrist, knee, and ankle joints. Engel’s measurements of knee temperatures were
first published in 1978 [4]. Normal temperature values of the lateral elbow, dorsal hands, anterior knee,
lateral and medial malleolus and the 1st metatarsal joint were published by Collins in 1976 [8].

The American Academy of Thermology published technical guidelines in 1986 including some recom-
mendations for thermographic examinations [9]. However, the American authors concentrated on
determining the symmetry of temperature distribution rather than the normal temperature values of
particular body regions. Uematsu in 1985 [10] and Goodman, 1986 [11] published the side to side vari-
ations of surface temperatures of the human body. These symmetry data were confirmed by E.F. Ring for
the lower leg in 1986 [12].

36-1
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In Japan, medical thermal imaging has been an accepted diagnostic procedure since 1981 [13]. Recom-
mendations for the analysis of neuromuscular thermograms were published by Fujimasa et al. in 1986 [14].
Five years later more detailed proposals for the thermal image based analysis of physiological functions
were published in Biomedical Thermology [15], the official journal of the Japanese Society of thermology.
This paper was the result of a workshop on clinical thermography criteria.

Recently, the thermography societies in Korea have published a book, which summarizes in 270 pages
general standards for imaging recording and interpretation of thermal images in various diseases [16].

As the relationship between skin blood flow and body surface temperature has been obvious from
the initial use of thermal imaging in medicine, quantitative assessments were developed at an early stage.
E.F. Ring developed a thermographic index for the assessment of ischemia in 1980, that was originally used
for patients suffering from Raynauds’ disease [17]. The European Association of Thermology published
a statement in 1988 on the subject of Raynaud’s Phenomenon [18]. Normal values for recovering after
a cold challenge have been published since 1976 [19,20]. A range of temperatures were applied in this
thermal challenge test, the technique was reviewed by E.F. Ring in 1997 [21].

An overview of recommendations gathered from, The Japanese Society of Biomedical Thermology and
the European Association of Thermology was collated and published by Clark and Goff in 1997 [22]. This
paper is based on the practical implications of the foregoing papers taken from the perspective of the
modern thermal imaging systems available to medicine.

Finally, a project at the University of Glamorgan, aims to create an atlas of normal thermal images
of healthy subjects [23]. This study, started in 2001, has generated a number of questions related to the
influence of body positions on accuracy and precision of measurements from thermal images [24,25].

36.2 Definition of Thermal Imaging

Thermal imaging is regarded as a technique for temperature measurements based on the infrared radi-
ation from objects. Unlike images created by x-rays or proton activation through magnetic resonance,
thermal imaging is not related to morphology. The technique provides only a map of the distribution of
temperatures on the surface of the object imaged.

Whenever infrared thermal imaging is considered as a method for measurement, the technique must
meet all criteria of a measurement. The most basic features of measurement are accuracy (in the medical
field also named validity) and precision (in medicine reliability). Anbar [26] has listed five other terms
related to the precision of infrared based temperature measurements. When used as an outcome measure,
responsiveness or sensitivity to change is an important characteristic.

36.2.1 Accuracy

Measurements are basic procedures of comparison namely to compare a standardized meter with an
object to be measured. Any measurement is prone to error, thus a perfect measurement is impossible.
However, the smaller the variation of a particular measurement from the standardized meter, the higher
is the accuracy of the measurement or in other words, an accurate measurement is as close as possible to
the true value of measurement. In medicine, accuracy is often named validity, mainly caused by the fact,
that medical measurements are not often performed by the simple comparison of meter and object. For
example, assessments from various features of a human being may be combined into a new construct,
resulting in a innovative measurement of health.

36.2.2 Precision

A series of measurements can not achieve totally identical results. The smaller the variation between single
results, the higher is the precision or repeatability (reliability) of the measurement. However, reliability
without accuracy, is useless. For example, a sports archer who always hits the same peripheral sector of the
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TABLE 36.1 Conditions Affecting, Accuracy, Precision and Responsiveness of
Temperature Measures

Condition affecting Accuracy Precision Responsiveness
Object or subject X X X
Camera systems, standards, and calibration X X X
Patient position and image capture X X
Information protocols and resources X X
Image analysis X X X
Image exchange X X X
Image presentation X X X

target, has very high reliability, but no validity, because such an athlete must find the centre of the target
to be regarded as accurate.

36.2.3 Responsiveness

Both, accuracy and precision, have an impact on the sensitivity to change of outcome measures. Validity
is needed to define correctly the symptom to be measured. Precision will affect the responsiveness also,
because a change of the symptom can only be detected if this change is bigger than the variation of
repeated measurements.

36.3 Sources of Variability of Thermal Images

Table 36.1 shows conditions in thermal imaging that may affect accuracy, precision, and responsiveness.

36.3.1 Object or Subject

As the emittance of infrared radiation is the source of remote temperature measurements, knowledge of
the emissivity of the object is essential for the calculation of temperature related to the radiant heat. In
non living objects emissivity is mainly a function of the texture of the surface.

Seventy years ago, Hardy [27] showed that the human skin acts like an almost perfect black body radiator
with an emissivity of 0.98. Studies from Togawa in Japan have demonstrated that the emissivity of the
skin is unevenly distributed [28]. In addition, infrared reflection from the environment and substances
applied on the skin may also alter the emissivity [29-31]. Water is an efficient filter for infrared rays and
can be bound to the superficial corneal layer of the skin during immersion for at least 15 min [32,33] or
in the case of severe edema [34]. This can affect the emissivity of the skin.

The hair coat of animal may show a different emissivity than the skin after clipping the hair [35].
Variation in the distribution of the hairy coat will influence the emissivity of the animal’s surface [36].
Variation in emissivity will influence the accuracy of temperature measurements.

Homeothermic beings, maintain their deep body (core) temperature through variation of the surface
(shell) temperature, and show a circadian rhythm of both the core and shell temperature [37-40]. Repeated
temperature registrations not performed at the same time of the day will therefore affect the precision of
these measurements.

36.3.2 Camera Systems, Standards, and Calibration
36.3.2.1 The Imaging System

A new generation of infra red cameras have become available for medical imaging. The older systems
normally single element detectors using an optical mechanical scanning process, were mostly cooled by
the addition of liquid nitrogen [41-43]. However, adding nitrogen to the system, affects the stability of
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temperature measurements for a period up to 60 min [44]. Nitrogen cooled scanners had the effect of
limiting the angle at which the camera could be used which restricted operation.

Electronic cooling systems were then introduced, which provided the use of image capturing without
restrictions of the angle between the object and the camera. The latest generation of focal plane array cam-
eras can be used without cooling, providing almost maintenance free technology [45]. However, repeated
calibration procedures built inside the camera can affect the stability of temperature measurements [46].

The infrared wavelength, recorded by the camera, will not affect the temperature readings as long as the
algoritm of calculation temperature from emitted radiation is correct. However, systems equipped with
sensors sensitive in different bands of the infrared spectrum are capable to determine the emissivity of
objects [47].

36.3.2.2 Temperature Reference

Earlier reports stipulate the requirement for a separate thermal reference source for calibration checks on
the camera [9,48,49]. Many systems now include an internal reference temperature, with manufacturers
claiming that external checks are not required. Unless frequent servicing is obtained, it is still advisable to
use an external source, if only to check for drift in the temperature sensitivity of the camera. An external
reference, which may be purchased or constructed, can be left switched on throughout the day. This allows
the operator to make checks on the camera, and in particular provides a check on the hardware and
software employed for processing. These constant temperature source checks may be the only satisfactory
way of proving the reliability of temperature measurements made from the thermogram [48]. Linearity
of temperature measurements which may be questionable in focal plane array equipment, can be checked
with two ore more external temperature references. New low cost reference sources, based on the triple
point of particular chemicals, are currently under construction in the United Kingdom [44].

36.3.2.3 Mounting the Imager

A camera stand which provides vertical height adjustment is very important for medical thermography.
Photographic tripod stands are inconvenient for frequent adjustment and often result in tilting the camera
at an undefined angle to the patient. This is difficult to reproduce, and unless the patient is positioned
so that the surface scanned is aligned at 90° to the camera lens, distortion of the image is unavoidable.
Undefined angles of the camera view affects the precision of measurements.

In the case of temperature measurements from a curved surface, the angle between the radiating object
and the capturing device may be the critical source of false measurements [50-52]. At an angle of view
beyond 30° small losses of capturing the full band of radiation start to occur, at an angel of 60° the loss
of information becomes critically and is followed by false temperature readings. The determination of
the temperature of the same forefoot in different views shows clearly, that consideration of the angel of
the viewing is a significant task [53]. Unless corrected, thermal images of of evenly curved objects lack
accuracy of temperature measurements [54].

Studio camera stands are ideal, they provide vertical height adjustment with counterbalance weight
compensation. It should be noted that the type of lens used on the camera will affect the working distance
and the field of view, a wide angle lens reduces distance between the camera and the subject in many cases,
but may also increase peripheral distortion of the image [55].

36.3.2.4 Camera Initialization

Start up time with modern cameras are claimed to be very short, minutes or seconds. However, the speed
with which the image becomes visible is not an indication of image stability. Checks on calibration will
usually show that a much longer period from 10 min to several hours with an uncooled system are needed
to achieve stable conditions for temperature readings from infrared images [5,46].

36.3.3 Patient Position and Image Capture

Standardized positions of the body for image capture and clearly defined fields of view can reduce sys-
tematic errors and increases both accuracy and precision of temperature readings from thermal images
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recorded in such a manner. In radiography, standardized positions of the body for image capture have
been included in the protocol for quality assurance for a long time. Although thermal imaging does not
provide much anatomical information compared to other imaging techniques, variation of body positions
and the related fields of view affects the precision of temperature readings from thermograms. However,
the intra- and inter-rater repeatability of temperature values from the same thermal image was found to
be excellent [56].

36.3.3.1 Location for Thermal Imaging

The size of investigation room does not influence the quality of temperature measurements from thermal
images, unless the least distance in one direction is not shorter than the distance between the camera
and an object of 1.2 m height [57]. Such a condition will result in thermal images out of focus. Other
important features of the examination room are thermal insulation and prevention of any direct or
reflected infrared radiation sources. Following this proposal will result in an increase of accuracy and
precisison of measurements.

36.3.3.2 Ambient Temperature Control

This is a primary requirement for most clinical applications of thermal imaging. A range of temperatures
from 18 to 25°C should be attainable and held for at least 1 h to better than 1°C. Due to the nature
of human thermoregulation, stability of the room temperature is a critical feature. It have been shown,
that subjects acclimatized for 40—60 min to a room temperature of 22°C showed differences in surface
temperature at various measuring sites of the face after lowering the ambient temperature by 2°C [58].
While the nose cooled on average by 4°C, the forehead and the meatus decreased the surface temperature
by only by 0.4-0.45%. Similar changes may occur at other acral sites such as tips of fingers or toes, as both
regions are highly involved in heat exchange for temperature regulation.

At lower temperatures, the subject is likely to shiver, and over 25°C room temperature will cause
sweating, at least in most European countries. Variations may be expected in colder or warmer climates,
in the latter case, room temperatures may need to be 1 to 2°C higher [59].

Additonal techniques for cooling particular regions of the body have been developed [60,61]. Immersion
of the hands in water at various tempeatures is a common challenge for the assessment of vasospastic
disease [21].

Heat generated in the investigation room affects the room temperature. Possible heat sources are
electronic equipment such as the scanner and its computer, but also human bodies. For this reason the
air-conditioning unit should be capable of compensating for the maximum number of patients and staff
likely to be in the room at any one time. These effects will be greater in a small room of 2 x 3 m or less.

Air convection is a very effective method of skin cooling and related to the wind speed. Therefore, air
conditioning equipment should be located so that direct draughts are not directed at the patient, and that
overall air speed is kept as low as possible. A suspended perforated ceiling with ducts diffusing the air
distribution evenly over the room is ideal [62].

A cubicle or cubicles within the temperature controlled area is essential. These should provide privacy
for disrobing and a suitable area for resting through the acclimatization period.

36.3.3.3 Pre-Imaging Equilibration

On arrival at the department, the patient should be informed of the examination procedure, instructed to
remove appropriate clothing and jewellery, and asked to sit or rest in the preparation cubicle for a fixed
time. The time required to achieve adequate stability in blood pressure and skin temperature is generally
considered to be 15 min, with 10 min as a minimum [63-65]. After 30 min cooling, oszillations of the
skin temperature can be detected, in different regions of the body with different amplitudes resulting in a
temperature asymmetry between left and right sides [64].

Contact of body parts with the environment or with other body parts alters the surface temperature due
to heat transfer by conduction. Therefore, during the preparation time the patient must avoid folding or
crossing arms and legs, or placing bare feet on a cold surface. If the lower extremities are to be examined,
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a stool or leg rest should be provided to avoid direct contact with the floor [66]. If these requirements are
not met, poor precision of measurements may result.

36.3.3.4 Positions for Imaging

As in anatomical imaging studies, it is preferable to standardize on a series of standard views for each
body region. The EAT Locomotor Diseases Group recommendations include a triangular marker system
to indicate anterior, posterior, lateral, and angled views [2,67]. However, reproduction of positions for
angled views may be difficult, even when aids such as rotating platforms are used [68].

Modern image processing software provide comment boxes which can be used to encode the angle of
view which will be stored with the image [69]. It should be noted that the position of the patient for
scanning and in preparation must be constant. Standing, sitting, or lying down affect the surface area
of the body exposed to the ambient, therefore an image recorded with the patient in a sitting position
may not be comparable with one recorded on a separate occasion in a standing position. In addition,
blood flow against the influence of gravity contributes to the skin temperature of fingers in various limb
positions [70].

36.3.3.5 Field of View

Image size is dependent on the distance between the camera and the patient and the focal length of
the infrared camera lens. The lens is generally fixed on most medical systems, so it is good practice to
maintain a constant distance from the patient for each view, in order to acquire a reproducible field
of view for the image. If in different thermograms different fields of the same subject are compared,
the variable resolution can lead to false temperature readings [71]. However, maintaining the same
distance between object and camera, cannot compensate for individual body dimensions, for example, big
subjects will have big knees and therefore maintaining the same distance as for a tiny subjects knee is not
applicable.

To overcome this problem, the field of view has been defined in the standard protocol at the University
of Glamorgan in a two fold way, that is, body position and alignment of anatomical landmarks to the edge
of the image [23]. These definitions enabled us to investigate the reproducibilty of body views using the
distance in pixels between anatomical landmarks and the outline of the infrared images [24-72].

Figure 36.1 gives examples of the views, that have been investigated for the reproduciblity of body
positions. Table 36.2 shows the mean value, standard deviation, and 95% confidence interval of the
variation of body views of the upper and the lower part of the human body. Variations in views of the
lower part of the body were bigger than in views of the upper part. The highest degree of variation was
found in the view “Both Ankles Anterior,” but the smallest variation in the view “Face.”

36.3.4 Information Protocols and Resources

Human skin temperature is the product of heat dissipated from the vessels and organs within the body,
and the effect of the environmental factors on heat loss or gain. There are a number of further influences
which are controllable, such as cosmetics [29], alcohol intake [73-75], and smoking [76—78]. In general
terms the patient attending for examination should be advised to avoid all topical applications such as
ointments and cosmetics on the day of examination to all the relevant areas of the body [31,47,79,80].
Large meals and above average intake of tea or coffee should also be excluded, although studies supporting
this recommendation are hard to find and the results are not conclusive [81,82].

Patients should be asked to avoid tight fitting clothing, and to keep physical exertion to a minimum.
This particularly applies to methods of physiotherapy such as electrotherapy [83,85], ultrasound [86,87],
heat treatment [88,90], cryotherapy [91-94], massage [95-97], and hydrotherapy [31,32,98,99], because
thermal effects from such treatment can last for 4 to 6 h under certain conditions. Heat production by
muscular exercise is a well documented phenomenon [65,100-103].
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Dorsal Neck

FIGURE 36.1

(See color insert following page 29-16.) Body views investigated.

TABLE 36.2 Variation of Positions of All the Investigated Views

36-7

View

Face

Dorsal neck

Upper back
Anterior left arm
Dorsal hands

Both knees anterior
Lateral right leg
Lower back

Both ankles anterior
Plantar feet

Upper edge (pixel)
mean =+ SD (95% CI)

0.5+£5.3(—22t01.9)
—8.4+36.4(—18.3t0 1.6)
45499 (0.8 t0 8.2)

22.4 4 33.0 (8.7 to 36.0)
41.8417.8 (35.5 t0 48.2)
80.7 & 47.3 (60.7 to 100.7)
16.7 & 21.0 (5.9 to 27.5)

17.1 4 4.2 (8.6 t0 25.6)
158.8 £ 12.2 (133.6 to 184.1)
31.0 & 24.1 (23.2 t0 38.7)

Lower edge (pixel)
mean =+ SD (95% CI)

4.0 £ 10.9 (—0.03 to0 8.2)
122.6 + 146.6 (82.6 to 162.6)
28.1 £ 22.0 (19.9 to 36.4)
15.8 + 15.4 (9.5 to 22.2)
33.2422.3(25.3 to 41.5)
84.3 & 37.0 (68.6 t0 99.9)
17.2 + 15.8 (9.0 to 25.3)

16.3 + 4.6 (16.3 ro 34.9)
54.9 4+ 9.1 (36.1 to 37.8)

25.7 4 23.1 (18.3 to 33.1)

Left side edge (pixel)
mean £ SD (95% CI)

12.54+16.0 (5.9 to 19.1)
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Drug treatment can also affect the skin temperature. This phenomenon was used to evaluate the
therapeutic effects of medicaments [6]. Drugs affecting the cardiovascular system must be reported to the
thermographer, in order that the correct interpretation of thermal images will be given [104-107].

Omiting just one of the above mentioned conditions will result in reduced precision of temperature
measurements.

36.3.5 Image Processing

Every image or block of images must carry the indication of temperature range, with color
code/temperature scale. The color scale itself should be standardized. Industrial software frequently
provides a grey-scale picture and one or more color scales. However, modern image processing software
permits to squeeze the color scale in already recorded images in order to increase the image contrast.
Such a procedure will affect the temperature readings from thermal images as temperatures outside of the
compressed temperature scale will not be included in the statistics of selected regions of interest. This will
result in erroneous temperature readings, affecting both accuracy and precision of measurements.

36.3.6 Image Analysis

Almost all systems now use image processing techniques and provide basic quantitation of the image
[108-110]. In some cases this may be operated from a chip within the camera, of may be carried out
through an on- or off- line computer. For older equipment like the AGA 680 series several hardware
adaptations have been reported to achieve quantitation of the thermograms [111-113].

It has to be emphasized that false color coding of infrared images does not provide means for temper-
ature measurement. If colors are separated by a temperature distance of 1°C, the temperature difference
between two points situated in adjacent colors may be between 0.1 and 1.9°C. It is obvious, that false
colored images provide at its best an estimation of temperature, but not a measurement. The same is true
for liquid crystal thermograms.

Nowadays, temperature measurements in thermal images are based on the definition of regions of
interest (ROI). However, standards for shape, size and placement of these regions are not available or
incomplete. Although a close correlation exists for ROI of different size in the same region [114], the
precision of measurement is affected when ROIS of different size and location are used for repeated
measurements.

The Glamorgan protocol [23] is the very first attempt to create a complete standard for the definition
of regions of interest in thermal images based on anatomical limits. Furthermore, in the view “both knee
anterior” the shape with the highest reproducibility was investigated. During one of the Medical Infrared
Training-Courses at the University of Glamorgan, three newly trained investigators defined on the same
thermal image of both anterior knees twice the region of interest in the shape of a box, an ellipsoid or as
an hour-glass shape. Similar to the result of a pilot study that compared these shapes for repeateabilty, the
highest reliability was found for temperature readings from the hour-glass shape, followed by readings from
ellipsoids and boxes [53]. The repeatabilty of the regions on the view “Left Anterior Arm,” “Both Ankles
Anterior,” “Dorsal Feet,” and “Plantar Feet” were also investigated and resulted in reliabilty coefficients
between 0.7 (right ankle) and 0.93 (forearm). The intraclass correlation coefficients ranged between 0.48
(upper arm) and 0.87 (forearm). Applying the Glamorgan protocol consequently, will result in precise
temperature measurements from thermal images.

36.3.7 Image Exchange

Most of the modern infrared systems store the recorded thermal images in an own image format, which
may not compatible with formats of thermal images from other manufacturers. However, most of this
images can be transformed into established image formats such as TIF, JPEG, GIF, and others. As a
thermal image is the pictographic representation of a temperature map, the sole image is not enough
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unless the related temperature information is not provided. Consequently, temperature measurements
from standard computer images derived from thermograms is not possible.

Providing both temperature scale and a scale of grey shades, allows the exchange of thermal images
over long distance and between different, but compatible image processing software [115]. The grey scale
must be derived from the original grey shade thermal image. If it has been transformed from a false color
image, the resulted black-and-white thermogram may not be representative for the original grey scale
gradient as the grey scale of individual colors may deviate from the particular grey shade of the image.
This can then result in false temperature readings.

36.3.8 Image Presentation

Image presentation does not influence the result of measurements from thermal images. However, if
thermograms are read by eyes, their appearance will affect the credibility of the information in thermal
images. This is for instance the case, when thermal images are use as evidence in legal trials [116].

It was stated, that for forensic acceptability of thermography standardization and repeatability of the
technique are very important features [117]. This supports the necessity of quantitative evaluation of
thermal images and standards strictly applied to the technique of infrared imaging will finally result
in high accuracy and precision of this method of temperature measurement. At that stage it can be
recommended as responsive outcome measure for clinical trials in rheumatology [6,8], angiopathies
[107,118], neuromuscular disorders [119], surgery [120], and paedriatrics [121].
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There are two general classes of detectors: photon (or quantum) and thermal detectors [1,2]. Photon
detectors convert absorbed photon energy into released electrons (from their bound states to conduction
states). The material band gap describes the energy necessary to transition a charge carrier from the
valence band to the conduction band. The change in charge carrier state changes the electrical properties
of the material. These electrical property variations are measured to determine the amount of incident
optical power. Thermal detectors absorb energy over a broad band of wavelengths. The energy absorbed
by a detector causes the temperature of the material to increase. Thermal detectors have at least one
inherent electrical property that changes with temperature. This temperature-related property is measured
electrically to determine the power on the detector. Commercial infrared imaging systems suitable for
medical applications use both types of detectors. We begin by describing the physical mechanism employed
by these two detector types.

37.1 Photon Detectors

Infrared radiation consists of a flux of photons, the quantum-mechanical elements of all electromagnetic
radiation. The energy of the photon is given by:

Eph = hv = he/A = 1.986 x 107 /A J/um (37.1)

37-1
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FIGURE 37.2 Current—voltage characteristics of a photoconductive detector.

where h is the Planck’s constant, c¢ is the speed of light, and X is the wavelength of the infrared photon in
micrometers (um).

Photon detectors respond by elevating an bound electron in a material to a free or conductive state.
Two types are photon detectors are produced for the commercial market:

e Photoconductive
e Photovoltaic

37.1.1 Photoconductive Detectors

The mechanism of photoconductive detectors is based upon the excitation of bound electrons to a mobile
state where they can move freely through the material. The increase in the number of conductive electrons,
n, created by the photon flux, ®( allows more current to flow when the detective element is used in a bias
circuit having an electric field E. The photoconductive detector element having dimensions of length L,
width W, and thickness ¢ is represented in Figure 37.1.

Figure 37.2 illustrates how the current—voltage characteristics of a photoconductor change with incident
photon flux (Chapter 4).

The response of a photoconductive detector can be written as:

R — M(V/W) (37.2)
EphL

where R is the response in volts per Watt, 7 is the quantum efficiency in electrons per photon, g is the
charge of an electron, R is the resistance of the detector element, 7 is the lifetime of a photoexcited electron,
and p, and up are the mobilities of the electrons and holes in the material in volts per square centimeter
per second.

Noise in photoconductors is the square root averaged sum of terms from three sources:

e Johnson noise
e Thermal generation-recombination
e Photon generation-recombination
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FIGURE 37.3 Photovoltaic detector structure example for mesa diodes.

Expressions for the total noise and each of the noise terms are given in Equation 37.3 to Equation 37.6

— 2 2 2
Vhoise = \/Vlohnson + Vph g-r + Vth g-r (37.3)
Viohnson = V4KTR (37.4)
VN (WL)2qRET (tn + fp)
Vph g—r = L (37.5)
n Wt
Vigor = 7ot (T)ZqRE(un + itp) (37.6)

The figure of merit for infrared detectors is called D*. The units of D* are cm (Hz)/2/W, but are most
commonly referred to as Jones. D* is the detector’s signal-to-noise (SNR) ratio, normalized to an area of
1 cm?, to a noise bandwidth of 1 Hz, and to a signal level of 1 W at the peak of the detectors response.
The equation for D* is:

* 7VR V' WL(Jones) (37.7)

peak — .
noise

where W and L are defined in Figure 37.1.
A special condition of D* for a photoconductor is noted when the noise is dominated by the photon
noise term. This is a condition in which the D* is maximum.

* Ao
Dy = 755 /a (37.8)

where “blip” notes background-limited photodetector.

37.1.2 Photovoltaic Detectors

The mechanism of photovoltaic detectors is based on the collection of photoexcited carriers by a diode
junction. Photovoltaic detectors are the most commonly used photon detectors for imaging arrays in
current production. An example of the structure of detectors in such an array is illustrated in Figure 37.3
for a mesa photodiode. Photons are incident from the optically transparent detector substrate side and
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FIGURE 37.4 Current—voltage characteristics of a photovoltaic detector.

are absorbed in the n-type material layer. Absorbed photons create a pair of carriers, an electron and a
hole. The hole diffuses to the p-type side of the junction creating a photocurrent. A contact on the p-type
side of the junction is connected to an indium bump that mates to an amplifier in a readout circuit where
the signal is stored and conveyed to a display during each display frame. A common contact is made to
the n-type layer at the edge of the detector array. Adjacent diodes are isolated electrically from each other

by a mesa etch cutting the p-type layer into islands.
Figure 37.4 illustrates how the current—voltage characteristics of a photodiode change with incident

photon flux (Chapter 4).
The current of the photodiode can be expressed as:

I=1IE®* — 1) — Lo (37.9)

where Iy is reverse-bias leakage current and Iyt is the photoinduced current. The photocurrent is

given by:
I=1I"/* — 1) = Lpoto (37.10)

where @ is the photon flux in photons/cm?/sec and A is the detector area.

Detector noise in a photodiode includes three terms: Johnson noise, thermal diffusion generation and
recombination noise, and photon generation and recombination. The Johnson noise term, written in
terms of the detector resistance dI/dV = Ry at zero bias as:

fJohnson = V 4kT/Rg (37.11)

where k is Boltzmann’s constant and T is the detector temperature. The thermal diffusion current is

given by:
. eV
Ldiffusion noise = 4, 2Is | exp ﬁ -1 (37.12)

where the saturation current, I, is given by:

1 |D 1 /D
L=gn?| — [+ — [ (37.13)
Na\ Ty Na\ tp,
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FIGURE 37.5 D* as a function of the detector resistance-area product, RyA. This condition applies when detector
performance is limited by dark current.

where N, and Ny are the concentration of p- and n-type dopants on either side of the diode junction, 7,0
and 1y are the carrier lifetimes, and Dy, and D, are the diffusion constants on either side of the junction,

respectively.
The photon generation-recombination current noise is given by:

iphoton noise — qm (37.14)

When the junction is at zero bias, the photodiode D* is given by:

A 1

D=2 37.15
= he T [(AKT /RoA) + 2627]] (37.15)

In the special case of a photodiode that is operated without sufficient cooling, the maximum D* may be
limited by the dark current or leakage current of the junction. The expression for D* in this case, written
in terms of the junction-resistance area product, RyA, is given by:

A [RoA
D* — _ 37.16
27 1"V gkt (37.16)

Figure 37.5 illustrates how D* is limited by the RyA product for the case of dark-current limited detector

conditions.
For the ideal case where the noise is dominated by the photon flux in the background scene, the peak

D* is given by:
Aol
Df=— [— 37.17
* 7 eyl 2B (57.17)

Comparing this limit with that for a photoconductive detector in Equation 37.8, we see that the
background-limited D* for a photodiode is higher by a factor of square root of 2 (1/2).
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FIGURE 37.6 Abstract bolometer detector structure, where C is the thermal capacitance, G is the thermal
conductance, and ¢ is the emissivity of the surface. @ represents the energy flux in W/cm?.

37.2 Thermal Detectors

Thermal detectors operate by converting the incoming photon flux to heat [3]. The heat input causes
the thermal detector’s temperature to rise and this change in temperature is sensed by a bolometer.
A bolometer element operates by changing its resistance as its temperature is changed. A bias circuit
across the bolometer can be used to convert the changing current to a signal output.

The coefficient « is used to compare the sensitivity of different bolometer materials and is given by:

1 dR
o= —— (37.18)
Ry dT
where Ry is the resistance of the bolometer element, and dR/d T is the change in resistance per unit change
in temperature. Typical values of o are 2 to 3%.
Theoretically, the bolometer structure can be represented as illustrated in Figure 37.6. The rise in
temperature due to a heat flux ¢, is given by:

NP
T — 37.19
G(1 + w?12)1/2 ( )
where Py is the radiant power of the signal in watts, G is the thermal conductance (K/W), h is the
percentage of flux absorbed, and w is the angular frequency of the signal. The bolometer time constant,
7, is determined by:

C
== 37.20
T=C ( )

where C is the heat capacity of detector element.

The sensitivity or D* of a thermal detector is limited by variations in the detector temperature caused
by fluctuations in the absorption and radiation of heat between the detector element and the background.
Sensitive thermal detectors must minimize competing mechanisms for heat loss by the element, namely,
convection and conduction.

Convection by air is eliminated by isolating the detector in a vacuum. If the conductive heat losses were
less than those due to radiation, then the limiting D* would be given by:

D*(T, f) = 2.8 x 10'¢ Jone (37.21)

T, + T}

where Tj is the detector temperature, T, the background temperature, and ¢ the value of the detector’s
emissivity and equally it’s absorption. For the usual case of both the detector and background temperature
at normal ambient, 300 K, the limiting D* is 1.8 x 1010 Jones.

Bolometer operation is constrained by the requirement that the response time of the detector be
compatible with the frame rate of the imaging system. Most bolometer cameras operate at a 30 Hz frame
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FIGURE 37.7 Spectral response per watt of an InSb detector at 80 K.

rate — 33 msec frame. Response times of the bolometer are usually designed to be on the order of 10 msec.

This gives the element a fast enough response to follow scenes with rapidly varying temperatures without
objectionable image smearing.

37.3 Detector Materials

The most popular commercial cameras for thermal imaging today use the following detector
materials [4]:

e InSb for 5 um medium wavelength infrared (MWIR) imaging

e Hg;_,Cd,Te alloys for 5 and 10 um long wavelength infrared (LWIR) imaging
e Quantum well detectors for 5 and 10 um imaging

e Uncooled bolometers for 10 um imaging

We will now review a few of the basic properties of these detector types.

Photovoltaic InSb remains a popular detector for the MWIR spectral band operating at a temperature
of 80 K [5,6]. The detector’s spectral response at 80 K is shown in Figure 37.7. The spectral response cutoff
is about 5.5 um at 80 K, a good match to the MWIR spectral transmission of the atmosphere. As the
operating temperature of InSb is raised, the spectral response extends to longer wavelengths and the dark
current increases accordingly. It is thus not normally used above about 100 K. At 80 K the RyA product
of InSb detectors is typically in the range of 10° to 10°  cm? — see Equation 37.16 and Figure 37.5 for
reference.

Crystals of InSb are grown in bulk boules up to 3 in. in diameter. InSb materials is highly uniform
and combined with a planar-implanted process in which the device geometry is precisely controlled, the
resulting detector array responsivity is good to excellent. Devices are usually made with a p/n diode
polarity using diffusion or ion implantation. Staring arrays of backside illuminated, direct hybrid InSb
detectors in 256 x 256, 240 x 320, 480 x 640, 512 x 640, and 1024 x 1024 formats are available from a
number of vendors.

HgCdTe detectors are commercially available to cover the spectral range from 1 to 12 um [7-13].
Figure 37.8 illustrates representative spectral response from photovoltaic devices, the most commonly
used type. Crystals of HgCdTe today are mostly grown in thin epitaxial layers on infrared-transparent
CdZnTe crystals. SWIR and MWIR material can also be grown on Si substrates with CdZnTe buffer layers.
Growth of the epitaxial layers is by liquid phase melts, molecular beams, or by chemical vapor deposition.
Substrate dimensions of CdZnTe crystals are in the 25 to 50 cm? range and Si wafers up to 5 to 6 in.

(12.5 to 15 cm) in diameter have been used for this purpose. The device structure for a typical HgCdTe
photodiode is shown in Figure 37.3.
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FIGURE 37.8 Representative spectral response curves for a variety of HgCdTe alloy detectors. Spectral cutoff can be
varied over the SWIR, MWIR, and LWIR regions.
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FIGURE 37.9 Values of RyA product as a function of wavelength for HgCdTe photodiodes. Note that the RyA

product varies slightly with illumination — 0° field-of-view compared with f/2 — especially for shorter-wavelength
devices.

At 80 K the leakage current of HgCdTe is small enough to provide both MWIR and LWIR detectors
that can be photon-noise dominated. Figure 37.9 shows the RyA product of representative diodes for
wavelengths ranging from 4 to 12 um.

The versatility of HgCdTe detector material is directly related to being able to grow a broad range of
alloy compositions in order to optimize the response at a particular wavelength. Alloys are usually adjusted
to provide response in the 1 to 3 um short wavelength infrared (SWIR), 3 to 5 um MWIR, or the 8 to
12 um IWIR spectral regions. Short wavelength detectors can operate uncooled, or with thermoelectric
coolers that have no moving parts. Medium and long wavelength detectors are generally operated at 80 K
using a cryogenic cooler engine. HgCdTe detectors in 256 x 256, 240 x 320, 480 x 640, and 512 x 640
formats are available from a number of vendors.

Quantum well infrared photodetectors (QWIPs) consist of alternating layers of semiconductor material
with larger and narrower bandgaps [14-20]. This series of alternating semiconductor layers is deposited
one layer upon another using an ultrahigh vacuum technique such as molecular beam epitaxy (MBE).

Alternating large and narrow bandgap materials give rise to quantum wells that provide bound and
quasi-bound states for electrons or holes [1-5].
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FIGURE 37.10 Quantum wells generate bound states for electrons in the conduction band. The conduction bands
for a QWIP structure are shown consisting of Al,Gaj_,As barriers and GaAs wells. For a given pair of materials
having a fixed conduction band offset, the binding energy of an electron in the well can be adjusted by varying the
width of the well. With an applied bias, photoexcited electrons from the GaAs wells are transported and detected as
photocurrent.
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FIGURE 37.11 Backside illuminated QWIP structure with a top side diffraction grating/contact metal. Normally-
incident light is coupled horizontally into the quantum wells by scattering off a diffraction grating located at the top

of the focal plane array.

Many simple QWIP structures have used GaAs as the narrow bandgap quantum well material and
Al,Gaj_4As as the wide bandgap barrier layers as shown in Figure 37.10. The properties of the QWIP are
related to the structural design and can be specified by the well width, barrier height, and doping density.
In turn, these parameters can be tuned by controlling the cell temperatures of the gallium, aluminum,
and arsenic cells as well as the doping cell temperature. The quantum well width (thickness) is governed
by the time interval for which the Ga and As cell shutters are left opened. The barrier height is regulated
by the composition of the Al,Ga;_xAs layers, which are determined by the relative temperature of the Al
and Ga cells. QWIP detectors rely on the absorption of incident radiation within the quantum well and
typically the well material is doped n-type at an approximate level of 5 x 1017,

The QWIP detectors require that an electric field component of the incident radiation be perpendicular
to the layer planes of the device. Imaging arrays use diffraction gratings as shown in Figure 37.11. In
particular, the latter approach is of practical importance in order to realize two-dimensional detector
arrays. The QWIP focal plane array is a reticulated structure formed by conventional photolithographic
techniques. Part of the processing involves placing a two-dimensional metallic grating over the focal
plane pixels. The grating metal is typically angled at 45° patterns to reflect incident light obliquely so as
to couple the perpendicular component of the electric field into the quantum wells thus producing the
photoexcitation. The substrate material (GaAs) is backside thinned and a chemical/mechanical polish is
used to produce a mirrorlike finish on the backside. The front side of the pixels with indium bumps are
flip-chip bonded to a readout IC. Light travels through the back side and is unabsorbed during its first
pass through the epilayers; upon scattering with a horizontal propagation component from the grating
some of it is then absorbed by the quantum wells, photoexciting carriers. An electric field is produced
perpendicular to the layers by applying a bias voltage at doped contact layers. The structure then behaves
as a photoconductor.
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FIGURE 37.12  Representative spectral response of QWIP detectors.

The QWIP detectors require cooling to about 60 K for LWIR operation in order to adequately reduce
the dark current. They also have comparatively low quantum efficiency, generally less than 10%. They
thus require longer signal integration times than InSb or HgCdTe devices. However, the abundance of
radiation in the LWIR band in particular allows QWIP detectors to still achieve excellent performance in
infrared cameras.

The maturity of the GaAs-technology makes QWIPs particularly suited for large commercial focal
plane arrays with high spatial resolution. Excellent lateral homogeneity is achieved, thus giving rise to a
small fixed-pattern noise. QWIPs have an extremely small 1/f noise compared to interband detectors (like
HgCdTe or InSb), which is particularly useful if long integration times or image accumulation are required.
For these reasons, QWIP is the detector technology of choice for many applications where somewhat
smaller quantum efficiencies and lower operation temperatures, compared to interband devices, are
tolerable. QWIPs are finding useful applications in surveillance, night vision, quality control, inspection,
environmental sciences, and medicine.

Quantum well infrared detectors are available in the 5- and 10-um spectral region. The spectral response
of QWIP detectors can be tuned to a wide range of values by adjusting the width and depth of quantum
wells formed in alternating layers of GaAs and GaAlAs. An example of the spectral response from a variety
of such structures is shown in Figure 37.12. QWIP spectral response is generally limited to fairly narrow
spectral bandwidth — approximately 10 to 20% of the peak response wavelength. QWIP detectors have
higher dark currents than InSb or HgCdTe devices and generally must be cooled to about 60 K for LWIR
operation.

The quantum efficiencies of InSb, HgCdTe, and QWIP photon detectors are compared in Figure 37.13.
With antireflection coating, InSb and HgCdTe are able to convert about 90% of the incoming photon
flux to electrons. The QWIP quantum efficiencies are significantly lower, but work at improving them
continues to occupy the attention of research teams.

We conclude this section with a description of Type-II superlattice detectors [21-26]. Although Type-II
superlattice detectors are not yet used in arrays for in commercial camera system, the technology is briefly
reviewed here because of its potential future importance. This material system mimics an intrinsic detector
material such as HgCdTe, but is “bandgap engineered.” Type-II superlattice structures are fabricated from
multilayer stacks of alternating layers of two different semiconductor materials. Figure 37.14 illustrates
the structure. The conduction band minimum is in one layer and the valence band minimum is in the
adjacent layer (as opposed to both minima being in the same layer as in a Type-I superlattice).

The idea of using type-II superlattices for LWIR detectors was originally proposed in 1977. Recent
work on the MBE growth of Type-II systems by [7] has led to the exploitation of these materials for IR
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FIGURE 37.13 Comparison of the quantum efficiencies of commercial infrared photon detectors. This figure
represents devices that have been antireflection coated.
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FIGURE 37.14 Band diagram of a short-period InAs/(In,Ga)Sb superlattice showing an infrared transition from the
heavy hole (hh) miniband to the electron (e) miniband.

detectors. Short period superlattices of, for example, strain-balanced InAs/(Ga,In)Sb lead to the formation
of conduction and valence minibands. In these band states heavy holes are largely confined to the (Ga,In)Sb
layers and electrons are primarily confined to the InAs layers. However, because of the relatively low
electron mass in InAs, the electron wave functions extend considerably beyond the interfaces and have
significant overlap with heavy-hole wave functions. Hence, significant absorption is possible at the minigap
energy (which is tunable by changing layer thickness and barrier height).

Cutoff wavelengths from 3 to 20 #m and beyond are potentially possible with this system. Unlike QWIP
detectors, the absorption of normally incident flux is permitted by selection rules, obviating the need for
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grating structures or corrugations that are needed with QWIPs. Finally, Auger transition rates, which
place intrinsic limits on the performance of these detectors and severely impact the lifetimes found in
bulk, narrow-gap detectors, can be minimized by judicious choices of the structure’s geometry and strain
profile.

In the future, further advantages may be achievable by using the InAs/Ga(As,Sb) material system where
both the InAs and Ga(As,Sb) layers may be lattice matched to InAs substrates. The intrinsic quality
obtainable in these structures can be in principle superior to that obtained in InAs/(Ga,In)Sb structures.
Since dislocations may be reduced to a minimum in the InAs/Ga(As,Sb) material system, it may be the
most suitable Type-II material for making large arrays of photovoltaic detectors.

Development efforts for Type-II superlattice detectors are primarily focused on improving material
quality and identifying sources of unwanted leakage currents. The most challenging problem currently
is to passivate the exposed sidewalls of the superlattices layers where the pixels are etched in fabrication.
Advances in these areas should result in a new class of IR detectors with the potential for high performance
at high operating temperatures.

37.4 Detector Readouts

Detectors themselves are isolated arrays of photodiodes, photoconductors, or bolometers. Detectors need
a readout to integrate or sample their output and convey the signal in an orderly sequence to a signal
processor and display [27].

Almost all readouts are integrated circuits (ICs) made from silicon. They are commonly referred to
as readout integrated circuits, or ROICs. Here we briefly describe the functions and features of these
readouts, first for photon detectors and then for thermal detectors.

37.4.1 Readouts for Photon Detectors

Photon detectors are typically assembled as a hybrid structure, as illustrated in Figure 37.15. Each pixel of
the detector array is connected to the unit cell of the readout through an indium bump. Indium bumps
allow for a soft, low-temperature metal connection to convey the signal from the detector to the readout’s
input circuit.

Detector Photon
array

Input/output
pads

4
4
Readout Indium

Detector array

integrated bump
circuit N
EESEE= L_‘—"C';"u
Silicon readout
Readout
preamplifier

FIGURE 37.15 Hybrid detector array structure consists of a detector array connected to a readout array with
indium metal bumps. Detector elements are usually photodiodes or photoconductors, although photocapacitors are
sometimes used. Each pixel in the readout contains at least one addressable switch, and more often a preampflifier or
buffer together with a charge storage capacitor for integrating the photosignal.
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Commercial thermal imagers that operate in the MWIR and IWIR spectral regions generally employ
a direct injection circuit to collect the detector signal. This is because this circuit is simple and works
well with the relatively high photon currents in these spectral bands. The direct injection transistor
feeds the signal onto an integrating capacitor where it stored for a time called the integration time.
The integration time is typically around 200 psec for the IWIR spectral band and 2 msec for the
MWIR band, corresponding to the comparative difference in the photon flux available. The integra-
tion time is limited by the size of the integration capacitor. Typical capacitors can hold on the order of
3 x 107 electrons.

For cameras operating in the SWIR band, the lower flux levels typically require a more complicated
input amplifier. The most common choice employs a capacitive feedback circuit, providing the ability to
have significant gain at the pixel level before storage on an integrating capacitor.

Two readout modes are employed, depending upon the readout design:

e Snapshot
e Rolling frame

In the snapshot mode, all pixels integrate simultaneously, are stored, and then read out in sequence,
followed by resetting the integration capacitors. In the rolling frame mode the capacitors of each row are
reset after each pixel in that row is read. In this case each pixel integrates in different parts of the image
frame. A variant of the rolling frame is an interlaced output. In this case the even rows are read out in
the first frame and the odd rows in the next. This corresponds to how standard U.S. television displays
function.

It is common for each column in the readout to have an amplifier to provide some gain to the signal
coming from each row as it is read. The column amplifier outputs are then fed to the output amplifiers.
Commercial readouts typically have one, two, or four outputs, depending upon the array size and frame
rate. Most commercial cameras operate at 30 or 60 Hz.

Another common feature found on some readouts is the ability to operate at higher frame rates on a
subset of the full array. This ability is called windowing. It allows data to be collected more quickly on a
limited portion of the image.

37.4.2 Thermal Detector Readouts

Bolometer detectors have comparatively lower resistance than photon detectors and relatively slow inher-
ent response times. This condition allows readouts that do not have to integrate the charge during the
frame, but only need to sample it for a brief time. This mode is frequently referred to as pulse-biased.

The unit cell of the bolometer contains only a switch that is pulsed on once per frame to allow current
to flow from each row in turn to the column amplifiers. Bias is supplied by the row multiplexer. Sample
times for each detector are typically on the order of the frame time divided by the number of rows. Many
designs employ differential input column amplifiers that are simultaneously fed an input from a dummy
or blind bolometer element in order to subtract a large fraction of the current that flows when the element
is biased.

The nature of bolometer operation means that the readout mode is rolling frame. Some designs also
provide interlaced outputs for input to TV-like displays.

37.4.3 Readout Evolution

Early readouts required multiple bias supply inputs and multiple clock signals for operation. Today only
two clocks and two bias supplies are typically required. The master clock sets the frame rate. The integration
clock sets the time that the readout signal is integrated, or that the readout bias pulse is applied. On-chip
clock and bias circuits generate the additional clocks and biases required to run the readout. Separate
grounds for the analog and digital chip circuitry are usually employed to minimize noise.
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Current development efforts are beginning to add on-chip analog-to-digital (A/D) converters to the
readout. This feature provides a direct digital output, avoiding significant difficulties in controlling
extraneous noise when the sensor is integrated with an imaging or camera system.

37.5 Technical Challenges for Infrared Detectors

Twenty-five years ago, infrared imagining was revolutionized by the introduction of the Probeye Infrared
camera. At a modest 8 pounds, Probeye enabled handheld operation, a feature previously unheard of at
that time when very large, very expensive IR imaging systems were the rule. Infrared components and
technologies have advanced considerably since then. With the introduction of the Indigo Systems Omega
camera, one can now acquire a complete infrared camera weighing less than 100 g and occupying 3.5 in.>.

Many forces are at play enabling this dramatic reduction in camera size. Virtually all of these can
be traced to improvements in the silicon IC processing industry. Largely enabled by advancements in
photolithography, but additionally aided by improvements in vacuum deposition equipment, device
feature sizes have been steadily reduced. It was not too long ago that the minimum device feature size was
just pushing to break the 1-um barrier. Today, foundries are focused on production implementation of
65 to 90 nm feature sizes.

The motivation behind such significant improvements has been the high-dollar/high-volume com-
mercial electronics business. Silicon foundries have expended billions of dollars in capitalization and
R&D aimed at increasing the density and speed of the transistors per unit chip area. Cellular telephones,
personal data assistants (PDAs), and laptop computers are all applications demanding smaller size, lower
power, and more features — performance — from electronic components. Infrared detector arrays and
cameras have taken direct advantage of these advancements.

37.5.1 Uncooled Infrared Detector Challenges

The major challenge for all infrared markets is to reduce the pixel size while increasing the sensitivity.
Reduction from a 50-pum pixel to a 25-um pixel, while maintaining or even reducing noise equivalent
temperature difference (NETD), is a major goal that is now being widely demonstrated (see Figure 37.16).
The trends are illustrated by a simple examination of a highly idealized bolometer: the DC response of
a detector in which we neglect all noise terms except temperature fluctuation noise, and the thermal
conductance value is not detector area dependent (i.e., we are not at or near the radiation conductance
limit). Using these assumptions, reducing the pixel area by a factor of four will reduce the SNR by a factor

xtended buried leg

VO, and SiN,
absorber

Single level Double level

FIGURE 37.16 Uncooled microbolometer pixel structures having noise-equivalent temperature difference (NEAT)
values <50 mK: single level for 2 mil (50 xm) pixels in a 240 x 320 format and double level for 1 mil (25 um) pixels
in a 480 x 640 format (courtesy of Raytheon Vision Systems).
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of eight as shown below:

PsignalDC _ VADIlight
Gth Gin

A Tsignal\DCresponse = (37.22)

where Pggnaipc is the DC signal from IR radiation (absorbed power) [W], Ap is the detector area [m?],
Ligh is the light intensity [W/ m?], Gy, is the thermal conductance [W/K], and y is a constant that accounts
for reflectivity and other factors not relevant to this analysis.

For a detector in the thermal fluctuation limit, the root mean square temperature fluctuation noise is a
function of the incident radiation and the thermal conductance of the bolometer bridge.

kT2
AThoise v (A Tz) = C7h (37.23)
t

where T is the operating temperature in Kelvin, k is Boltzman’s constant, and Cy, is the total heat capacity
of the detector in Joules per Kelvin [J/K].

The total heat capacity can be written as Cyp, = 6AdZpridge> Where Zpridge is the bolometer bridge
thickness in meters and ¢, is the specific heat of the detector in J/ K-m?.

The signal to noise (SNR) is then

ATggnal Y Apliight \/m _ vV Aplight A2 &p Zbridge (37.24)
AThoise - Gth kT? N Gth D kT2 ’

It can be seen that the SNR goes as the area to the three halves. Therefore, a 4x reduction in detector
area reduces the SNR by a factor of eight for this ideal bolometer case. Thermal conductance is assumed

constant, that is, the ratio of leg length to thickness remains constant as the detector area is reduced. In
practical constructions, reducing the pixel linear dimensions by 2 x also reduces the leg length by 2, thus
the thermal conductance increases and aggravates the problem. In order to improve the SNR caused by the
4x loss in area, one may be tempted to reduce the thermal conductance Gy, by 8 x. To accomplish this, the
length of the legs must be increased and their thickness reduced. By folding the legs under the detector,
as seen in Figure 37.10, one can achieve this result. However, an 8 x reduction in thermal conductance
would result in a detrimental increase in the thermal time constant.

The thermal time constant is given by Tihermal = Cih/ Gin- The heat capacity is reduced by 4x because
of the area loss. If Gy, is reduced by a factor of 8%, then Tihermal = 2Cih/ Gy, is increased by a factor of
two. This image smear associated with this increased time constant would prove problematic for practical
military applications.

In order to maintain the same time constant, the total heat capacity must be reduced accordingly. Making
the detector thinner may achieve this result except that it also increases the temperature fluctuation noise.
From this simple example one can readily see the inherent relationship between SNR and the thermal
time constant.

We would like to maintain both an equivalent SNR and thermal time constant as the detector cell size
is decreased. This can be achieved by maintaining the relationships between the thermal conductance,
detector area, and bridge thickness as shown in the following.

The thermal time constant is given by the following:

Ch  ©9ADZbridge
T = — = 37.25
thermal G G ( )

Equating the thermal time constant of the large and small pixels equal and doing the same with the SNR
leads to the following relationships, where the primed variables are the parameters required for the new
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detector cell:

7
CpAD Zbridge CPAD Zbridge
Tthermal = G = el (37.26)
th th

ATiignal _ ¥ AD llight \/m _ VA{)Ilight \/m (37.27)
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Rearranging Tipermal to find the ratio Gy, / Gy}, and substituting into the SNR, we obtain:

/ / / / 2
Zirid A . G, Zirid
rdse _ “D andit follows that —th _ [ nCee
Zpridge  AD G Zbridge

(37.28)

So, it becomes evident that a 4x reduction in pixel cell area requires a 16 x, and not an 8 x, reduction in
thermal conductance to maintain equivalent SNR and thermal time constant. This gives some insight into
the problems of designing small pixel bolometers for high sensitivity. It should be noted that in current
implementations, the state-of-the-art sensitivity is about 10x from the thermal limits.

37.5.2 Electronics Challenges

Specific technology improvements spawned by the commercial electronics business that have enabled size
reductions in IR camera signal processing electronics include:

e Faster digital signal processors (DSPs) with internal memory >1 MB)

Higher-density field-programmable gate arrays (FPGAs) (>200 K gates and with an embedded
processor core

e Higher-density static (synchronous?) random access memory >4 MB

e Low-power, 14-bit differential A/D converters

Another enabler, also attributable to the silicon industry, is reduction in the required core voltage of these
devices (see Figure 37.17). Five years ago, the input voltage for virtually all-electronic components was
5 V. Today, one can buy a DSP with a core voltage as low as 1.2 V. Power consumption of the device is
proportional to the square of the voltage. So a reduction from 5- to 1.2-V core represents more than an
order of magnitude power reduction.

The input voltage ranges for most components (e.g., FPGAs, memories, etc.) are following the same
trends. These reductions are not only a boon for reduced power consumption, but also these lower power
devices typically come in much smaller footprints. IC packaging advancements have kept up with the
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FIGURE 37.17  IC device core voltage vs. time
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FIGURE 37.18 Advancements in component packaging miniaturization together with increasing pin count that
enables reduced camera volume.

higher-density, lower-power devices. One can now obtain a device with almost twice the number of I/Os
in 25% of the required area (see Figure 37.18).

All of these lower power, smaller footprint components exist by virtue of the significant demand created
by the commercial electronics industry. These trends will continue. Moore’s law (logic density in bits/in.>
will double every 18 months) nicely describes the degree by which we can expect further advancements.

37.5.3 Detector Readout Challenges

The realization of tighter design rules positively affects reduction in camera size in yet another way.
Multiplexers, or ROICs, directly benefit from the increased density. Now, without enlarging the size of
the ROIC die, more functions can be contained in the device. On-ROIC A/D conversion eliminates the
need for a dedicated, discrete A/D converter. On-ROIC clock and bias generation reduces the number of
vacuum Dewar feedthroughs to yield a smaller package as well as reducing the complexity and size of the
camera power supply. Putting the nonuniformity correction circuitry on the ROIC reduces the magnitude
of the detector output signal swing and minimizes the required input dynamic range of the A/D converter.
All of these increases in ROIC functionality come with the increased density of the silicon fabrication
process.

37.5.4 Optics Challenges

Another continuing advancement that has helped reduced the size of IR cameras is the progress made
at increasing the performance of the uncooled detectors themselves. The gains made at increasing the
sensitivity of the detectors has directly translated to reduction in the size of the optics. With a sensitivity
goal of 100 mK, an F/1 optic has traditionally been required to collect enough energy. Given the recent
sensitivity improvements in detectors, achievement of 100 mK can be attained with an F/2 optic. This
reduction in required aperture size greatly reduces the camera size and weight. These improvements
in detector sensitivity can also be directly traceable to improvements in the silicon industry. The same
photolithography and vacuum deposition equipments used to fabricate commercial ICs are used to make
bolometers. The finer geometry line widths translate directly to increased thermal isolation and increased
fill factor, both of which are factors in increased responsivity.

Reduction in optics’ size was based on a sequence of NEDT performance improvements in uncooled
VO, microbolometer detectors so that faster optics F/1.4 to F/2 could be utilized in the camera and still
maintain a moderate performance level. As indicated by Equation 37.29 to Equation 37.33, the size of the
optics is based on the required field-of-view (FOV), number of detectors (format of the detector array),
area of the detector, and F# of the optics (see Figure 37.19). The volume of the optics is considered to be
approximately a cylinder with a volume of 7 r?L. In Equation 37.29 to Equation 37.33, FL is the optics
focal length equivalent to L, D, is the optics diameter and D, /2 is equivalent to r, Age is the area of the
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FIGURE 37.19 Trade-off between optics size and volume and f/#, array format, and pixel size.

detector, F# is the f-number of the optics and HFOV is the horizontal field-of-view.

# horizontal detectors  +/Aget

FL = = (37.29)
Tan(HFOV/2) 2
Dy = # horizontal detectors _ VAdet (37.30)
Tan(HFOV/2) 2F#
FL
F# = — (37.31)
Dy
Dy 7?
Volumegptics = 7 S| = FL
, (37.32)
(# horizontal detectors/(tan(HFOV/2))) = (/Adet/2F#) L
=TT =
2
(# horizontal detectors/(tan(HFOV/2))) = +/Adet 3
Volumegptics = 7 32 (37.33)

Uncooled cameras have utilized the above enhancements and are now only a few ounces in weight and
require only about 1 W of input power.

37.5.5 Challenges for Third-Generation Cooled Imagers

Third-generation cooled imagers are being developed to greatly extend the range at which targets can
be detected and identified [28-30]. U.S. Army rules of engagement now require identification prior to
attack. Since deployment of first- and second-generation sensors there has been a gradual proliferation of
thermal imaging technology worldwide. Third-generation sensors are intended to ensure that U.S. Army
forces maintain a technological advantage in night operations over any opposing force.
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Thermal imaging equipment is used to first detect an object, and then to identify it. In the detection
mode, the optical system provides a wide field-of-view (WFOV — f/2.5) to maintain robust situational
awareness [31]. For detection, LWIR provides superior range under most Army fighting conditions.
Medium wavelength infrared offers higher spatial resolution sensing, and a significant advantage for
long-range identification when used with telephoto optics (NFOV — f/6).

37.5.5.1 Cost Challenges — Chip Size

Cost is a direct function of the chip size since the number of detector and readout die per wafer is inversely
proportion to the chip area. Chip size in turn is set by the array format and pixel size. Third-generation
imager formats are anticipated to be in a high-definition 16 x 9 layout, compatible with future display
standards, and reflecting the soldier’s preference for a wide field-of-view. An example of such a format is
1280 x 720 pixels. For a 30 um pixel this format yields a die size greater than 1.5 x 0.85 in. (22 x 38 mm).
This will yield only a few die per wafer, and will also require the development of a new generation of
dewar-cooler assemblies to accommodate these large dimensions. A pixel size of 20 wm results in a cost
saving of more than 2x, and allows the use of existing dewar designs.

37.5.5.1.1 Two-Color Pixel Designs

Pixel size is the most important factor for achieving affordable third-generation systems. Two types of two-
color pixels have been demonstrated. Simultaneous two-color pixels have two indium—bump connections
per pixel to allow readout of both color bands at the same time. Figure 37.20 shows an example of a
simultaneous two-color pixel structure. The sequential two-color approach requires only one indium
bump per pixel, but requires the readout circuit to alternate bias polarities multiple times during each
frame. An example of this structure is illustrated in Figure 37.21. Both approaches leave very little area
available for the indium bump(s) as the pixel size is made smaller. Advanced etching technology is being
developed in order to meet the challenge of shrinking the pixel size to 20 pm.

37.5.5.2 Sensor Format and Packaging Issues

The sensor format was selected to provide a wide field-of-view and high spatial resolution. Target detection
in many Army battlefield situations is most favorable in LWIR. Searching for targets is more efficient in a
wider field-of-view, in this case F/2.5. Target identification relies on having 12 or more pixels across the
target to adequately distinguish its shape and features. Higher magnification, F/6 optics combined with
MWIR optical resolution enhances this task.

Consideration was also given to compatibility with future standards for display formats. Army soldiers
are generally more concerned with the width of the display than the height, so the emerging 16:9 width
to height format that is planned for high-definition TV was chosen.

A major consideration in selecting a format was the packaging requirements. Infrared sensors must be
packaged in a vacuum enclosure and mated with a mechanical cooler for operation. Overall array size
was therefore limited to approximately 1 in. so that it would fit in an existing standard advanced dewar
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fit in an existing SADA dewar design for production commonality. For a 20-um pixel and a 1.6° FOV, the horizontal
pixel count limit is 1280. A costly development program would be necessary to develop a new, larger dewar.

assembly (SADA) dewar design. Figure 37.22 illustrates the pixel size/format/field-of-view trade within
the design size constraints of the SADA dewar.

37.5.5.3 Temperature Cycling Fatigue

Modern cooled infrared focal plane arrays are hybrid structures comprising a detector array mated to a
silicon readout array with indium bumps (see Figure 37.15).

Very large focal plane arrays may exceed the limits of hybrid reliability engineered into these structures.
The problem stems from the differential rates of expansion between HgCdTe and Si, which results in
large stress as a device is cooled from 300 K ambient to an operating temperature in the range of 77 to
200 K. Hybrids currently use mechanical constraints to force the contraction of the two components to
closely match each other. This approach may have limits — when the stress reaches a point where the chip
fractures.

Two new approaches exist that can extend the maximum array size considerably. One is the use of silicon
as the substrate for growing the HgCdTe detector layer using MBE. This approach has shown excellent
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FIGURE 37.23 Range improves as the pixel size is reduced until a limit in optical blur is reached. In the examples
above, the blur circle for the MWIR and LWIR cases are comparable since the f/number has been adjusted accordingly.
D* and integration time have been held constant in this example.

results for MWIR detectors, but not yet for LWIR devices. Further improvement in this approach would
be needed to use it for Third-Generation MWIR/IWIR two-color arrays.

A second approach that has proven successful for InSb hybrids is thinning the detector structure.
HgCdTe hybrids currently retain their thick, 500 ©m, CdZnTe epitaxial substrate in the hybridized struc-
ture. InSb hybrids must remove the substrate because it is not transparent, leaving only a 10-um thick
detector layer. The thinness of this layer allows it to readily expand and contract with the readout. InSb
hybrids with detector arrays over 2 in. (5 cm) on a side have been successfully demonstrated to be reliable.

Hybrid reliability issues will be monitored as a third-generation sensor manufacturing technology and
is developed to determine whether new approaches are needed.

In addition to cost issues, significant performance issues must also be addressed for third-generation
imagers. These are now discussed in the following section.

37.5.5.4 Performance Challenges

37.5.5.4.1 Dynamic Range and Sensitivity Constraints

A goal of third-generation imagers is to achieve a significant improvement in detection and ID range over
Second-Generation systems. Range improvement comes from higher pixel count, and to a lesser extent
from improved sensitivity. Figure 37.23 shows relative ID and detection range vs. pixel size in the MWIR
and IWIR, respectively. Sensitivity (D* and integration time) have been held constant, and the format
was varied to keep the field-of-view constant.

Sensitivity has less effect than pixel size for clear atmospheric conditions, as illustrated by the clear
atmosphere curve in Figure 37.24. Note that here the sensitivity is varied by an order of magnitude,
corresponding to two orders of magnitude increase in integration time. Only a modest increase in range
is seen for this dramatic change in SNR ratio. In degraded atmospheric conditions, however, improved
sensitivity plays a larger role because the signal is weaker. This is illustrated in Figure 37.24 by the curve
showing range under conditions of reduced atmospheric transmission.

Dynamic range of the imager output must be considered from the perspective of the quantum efficiency
and the effective charge storage capacity in the pixel unit cell of the readout. Quantum efficiency and charge
storage capacity determine the integration time for a particular flux rate. As increasing number of quanta
are averaged, the SNR ratio improves as the square root of the count. Higher accuracy A/D converters
are therefore required to cope with the increased dynamic range between the noise and signal levels.
Figure 37.25 illustrates the interaction of these specifications.
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FIGURE 37.24 Range in a clear atmosphere improves only modestly with increased sensitivity. The case modeled
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a 10x range in SNR. Improvement is more dramatic in the case of lower-atmospheric transmission that results in a
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FIGURE 37.25 Dynamic range (2") corresponding to the number of digital bits () is plotted as a discrete point
corresponding to each bit and referenced to the left and top scales. SNR ratio, corresponding to the number of quanta
collected (either photons or charge) is illustrated by the solid line in reference to the bottom- and right-hand scales.

System interface considerations lead to some interesting challenges and dilemmas. Imaging systems
typically specify a noise floor from the readout on the order of 300 V. This is because system users do
not want to encounter sensor signal levels below the system noise level. With readouts built at commercial
silicon foundries now having submicrometer design rules, the maximum bias voltage applied to the
readout is limited to a few volts — this trend has been downward from 5 V in the past decade as design
rules have shrunk, as illustrated in Figure 37.26. Output swing voltages can only be a fraction of the
maximum applied voltage, on the order of 3V or less.

This means that the dynamic range limit of a readout is about 10,000 — 80 db in power — or less.
Present readouts almost approach this constraining factor with 70 to 75 db achieved in good designs. In
order to significantly improve sensitivity, the noise floor will have to be reduced.

If sufficiently low readout noise could be achieved, and the readout could digitize on chip to a
level of 15 to 16 bits, the data could come off digitally and the system noise floor would not be
an issue. Such developments may allow incremental improvement in third-generation imagers in the
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FIGURE 37.26 Trends for design rule minimum dimensions and maximum bias voltage of silicon foundry
requirements.

FIGURE 37.27 Focal planes with on-chip A/D converters have been demonstrated. This example shows a 900 x 120
TDI scanning format array. Photo supplied by Lester Kozlowski of Rockwell Scientific, Camarillo, CA.

future. Figure 37.27 illustrates an example of an on-chip A/D converter that has demonstrated 12 bits
on chip.

A final issue here concerns the ability to provide high charge storage density within the small pixel
dimensions envisioned for third-generation imagers. This may be difficult with standard CMOS capacit-
ors. Reduced oxide thickness of submicrometer design rules does give larger capacitance per unit area, but
the reduced bias voltage largely cancels any improvement in charge storage density. Promising technology
in the form of ferroelectric capacitors may provide much greater charge storage densities than the oxide-
on-silicon capacitors now used. Such technology is not yet incorporated into standard CMOS foundries.
Stacked hybrid structures! [32] may be needed as at least an interim solution to incorporate the desired
charge storage density in detector-readout-capacitor structures.

37.5.5.4.2 High Frame Rate Operation
Frame rates of 30 to 60 fps are adequate for visual display. In third-generation systems we plan to deploy
high frame rate capabilities to provide more data throughput for advanced signal processing functions

11t should be noted that the third-generation imager will operate as an on-the-move wide area step-scanner wit
automated ATR versus second-generation systems that rely on manual target searching. This allows the overall narrower
field of view for the third-generation imager.
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FIGURE 37.28 Javelin cooler coefficient of performance vs. temperature.

such as automatic target recognition (ATR), and missile and projectile tracking. An additional benefit is
the opportunity to collect a higher percentage of available signal. Higher frame rates pose two significant
issues. First, output drive power is proportional to the frame rate and at rates of 480 Hz or higher, this
could be the most significant source of power dissipation on the readout. Increased power consumption
on chip will also require more power consumption by the cryogenic cooler. These considerations lead
us to conclude that high frame rate capabilities need to be limited to a small but arbitrarily positioned
window of 64 x 64 pixels, for which a high frame rate of 480 Hz can be supported. This allows for ATR
functions to be exercised on possible target locations within the full field-of-view.

37.5.5.4.3 Higher Operating Temperature

Current tactical infrared imagers operate at 77 K with few exceptions — notably MWIR HgCdTe, which
can use solid-state thermoelectric (TE) cooling. Power can be saved, and cooler efficiency and cooler
lifetime improved if focal planes operate at temperatures above 77 K.

Increasing the operating temperature results in a major reduction of input cryogenic cooler power. As
can be seen from Figure 37.28 the coefficient of performance (COP) increases by a factor of 2.4 from 2.5
to 6% as the operating temperature is raised from 80 to 120 K with a 320 K heat sink. If the operating
temperature can be increased to 150 K, the COP increases fourfold. This can have a major impact on input
power, weight, and size.

Research is underway on an artificial narrow bandgap intrinsic-like material — strained-layer super-
lattices of InGaAsSb — which have the potential to increase operating temperatures to even higher levels
[33]. Results from this research may be more than a decade away, but the potential benefits are significant
in terms of reduced cooler operating power and maintenance.

The above discussion illustrates some of the challenges facing the development of third-generation
cooled imagers. In addition to these are the required advances in signal processing and display technologies
to translate the focal plane enhancements into outputs for the user. These advances can be anticipated
to not only help to increase the range at which targets can be identified, but also to increase the rate
of detection and identification through the use of two-color cues. Image fusion of the two colors in
some cases is anticipated to help find camouflaged targets in clutter. Improved sensitivity and two-color
response is further anticipated to minimize the loss of target contrast now encountered because of diurnal
crossover. Future two-color imagers together with novel signal processing methods may further enhance
the ability to detect land mines and find obscured targets.

37.6 Summary

Infrared sensors have made major performance strides in the last few years, especially in the uncooled
sensors area. Cost, weight, and size of the uncooled have dramatically been reduced allowing a greater pro-
liferation into the commercial market. Uncooled sensors will find greater use in the medical community
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as a result. High-performance cooled sensors have also been dramatically improved including the

development of multicolor arrays. The high-performance sensors will find new medical applications
because of the color discrimination and sensitivity attributes now available.
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Many different types of infrared (IR) detector technology are now commercially available and the physics of
their operation has been described in an earlier chapter. IR imagers are classified by different characteristics
such as scan type, detector material, cooling requirements, and detector physics. Thermal imaging cameras
prior to the 1990s typically contained a relatively small number of IR photosensitive detectors. These
imagers were known as cooled scanning systems because they required cooling to cryogenic temperatures

and a mechanical scan mirror to construct a two-dimensional (2D) image of the scene. Large 2D arrays

of IR detectors, or staring arrays, have enabled the development of cooled staring systems that maintain

sensitivity over a wide range of scene flux conditions, spectral bandwidths, and frame rates. Staring arrays

consisting of small bolometric detector elements, or microbolometers, have enabled the development of
uncooled staring systems that are compact, lightweight, and low power (see Figure 38.1).

FIGURE 38.1 Scanning and staring system designs.
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The sensitivity, or thermal resolution, of uncooled microbolometer focal plane arrays has improved
dramatically over the past decade, resulting in IR video cameras that can resolve temperature differences
under nominal imaging conditions as small as twenty millidegrees Kelvin using f/1.0 optics. Advancements
in the manufacturing processes used by the commercial silicon industry have been instrumental in this
progress. Uncooled microbolometer structures are typically fabricated on top of silicon integrated circuitry
(IC) designed to readout the changes in resistance for each pixel in the array. The silicon-based IC serves
as an electrical and mechanical interface for the IR microbolometer.

The primary measures of IR sensor performance are sensitivity and resolution. When measurements
of end-to-end or human-in-the-loop (HITL) performance are required, the visual acuity of an observer
through a sensor is included. The sensitivity and resolution are both related to the hardware and software
that comprises the system, while the HITL includes both the sensor and the observer. Sensitivity is
determined through radiometric analysis of the scene environment and the quantum electronic properties
of the detectors. Resolution is determined by analysis of the physical optical properties, the detector array
geometry, and other degrading components of the system in much the same manner as complex electronic
circuit/signals analysis. The sensitivity of cooled and uncooled staring IR video cameras has improved by
more than a factor of ten compared to scanning systems commercially available in the 1980s and early
1990s.11112]

Sensitivity describes how the sensor performs with respect to input signal level. It relates noise charac-
teristics, responsivity of the detector, light gathering of the optics, and the dynamic range of the sensor.
Radiometry describes how much light leaves the object and background and is collected by the detector.
Optical design and detector characteristics are of considerable importance in sensor sensitivity analysis.
In IR systems, noise equivalent temperature difference (NETD) is often a first order description of the
system sensitivity. The three-dimensional (3D) noise model [1] describes more detailed representations of
sensitivity parameters. The sensitivity of scanned long-wave infrared (LWIR) cameras operating at video
frame rates is typically limited by very short detector integration times on the order of tens or hundreds of
microseconds. The sensitivity of staring IR systems with high quantum efficiency detectors is often limited
by the charge integration capacity, or well capacity, of the readout integrated circuit (ROIC). The detector
integration time of staring IR cameras can be tailored to optimize sensitivity for a given application and
may range from microseconds to tens of milliseconds.

The second type of measure is resolution. Resolution is the ability of the sensor to image small tar-
gets and to resolve fine detail in large targets. Modulation transfer function (MTF) is the most widely
used resolution descriptor in IR systems. Alternatively, it may be specified by a number of descriptive
metrics such as the optical Rayleigh Criterion or the instantaneous field-of-view of the detector. Where
these metrics are component-level descriptions, the system MTF is an all-encompassing function that
describes the system resolution. Sensitivity and resolution can be competing system characteristics and
they are the most important issues in initial studies for a design. For example, given a fixed sensor
aperture diameter, an increase in focal length can provide an increase in resolution, but may decrease
sensitivity [2]. A more detailed consideration of the optical design parameters is included in the next
chapter.

Quite often metrics, such as NETD and MTE, are considered separable. However, in an actual sensor,
sensitivity and resolution performance are interrelated. As a result, minimum resolvable temperature
difference (MRT or MRTD) has become a primary performance metric for IR systems.

This chapter addresses the parameters that characterize a camera’s performance. A website advertising
IR camera would in general contain a specification sheet that contains some variation of the terms that
follow. A goal of this section is to give the reader working knowledge of these terms so as to better enable
them to obtain the correct camera for their application:

e Three-dimensional noise

e NETD (Noise equivalent temperature difference)
e Dynamic range

e MTF
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e MRT (minimum resolvable temperature) and MDT (minimum detectable temperature)
e Spatial resolution
o Pixel size

38.1 Dimensional Noise

The 3D noise model is essential for describing the sensitivity of an optical sensor system. Modern imaging
sensors incorporate complex focal plane architectures and sophisticated postdetector processing and
electronics. These advanced technical characteristics create the potential for the generation of complex
noise patterns in the output imagery of the system. These noise patterns are deleterious and therefore need
to be analyzed to better understand their effects upon performance. Unlike classical systems where “well
behaved” detector noise predominates, current sensor systems have the ability to generate a wide variety
of noise types, each with distinctive characteristics temporally, as well as along the vertical and horizontal
image directions. Earlier methods for noise measurements at the detector preamplifier port that ignored
other system noise sources are no longer satisfactory. System components following the stage that include
processing may generate additional noise and even dominate total system noise.

Efforts at the Night Vision and Electronic Sensor Directorate to measure 2nd generation IR sensors
uncovered the need for a more comprehensive method to characterize noise parameters. It was observed
that the noise patterns produced by these systems exhibited a high degree of directionality. The data set
is 3D with the temporal dimension representing the frame sequencing and the two spatial dimensions
representing the vertical and horizontal directions within the image (see Figure 38.2).

To acquire this data cube, the field of view of a camera to be measured is flooded with a uniform
temperature reference. A set number 7 (typically around 100) of successive frames of video data are then
collected. Each frame of data consists of the measured response (in volts) to the uniform temperature
source from each individual detector in the 2D focal plane array (FPA). When many successive frames
of data are “stacked” together, a uniform source data cube is constructed. The measured response may
be either analog (RS-170) or digital (RS-422, Camera Link, Hot Link, etc.) in nature depending on the
camera interface being studied.

To recover the overall temporal noise, first the temporal noise is calculated for each detector in the array.
A standard deviation of the n measured voltage responses for each detector is calculated. For an h by v
array, there are hv separate values where each value is the standard deviation of n voltage measurements.
The median temporal noise among these hv values is stated as the overall temporal noise in volts.

Following the calculation of temporal noise, the uniform source data cube is reduced along each axis
according to the 3D noise procedure. There are seven noise terms as part of the 3D noise definition. Three
components measure the average noise present along on each axis (horizontal, vertical, and temporal) of
the data cube (o}, oy, and o). Three terms measure the noise common to any given pair of axes in the
data cube (o, o1, and oyy,). The final term measures the uncorrelated random noise (o). To calculate
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FIGURE 38.2 An example of a uniform source data cube for 3D noise measurements. The first step in the calculation
of 3D noise parameters is the acquisition of a uniform source data cube.
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FIGURE 38.3 The 3D noise values for a typical data cube. The spatial nonuniformity can be seen in the elevated
values of the spatial only 3D noise components o}, 0y, and oyy,. The white noise present in the system (oyyp,) is roughly
the same magnitude as the spatial 3D noise components.
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FIGURE 38.4 An example of a camera system with high spatial noise components and very low temporal noise
components.

the spatial noise for the camera, each of the 3D noise components that are independent of time (ov, oy,
and oyy,) are added in quadrature. The result is quoted as the spatial noise of the camera in volts.

In order to represent a data cube in a 2D format, the cube is averaged along one of the axes. For example,
if a data cube is averaged along the temporal axis, then a time averaged array is created. This format is
useful for visualizing purely spatial noise effects as three of the components are calculated after temporal
averaging (o}, oy, and oyp,). These are the time independent components of 3D Noise. The data cube can
also be averaged along both spatial dimensions. The full 3D Noise calculation for a typical data cube is
shown in Figure 38.3.

Figure 38.4 shows an example of a data cube that has been temporally averaged. In this case, many
spatial noise features are present. Column noise is clearly visible in Figure 38.4, however the dominant
spatial noise component appears to be the “salt and pepper” fixed pattern noise. The seven 3D Noise
components are shown in Figure 38.5. oy}, is clearly the dominant noise term, as was expected due to
the high fixed pattern noise. The column noise oy, and the row noise oy are the next dominant. In this
example, the overall bulls-eye variation in the average frame dominates the oy and oy, terms. Vertical
stripes present in the figure add to oy, but this effect is small in comparison, leading to similar values for
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FIGURE 38.5 The 3D noise components for the data cube used to generate. Note that the amount of row and
column noise is significantly smaller than the fixed pattern noise. All the 3D noise values with a temporal component
are significantly smaller than the purely spatial values.

oy and oy,. In this example, the temporal components of the 3D noise are two orders of magnitude lower
than oyy. If this data cube were to be plotted as individual frames, we would see that successive frames
would hardly change and the dominant spatial noise would be present (and constant) in each frame.

38.2 Noise Equivalent Temperature Difference

In general, imager sensitivity is a measure of the smallest signal that is detectable by a sensor. For IR
imaging systems, noise equivalent temperature difference (NETD) is a measure of sensitivity. Sensitivity is
determined using the principles of radiometry and the characteristics of the detector. The system intensity
transfer function (SITF) can be used to estimate the noise equivalent temperature difference. NEDT is the
system noise rms voltage over the noise differential output. It is the smallest measurable signal produced
by a large target (extended source), in other words the minimum measurable signal.

Equation below describes NETD as a function of noise voltage and the system intensity transfer function.
The measured NETD values are determined from a line of video stripped from the image of a test target,
as depicted in Figure 38.10. A square test target is placed before a blackbody source. The delta T is the
difference between the blackbody temperature and the mask. This target is then placed at the focal point
of an off axis parabolic mirror. The mirror serves the purpose of a long optical path length to the target,
yet relieves the tester from concerns over atmospheric losses to the temperature difference. The image of
the target is shown in Figure 38.6. The SITF slope for the scan line in Figure 38.6 is the AX /AT, where
AY is the signal measured for a given AT. The Ny is the background signal on the same line.

Nims [volts]
SITF_Slope [volts/K]

NETD =

After calculating both the temporal and spatial noise, a signal transfer function (SiTF) is measured. The
field of view of the camera is again flooded with a uniform temperature source. The temperature of the
source is varied over the dynamic range of the camera’s output while the mean array voltage response is
recorded. The slope of the resulting curve yields the SiTF responsivity in volts per degree Kelvin change
in the scene temperature. Once both the SiTF curve and the temporal and spatial noise in volts are known,
the NETD can be calculated. This is accomplished by dividing the temporal and spatial noise in volts by
the responsivity in volts per degree Kelvin. The resulting NETD values represent the minimum discernable
change in scene temperature for both spatial and temporal observation.

The SiTF of an electro-optical (EO) or IR system is determined by the signal response once the dark
offset signal has been subtracted off. After subtracting off the offset due to non flux effects, the SiTF
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FIGURE 38.6 Dynamic range and system transfer function.

plots the counts output relative to the input photon flux. The SiTF is typically represented in response
units of voltage, signal electrons, digital counts, etc. vs. units of the source: blackbody temperature, flux,
photons, and so on. If the system behaves linearly within the dynamic range then the slope of the SiTF is
constant. The dynamic range of the system, which may be defined by various criteria, is determined by
the minimum (i.e., signal to noise ratio = 1) and maximum levels of operation.

38.3 Dynamic Range

The responsivity function also provides dynamic range and linearity information. The camera dynamic
range is the maximum measurable input signal divided by the minimum measurable signal. The NEDT
is assumed to be the minimum measurable signal. For AC systems, the maximum output depends on the
target size and therefore the target size must be specified if dynamic range is a specification. Depending
upon the application, the maximum input value may be defined by one of several methods. One method
for specifying the dynamic range of a system involves having the A Vi, signal reach some specified level,
say 90% of the saturation level as shown in Figure 38.7. Another method to assess the maximum input
value is based on the signal’s deviation from linearity. The range of data points that fall within a specified
band is designated as the dynamic range. A third approach involves specifying the minimum SiTF of the
system.

For most systems, the detector output signal is adjusted both in gain and offset so that the dynamic
range of the A/D converter is maximized. Figure 38.8 shows a generic detector system that contains an
8-bit A/D converter. The converter can handle an input signal between 0 and 1 volt and an output between
0 and 255 counts. By selecting the gain and offset, any detector voltage range can be mapped into the
digital output. Figure 38.9 shows 3 different system gains and offsets. When the source flux level is less
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FIGURE 38.9 Different gains and voltage offsets affect the input-to-output transition.

38-7

than @i, the source will not be seen (i.e. it will appear as 0 counts). When the flux level is greater than
®nax, the source will appear as 255 counts, and the system is said to be saturated. The gain parameters,
®pin and Py are redefined for each gain and offset level setting.

Output A below occurs with maximum gain. Point B occurs with moderate gain and C with minimum
gain. For the various gains, the detector output gets mapped into the full dynamic range of the A/D converter.
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FIGURE 38.10 This figure shows the falloff in MTF as spatial frequency increases. Panel a is a sinusoidal test pattern,
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panel b is the optical system’s (negative) response, and panel ¢ shows the contrast as a function of spatial frequency.

38.4 Modulation Transfer Function

The modulation transfer function (MTF) of an optical system measures a system’s ability to faithfully
image a given object. Consider for example the bar pattern shown in Figure 38.10, with the cross section
of each bar being a sine wave. Since the image of a sine wave light distribution is always a sine wave, no
matter how bad the aberrations may be, the image is always a sine wave. The image will therefore have a
sine wave distribution with intensity shown in Figure 38.10.

When the bars are coarsely spaced, the optical system has no difficulty faithfully reproducing them.
However, when the bars are more tightly spaced, the contrast,

bright — dark

Contrast = —————
ontras bright + dark

begins to fall off as shown in panel c. If the dark lines have intensity = 0, the contrast = 1, and if the
bright and dark lines are equally intense, contrast = 0. The contrast is equal to the MTF at a specified
spatial frequency. Furthermore, it is evident that the MTF is a function of spatial frequency and position
within the field.

38.5 Minimum Resolvable Temperature

Each time a camera is turned on, the observer subconsciously makes a judgement about image quality.
The IR community uses the MRT and the MDT as standard measures of image quality. The MRT and
MDT depend upon the IR imaging system’s resolution and sensitivity. MRT is a measure of the ability to
resolve detail and is inversely related to the MTF, whereas the MDT is a measure to detect something. The
MRT and MDT deal with an observer’s ability to perceive low contrast targets which are embeddedd in
noise.

MRT and MDT are not absolute values rather they are temperature differentials relative to a given
background. They are sometimes referred to as the minimum resolvable temperature difference (MRTD)
and the minimum detectable temperature difference (MDTD).
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The theoretical MRT is

k- (NEDT)
MRT(f) = MTF perceived () ViBr e )

where MTFperceived = MTFsys MTFmonToR MTFEYE. The MTFsygtem is defined by the product MTFensor
MTFoptics MTFlectronics- Each B; in the equation is an eye filter that is used to interpret the various
components of noise. As certain noise sources increase, the MRT also increases. MRT has the same ambient
temperature dependence as the NEDT; as the ambient temperature increases, MRT decreases. Because
the MTF decreases as spatial frequency increases, the MRT increases with increasing spatial frequency.
Opverall system response depends on both sensitivity and resolution. The MRT parameter is bounded by
sensitivity and resolution. Figure shows that different systems may have different MRTs. System A has a
better sensitivity because it has a lower MRT at low spatial frequencies. At mid-range spatial frequencies,
the systems are approximately equivalent and it can be said that they provide equivalent performance. At
higher frequencies, System B has better resolution and can display finer detail than system A. In general,
neither sensitivity, resolution, nor any other single parameter can be used to compare systems; many
quantities must be specified for complete system-to-system comparison.

38.6 Spatial Resolution

The term resolution applies to two different concepts with regard to vision systems. Spatial resolution
refers to the image size in pixels — for a given scene, more pixels means higher resolution. The spatial
resolution is a fixed characteristic of the camera and cannot be increased by the frame grabber of post-
processing techniques. Zooming techniques, for example, merely interpolate between pixels to expand
an image without adding any new information to what the camera provided. It is easy to decrease the
resolution, however, by simply ignoring part of the data. National Instruments frame grabbers provide
for this with a “scaling” feature that instructs the frame grabber to sample the image to returna 1/2,1/4,
1/8, and so on, scaled image. This is convenient when system bandwidth is limited and you don’t require
any precision measurements of the image.

The other use of the term “resolution” is commonly found in data acquisition applications and refers to
the number of quantization levels used in A/D conversions. Higher resolution in this sense means that you
would have improved capability of analyzing low-contrast images. This resolution is specified by the A/D
converter; the frame grabber determines the resolution for analog signals, whereas the camera determines
it for digital signals (the frame grabber must have the capability of supporting whatever resolution the
camera provides, though).

38.6.1 Pixel Size

Camera pixel size consists of the tiny dots that make up a digital image. So let us say that a camera is capable
of taking images at 640 x 480 pixels. A little math shows us that such an image would contain 307,200
pixels or 0.3 megapixels. Now let’s say the camera takes 1024 x 768 images. That gives us 0.8 megapixels.
So the larger the number of megapixels, the more image detail you get. Each pixel can be one of 16.7
million colors.

The detector pixel size refers to the size of the individual sensor elements that make up the detector part
of the camera. If we had two charge-coupled devices (CCDs) detectors with equal Quantum Efficiency
(QEs) but one has 9 um pixels and the other has 18 pm pixels (i.e., the pixels on CCD#2 are twice the
linear size of those on CCD #1) and we put both of these CCDs into cameras that operate identically, then
the image taken with CCD#1 will require 4X the exposure of the image taken with CCD#2. This seeming
discrepancy is due in its entirety to the area of the pixels in the two CCDs and could be compared to
the effectiveness of rain gathering gauges with different rain collection areas: A rain gauge with a 2-in.
diameter throat will collect 4X as much rain water as a rain gauge with a 1-in. diameter throat.
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The infrared radiation emitted by an object above 0 K is passively detected by infrared imaging cameras
without any contact with the object and is nonionizing. The characteristics of the infrared radiation
emitted by an object are described by Planck’s blackbody law in terms of spectral radiant emittance.

M, =¢&()) a ) W/cm2 um

BT 1)
where ¢; and ¢, are constants of 3.7418 x 10* W pum*/cm? and 1.4388 x 10* um K. The wavelength,
A, is provided in micrometers and €(A) is the emissivity of the surface. A blackbody source is defined
as an object with an emissivity of 1.0, so that it is a perfect emitter. Source emissions of blackbodies
at nominal terrestrial temperatures are shown in Figure 39.1. The radiant exitance of a blackbody at a
310 K, corresponding to a nominal core body temperature of 98.6°F, peaks at approximately 9.5 um in
the LWIR. The selection of an infrared camera for a specific application requires consideration of many
factors including sensitivity, resolution, uniformity, stability, calibratability, user controllability, reliability,
object of interest phenomenology, video interface, packaging, and power consumption.

Planck’s equation describes the spectral shape of the source as a function of wavelength. It is readily
apparent that the peak shifts to shorter wavelengths as the temperature of the object of interest increases.

39-1

© 2006 by Taylor & Francis Group, LLC



39-2 Medical Devices and Systems

Blackbody curves for four temperatures from 290 to 320 K
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FIGURE 39.1 Planck’s blackbody radiation curves.
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FIGURE 39.2 Location of peak of blackbody radiation, Wien’s Law.

If the temperature of a blackbody approaches that of the sun, or 5900 K, the peak of the spectral shape
would shift to 0.55 um or green light. This peak wavelength is described by Wien’s displacement law

Amax = 2898/T pum

Figure 39.2 shows the radiant energy peak as a function of temperature in the IWIR. It is important
to note that the difference between the blackbody curves is the “signal” in the infrared bands. For an
infrared sensor, if the background temperature is 300 K and the object of interest temperature is 302 K,
the signal is the 2 K difference in flux between these curves. Signals in the infrared ride on very large
amounts of background flux. This is not the case in the visible. For example, consider the case of a white
object on a black background. The black background is generating no signal, while the white object is
generating a maximum signal assuming the sensor gain is properly adjusted. The dynamic range may
be fully utilized in a visible sensor. For the case of an IR sensor, a portion of the dynamic range is used
by the large background flux radiated by everything in the scene. This flux is never a small value, hence
sensitivity and dynamic range requirements are much more difficult to satisfy in IR sensors than in visible
Sensors.
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A typical infrared imaging scenario consists of two major components, the object of interest and the
background. In an IR scene, the majority of the energy is emitted from the constituents of the scene.
This emitted energy is transmitted through the atmosphere to the sensor. As it propagates through the
atmosphere it is degraded by absorption and scattering. Obscuration by intervening objects and addi-
tional energy emitted by the path also affect the target energy. This effect may be very small in short
range imaging applications under controlled conditions. All these contributors, which are not the object
of interest, essentially reduce one’s ability to discriminate the object. The signal is further degraded by
the optics of the sensor. The energy is then sampled by the detector array and converted to electrical
signals. Various electronics amplify and condition this signal before it is presented to either a display for
human interpretation or an algorithm like an automatic target recognizer for machine interpretation.
A linear systems approach to modeling allows the components’ transfer functions to be treated separately
as contributors to the overall system performance. This approach allows for straightforward modific-
ations to a performance model for changes in the sensor or environment when performing tradeoff
analyses.

The photon flux levels (photons per square centimeter per second) on Earth is 1.5 x 10'7 in the daytime
and around 1 x 10'° at night in the visible. In the MWIR, the daytime and nighttime flux levels are 4 x 10!
and 2 x 10", respectively, where the flux is a combination of emitted and solar reflected flux. In the LWIR,
the flux is primarily emitted where both day and night yield a 2 x 10'7 level. At first look, it appears that
the IWIR flux characteristics are as good as a daytime visible system, however, there are two other factors
limiting performance. First, the energy bandgaps of infrared sensitive devices are much smaller than in the
visible, resulting in significantly higher detector dark current. The detectors are typically cooled to reduce
this effect. Second, the reflected light in the visible is modulated with target and background reflectivities
that typically range from 7 to 20%.

In the infrared, where all terrestrial objects emit, a two-degree equivalent blackbody difference in
photon flux between object and background is considered high contrast. The flux difference between two
blackbodies of 302 K compared to 300 K can be calculated in a manner similar to that shown in Figure 39.1.
The flux difference is the signal that provides an image, hence the difference in signal compared to the
ambient background flux should be noted. In the IWIR, the signal is 3% of the mean flux and in the
MWIR it is 6% of the mean flux. This means that there is a large flux pedestal associated with imaging in
the infrared.

There are two major challenges accompanying the large background pedestal in the infrared. First,
the performance of a typical infrared detector is limited by the background photon noise and this noise
term is determined by the mean of the pedestal. This value may be relatively large compared to the small
signal differences. Second, the charge storage capacity of the silicon input circuit mated to each infrared
detector in a staring array limits the amount of integrated charge per frame, typically around 107 charge
carriers. An IWIR system in a hot desert background would generate 10'° charge carriers in a 33 msec
integration time. The optical f-number, spectral bandwidth, and integration time of the detector are
typically tailored to reach half well for a given imaging scenario for dynamic range purposes. This well
capacity limited condition results in a sensitivity, or noise equivalent temperature difference (NETD) of
10 to 30 times below the photon limited condition. Figure 39.3 shows calculations of NETD as a function
of background temperature for MWIR and LWIR staring detectors dominated by the photon noise of the
incident IR radiation. At 310 K, the NETD of high quantum efficiency MWIR and IWIR focal plane arrays
(FPAs) is nearly the same, or about 3 millidegrees K, when the detectors are permitted to integrate charge
up to the frame time, or in this case about 33 msec. The calculations show the sensitivity limits from
the background photon shot noise only and does not include the contribution of detector and system
temporal and spatial noise terms. The effects of residual spatial noise on NETD are described later in the
chapter. The well capacity assumed here is 10° charge carriers to demonstrate sensitivity that could be
achieved under large well conditions. The MWIR device is photon limited over the temperature range
and begins to reach the well capacity limit near 340 K. The 24 pm pitch 9.5 pm cutoff LWIR device is well
capacity limited over the entire temperature range. The 18 pm pitch 9.5 um cutoff LWIR device becomes
photon limited around 250 K. Various on-chip signal processing techniques, such as charge skimming and
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FIGURE 39.3 Background limited NETD for high quantum efficiency MWIR and IWIR detectors.

charge partitioning, have been investigated to increase the charge capacity of these devices. In addition, as
the minimum feature sizes of the input circuitry decreases, more real estate in the unit cell can be allocated
to charge storage.

Another major difference between infrared and visible systems is the size of the detector and diffraction
blur. Typical sizes for MWIR and LWIR detectors, or pixels, range from 20 to 50 pm. Visible detectors less
than 6 m are commercially available today. The diffraction blur for the LWIR is more than ten times larger
than the visible blur and MWIR blur is eight times larger than visible blur. Therefore, the image blur due to
diffraction and detector size is much larger in an infrared system than a visible system. It is very common
for infrared staring arrays to be sampling limited where the sample spacing is larger than the diffraction
blur and the detector size. Dither and microscanning are frequently used to enhance performance. A more
detailed discussion of the optical considerations of infrared sensors is provided later in the chapter.

Finally, infrared staring arrays consisting of cooled photon detectors or uncooled thermal detectors
may have responsivities that vary dramatically from pixel to pixel. It is common practice to correct for the
resulting nonuniformity using a combination of factory preset tables and user inputs. The nonuniformity
can cause fixed pattern noise in the image that can limit the performance of the system even more than
temporal noise and these effects are demonstrated in the next section.

39.1 Infrared Sensor Calibration

Significant advancement in the manufacturing of high-quality FPAs operating in the SWIR, MWIR, and
LWIR has enabled industry to offer a wide range of affordable camera products to the consumer. Com-
mercial applications of infrared camera technology are often driven by the value of the information it
provides and price points set by the marketplace. The emergence of uncooled microbolometer FPA cam-
eras with sensitivity less than 0.030°C at standard video rates has opened many new applications of the
technology. In addition to the dramatic improvement in sensitivity over the past several years, uncooled
microbolometer FPA cameras are characteristically compact, lightweight, and low power. Uncooled cam-
eras are commercially available from a variety of domestic and foreign vendors including Agema, BAE
Systems, CANTRONIC Systems, Inc., DRS and DRS Nytech, FLIR Systems, Inc., Indigo Systems, Inc.,
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FIGURE 39.4 Windows-based GUI developed at NVESD for an uncooled medical imaging system.

Electrophysics Corp., Inc., Infrared Components Corp., IR Solutions, Inc., Raytheon, Thermoteknix Sys-
tems Ltd., ompact, low power The linearity, stability, and repeatability of the SiTF may be measured to
determine the suitability of an infrared camera for accurate determination of the apparent temperature of
an object of interest. LWIR cameras are typically preferred for imaging applications that require absolute or
relative measurements of object irradiance or radiance because emitted energy dominates the total signal in
the IWIR. In the MWIR, extreme care is required to ensure the radiometric accuracy of data. Thermal ref-
erences may be used in the scene to provide a known temperature reference point or points to compensate
for detector-to-detector variations in response and improve measurement accuracy. Thermal references
may take many forms and often include temperature controlled extended area sources or uniformly coated
metal plates with contact temperature sensors. Depending on the stability of the sensor, reference frames
may be required in intervals from minutes to hours depending on the environmental conditions and the
factory presets. Many sensors require an initial turn-on period to stabilize before accurate radiometric data
can be collected. An example of a windows-based graphical user interface (GUI) developed at NVESD for
an uncooled imaging system for medical studies is shown in Figure 39.4. The system allows the user to oper-
atein a calibrated mode and display apparent temperature in regions of interest or at any specified pixel loc-
ation including the pixel defined by the cursor. Single frames and multiple frames at specified time intervals
may be selected for storage. Stability of commercially available uncooled cameras is provided earlier.

The LTC 500 thermal imager had been selected as a sensor to be used in a medical imaging application.
Our primary goal was to obtain from the imagery calibrated temperature values within an accuracy of
approximately a tenth of a degree Celsius. The main impediments to this goal consisted of several sources
of spatial nonuniformity in the imagery produced by this sensor, primarily the spatial variation of radiance
across the detector FPA due to self heating and radiation of the internal camera components, and to a
lesser extent the variation of detector characteristics within the FPA. Fortunately, the sensor provides a
calibration capability to mitigate the effects of the spatial nonuniformities.

We modeled the sensor FPA as a 2D array of detectors, each having a gain G and offset K, both of which
are assumed to vary from detector to detector. In addition we assumed an internally generated radiance Y
for each detector due to the self-heating of the internal sensor components (also varying from detector to
detector, as well as slowly with time). Lastly, there is an internally programmable offset C for each detector
which the sensor controls as part of its calibration function. Therefore, given a radiance X incident on
some detector of the FPA from the external scene, the output Z for that detector is given by:

Z=GX+GY+K+C
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39.2 Gain Detector

Individual detector gains were calculated by making two measurements. First, the sensor was allowed
to run for several hours in order for the internal temperatures to stabilize. A uniform blackbody source
at temperature 17 (20°C) was used to fill the field of view (FOV) of the sensor and an output image
Z) was collected. Next the blackbody temperature was set to T, (40°C) and a second output image Z,
was collected. Since the measurement interval was small (<1 to 2 min) we assume the Y values remain
constant, we have (for each detector):

Z1=GX1+GY+K+C

2 =GX +GY+K+C

where X) and X, refer to the external scene radiance corresponding to temperatures T} and T incident on
the detector and were calculated by integrating Planck’s blackbody function over the 8 to 12 pum spectral
band of the sensor. Taking the difference, we have (for each detector):

Z — 2

G=2"2
X — Xi

where the numbers here refer to measurements at different temperatures and, again, the value G (as well
as Z and X) are assumed to vary from detector to detector (detector subscripts were omitted for clarity).
39.2.1 Nonuniformity Calibration

The LTC 500 provides the capability for nonuniformity calibration that allows the user to remove nonuni-
formities across the FPA assuming they do not change too rapidly with time. The procedure involves
placing a uniform blackbody source across the FOV of the sensor and pressing the calibrate button. At
this point, the sensor internally adjusts the value of a programmable offset for each detector so that the
output Z of each detector is equal to a constant that we will denote Zcr (which the sensor sets to the
midpoint of the digital pixel range, i.e., 16384).

Let Dy and D, be two detectors selected from the 2D FPA, the outputs Z;, Z, are then given by:

2=GXi+GYVT+K+G
2 =GX+GY+K+ G

where now the numbers refer to different detectors, and as before G is gain, X is the incident radiance from
the external scene, Y is the internal self heating radiance on the detectors, K is a possible offset variation
from detector to detector, and C represents the programmable calibration offset for each detector. If we
fill the FOV with a uniform blackbody at some temperature (Tcar,) producing a uniform radiance Xcar,
on the FPA and activate the calibration function, we have:

Zy =ZcaL = GiXeaL + G + K + G

Zy = ZcaL = @ XcaL + G + K + G
SO

C = ZcaL — GiXcaL — Gi1 Y1 — Ky

G = ZcaL — GXcar — &Y, — K;
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where Xcar is calculated by spectrally integrating Planck’s function from 8 to 12um at T = Tcar. C; and
C, will now retain these values until the sensor is either recalibrated or powered down. Now, for some
arbitrary externally supplied radiance X;, X; on the FPA we have:

L =GX1+G YN +K+G
Z1 = GX1+ G+ K+ Zear — GiXear — GiY — Ky
Z1 = G1X1 + ZcaL — GiXeaL
Zy = Gi(Xq — XcaL) + Zear
and, similarly
Zy = Ga(Xz — XcaL) + ZeaL

therefore, the output of each detector depends only on the individual detector gain (which we know) and
the external radiance incident on the detector. The spatially varying components (Y and K) have been
removed.

Rearranging to solve for radiance input X as a function of the output intensity Z we have:

_ (£ —Zcar)
- G

X + Xcar

Given a precomputed look up table RAD2TEMP of T, X pairs we can take the radiance value X and look

up the corresponding temperature T for any pixel in the image. Hence we have computed temperature
Tc as a function of radiance X on any detector:

Tc = RAD2TEMP[X]

39.3 Operational Considerations

Upon testing the system in a scenario that more accurately reflected the operational usage anticipated (i.e.,
with up to 10 ft between the sensor and the measured object), we encountered an unexpected discrepancy
between the computed temperature values and the actual values as reported by the blackbody temperature
display. We decided to assume that actual temperature values would vary linearly with the values computed
by the above method. Therefore, we added a second step to the calibration procedure that requires the
user to collect an image at a higher temperature than the calibration temperature Tcay. Also, this second
measurement would be made at a sensor to blackbody distance of approximately 10 ft. So now, we have
two computed temperatures and two actual corresponding temperatures. Then we compute a slope and
y-intercept describing the (assumed) linear relationship between the computed and actual temperatures.

Th = MTc + B
where
M= Ta, — Ta,
Tc, — Tg,
and

B =Ty, — MT¢,
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(a) Raw output image (b) Raw output image

() (d)

FIGURE 39.5 Gain calculation, (a) low temperature: uniform 30°C black body source, calibrated at 30°, u = 16381,
o = 1.9 (raw counts). (b) High temperature: uniform 40°C black body source, calibrated at 30°, u = 16842,0 = 11.3
(raw counts). (c) Processed using uniform gain: uniform 35°C black body source, calibrated at 30°, u = 34.74,0 = 0.12
(°C). (d) Processed using computed gain: uniform 35°C black body source, calibrated at 30°, u = 34.74,0 = 0.04 (°C).

where Ty is the adjusted temperature, T¢ is the computed temperature from the previously described
methodology. M and B are recomputed during each nonuniformity calibration.
From a camera perspective, the system intensity transfer function (SiTF) in digital counts for a DC =

A + BeT*
oo (PN -ANT
- Be

By adding this second step to the calibration process, we were able to improve the accuracy of the computed
temperature to within a tenth of a degree for the test data set (Figure 39.5).

39.4 Infrared Optical Considerations

This section focuses mainly on the MWIR and LWIR since optics in the NIR and SWIR and very similar
to that of the visible. This area assumes a basic knowledge of optics, and applies that knowledge to the
application of infrared systems.

39.4.1 Resolution

Designing an IR optical system is first initiated by developing a set of requirements that are needed.
These requirements will be used to determine the focal plane parameters and desired spectral band. These
parameters in turn drive the first order design, evolving into the focal length, entrance pupil diameter,
FOV, and f/number.

If we start with the user inputs of target distance, size, cycle criteria (or pixel criteria), and spectral
band, we can begin designing our sensor. First we calculate the minimum resolution angle (e, in radians).
This parameter is also known as the instantaneous field of view (IFOV), and can be calculated by

Sizetar
o =
(Range) (2 x Cyles)
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or

Sizegar
0=——
(Range) (Pixels)

Based on the wavelength, we can determine the minimum entrance pupil diameter that is necessary to
distinguish between the two blur spots.

1.22A
o

EPD =

Knowing the detector size and pixel pitch we can then determine the minimum focal length based on our
IFOV that is required to meet our resolution requirements. Longer focal lengths will provide better spatial
resolution.

Pitch
o

EFL =

Once we know our focal length, we can determine our FOV based on the height of the detector and the
focal length. The vertical and horizontal fields of view are calculated separately based on their respective
dimensions.

0.5h

0 =2tan | ——

EFL
where h is the full detector height (or width). Depending on the system requirements, the size of the FPA
may want to be scaled to match the desired FOV. Arrays with more pixels provide for greater resolution for
a given FOV. However, smaller arrays cost less. Scaling an optical system to match the FOV for a different

array format results in the scaling of the focal length, and thus the resolution.
The f/number is then calculated as the ratio of the focal length to the entrance pupil diameter.

EFL
b = =—
f /number EPD

The f/number of the system can be further optimized based on two parameters: the sensitivity and the blur
circle. The minimum f/number is already set based on the calculated minimum entrance pupil diameter
and focal length. The f/number can be adjusted to improve sensitivity by trying to optimize the blur
circle to match the diagonal dimension of the detector pixel. This method provides a way to maximize the
amount of energy on the pixel while minimizing aliasing.

Pixeldiagonal

b =
f /number a1

A faster f/number is good in many ways as it can improve the resolution by reducing the blur spot and
increasing the optics cutoff frequency. It also allows more signal to the detector and gives a boost in the
signal to noise ratio. A fast f/number is absolutely necessary for uncooled systems because they have to
overcome the noise introduced from operation at warmer temperatures. Faster f/numbers also help in
environments with poor thermal contrast. However, a faster f/number also means that the optics will
be larger, and the optical designs will be more difficult. Faster f/numbers introduce more aberrations
into each lens making all aberrations more difficult to correct, and a diffraction limited system harder to
achieve. A cost increase may also occur due to larger optics and tighter tolerances. A tradeoff has to occur
to find the optimal f/number for the system. The table below shows the tradeoffs between optics diameter,
focal length, resolution and FOV.
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39.5 Spectral Requirement

Medical Devices and Systems

The spatial resolution is heavily dependent on the wavelength of light and the f/number. Diffraction limits
the minimum blur size based on these two parameters.

dspot = 2.44).( f /number)

The table compares blur sizes for various wavelengths and f/numbers.

Spot size (um)

f/number A=06 A=2 A=4 A=10
1 1.5 4.9 9.8 24.4
2.5 3.7 12.2 24.4 61.0
4 5.9 19.5 39.0 97.6
5.5 8.1 26.8 53.7 134.2
7 10.2 34.2 68.3 170.8
First Order Parameters Resolution
f/mumber Focal length Field of view Entrance pupil diameter

Impact
resolution

A faster f/number results in
a smaller optics blur due
to diffraction. The result is
an improved diffraction
limit, and thus better
spatial resolution.
However, two things can
adversely impact this
improvement. Aberrations
increase with faster
f/number, potentially
moving a system out of
being diffraction limited,
in which case the faster
f/number can potentially
hurt you. Also, a fixed
front aperture system will
have to reduce its focal
length to accommodate
the faster f/number, thus
reducing spatial resolution
through a change in focal
length

Increasing the focal
length will increase
spatial resolution.

However, the amount

of improvement may be
limited by the size of

the allowed aperture, as

having to go to a slower

f/number can reduce

some of the gains.

Longer focal lengths

also result in narrower

FOVs, which can be

limited by stabilization

issues

Narrower FOVs are the
direct result of longer focal
lengths. Longer focal
lengths result in improved
spatial resolution. The
Field of view can also vary
by changing the size of the
FPA. If all other
parameters are
maintained, and the FPA
size is increased merely
through the addition of
more pixels, then the FOV
increases without
impacting resolution. If
the number of pixels stay
the same, but the pixel size
is increased. then
resolution is decreased. If
pixel size is constant,
number of pixels is
increased, and focal length
is scaled to maintain a
constant FOV, then the
resolution scales with the
focal length

The entrance pupil
diameter (EPD) can
impact the resolution in
three ways. Increasing the
EPD while maintaining
focal length improves
resolution by utilizing a
faster f/number.
Increasing the EPD while
maintaining a constant
f/number results in a
longer focal length, and
thus increase spatial
resolution. Maintaining a
constant EPD while
increasing focal length
results in an improved
spatial resolution due to
the focal length, but a
reduced resolution due to
diffraction. The point
where there is no longer
significant improvement is
dependent on the
pixel size

39.5.1 Depth of Field

It is often desired to image targets that are located at different distances in object space. Two targets that
are separated by a distance will both appear to be equally in focus if they fall within the depth of field
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(DOF) of the optics. A target that is closer to the optics than the DOF will appear defocused. In order to
bring the out-of-focus target back in focus, it is required to refocus the optics so that the image plane shifts
back to the location of the detector. Far targets focus shorter than near targets. If it is assumed that the
optics are focused for an infinite target distance, the near DOF, known as the hyperfocal distance (HFD),
can be found by

DZ
HFD = —
2A

where D is the entrance pupil diameter, and A is the wavelength in the same units as the diameter. This
approximation can be made in the infrared because we can assume that we are utilizing a diffraction
limited system.

This formula is dependent only on the aperture diameter and wavelength. It is easily seen that shorter
wavelengths and larger apertures have larger HFDs. This relationship is based on the Rayleigh limit which
states that as long as the wavefront error is within a i wavelength of a true spherical surface, it is essentially
diffraction limited. The depth of field can then be improved by focusing the optics to be optimally focused
at the HFD. The optics are then in focus from that point to infinity based on the % wave criteria, but also
fora i wave near that target distance. The full DOF of the system then becomes half the HFD to infinity.

This is approximated by

D2
DOF = —
40

If the region of interest is not within these bounds, it is possible to approximate the near and far focus
points for a given object distance with

HFD x Z,
HED + (Z, — f)

near —

P HFD x Z,
far = HFD — (Z, — f)
where X is the object distance that the objects are focused for and f is the focal length of the optics.
Work has been done with digital image processing techniques to improve the DOF by applying a
method known as Wavefront Coding, developed by Cathey and Dowksi at the University of Colorado.
This effectiveness of this technique has been well documented and demonstrated for the visible spectral
band. Efforts are underway to demonstrate the effectiveness with LWIR uncooled cameras.

39.6 Selecting Optical Materials

The list of optical materials that transmit in the MWIR and IWIR spectrum is very short compared to that
found in the visible spectrum. There are 21 crystalline materials and a handful chalcogenide glasses that
transmit radiation at these wavelengths. Of the 21 crystalline materials, only six are practical to use in
the LWIR, and nine are usable in the MWIR. The remaining possess poor characteristics such as being
hygroscopic, toxic to the touch, etc., making them impractical for use in a real system. The list grows shorter
for multi-spectral applications as only four transmit in the visible, MWIR, and IWIR. The chalcogenide
glasses are an amorphous conglomerate of two or three infrared transmitting materials. A table of the
practical infrared materials is listed along with a chart of their spectral bands. Transmission losses due to
absorption can be calculated from the absorption coefficient of the material at the specified wavelength.

Tabs = e—at
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Transmission range for common IR materials
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Table of Infrared Optical Materials

Refractive Index

Material 4 um =10pu dn/dT (K1 Spectral range (um)
Germanium 4.0243 4.0032 0.000396 2.0-17.0
Gallium arsenide 3.3069 3.2778 0.000148 0.9-16.0
ZnSe 2.4331 2.4065 0.000060 0.55-20.0
ZnS (cleartran) 2.2523 2.2008 0.000054 0.37-14.0
AMTIR-1 2.2514 2.4976 0.000072 0.7-14.0
AMTIR-3 2.6200 2.6002 0.000091 1.0-14.0
AMTIR-4 2.6487 2.6353 —0.000030 1.0-14.0
GASIR 1 2.5100 2.4944 0.000055 1.0-14.0
GASIR 2 2.6038 2.5841 0.000058 1.0-14.0
Silicon 3.4255 N/A 0.000160 1.2-9.0
Sapphire 1.6753 N/A 0.000013 0.17-5.5
BaF, 1.4580 1.4014 —0.000015 0.15-12.5
CaF; 1.4097 1.3002 —0.000011 0.13-10.0
AsS3 2.4112 2.3816 —0.0000086 0.65-8.0
MgO 1.6679 N/A 0.000011 0.4-8.0

39.6.1 Special Considerations

In the LWIR, germanium is by far the best material to use for color correction and simplicity of design due
to its high index of refraction and low dispersion. It is possible to design entire systems with germanium,
but there are some caveats to this choice. Temperature plays havoc on germanium in two ways. It has a
very high dn/d T (0.000396 K1), defocusing a lens that changes temperature of only a few degrees. It also
has an absorption property in the LWIR for temperatures greater than 57°C. As the optic temperature
rises above this point, the absorption coefficent increases, reducing the transmission. The high cost of
germanium can also be a factor. It is not always good choice for a low-cost sensor, as the lens may end
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up costing more than the FPA. A good thermal match to compensate for the dn/dT of germanium is
AMTIR-4. Its negative dn/dT provides for an excellent compensator for the germanium. It is possible
to design a two lens germanium/AMTIR-4 lens system that does not require refocusing for over a 60°C
temperature range.

The low-cost optics are silicon, ZnS, and the chalcogenide glasses. Silicon is only usable in the MWIR,
and although the material is very inexpensive, its hardness can make it very difficult to diamond turn,
and thus expensive. Although it does not diamond turn well, it does grind and polish easily, providing a
very inexpensive solution when complex surfaces such as aspheres and diffractives are not used. ZnS is
relatively inexpensive to germanium and ZnSe, but is relatively expensive to silicon and the chalcogenide
glasses. The chalcogenide glasses are by far the least expensive to make and manufacture making them an
excellent solution for low-cost system design. There are three types of the chalcogenide glasses that are
moldable. AMTIR-4, a product of Amorphous Materials, Inc., has a lower melting point that the other
chalcogenides making it the easiest to mold. Another material GASIR1 and GASIR2, products of Umicore,
have also been demonstrated as being moldable. They have similar optical properties to that of AMTIR-1
and AMTIR-3.

39.6.2 Coatings

The high indices of refraction of most infrared materials lead to large fresnel losses, and thus require AR
coatings. The transmission for a plane uncoated surface is shown below. In air, n; = 1.

T:1_<n1—nz>2
ny + m

The total reflectance off both sides of an uncoated plate is the multiplication of the two surfaces. This is

in turn multiplied by the transmission of the material due to absorption. An example is given below:

Example
Uncoated Zinc Selenide flat, n = 2.4 in air, t = 1.5 cm thickness, absorption = 0.0005.

Total transmission through both sides = (0.83)(0.999)(0.83) = 0.688

Standard AR coatings are readily available for all of the materials previously listed. Generally, better than
99% can be expected for an AR-coated lens for either the MWIR or IWIR. If dual band operation is
required, expect this performance to drop to 96%, and for the price to go up. The multispectral coatings
are more difficult to design, and result in having many more layers. Infrared beamsplitter coatings can
be difficult and expensive to manufacture. Care should be taken in specifying both the transmission and
reflection properties of the beamsplitter. Specifications that are too stringent often lead to huge costs and
schedule delays. Also, it is very important to note that the choice of which wavelength passes through
and which wavelength is reflected can make a significant impact on the performance of a beamsplitter. In
general, transmitting the longer wavelength and reflecting the shorter wavelength will boost performance
and reduce cost.

39.6.3 Reflective Optics

Reflective optics can be a very useful and effective design too in the infrared. Reflective optics have no chro-
matic aberrations, and allow for diffraction limited solutions for very wide spectral bands. However, the use
of reflective optics is somewhat limited to narrow FOVs and have difficulty with fast f/numbers. In addi-
tion, the type of reflective system can impact the performance fairly significantly for longer wavelengths.
The most common type of design, the Cassegrain, two mirrors that are aligned on the same optical axis.
The secondary mirror acts as an obscuration to the primary, which results in a degraded MTF due to
diffraction around the obscuration. This effect is not apparent in most wavebands because the MTF loss
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occurs after the Nyquist frequency of the detector. However, this is not the case for the LWIR where the
MTF drop occurs before Nyquist. To overcome this effect, most reflective systems used in the LWIR are
off-axis reflective optics. These optics will provide diffraction limited MTF as long as the f/numbers do
not get too fast, and the FOVs do not get too large. The off-axis nature makes these reflective systems hard
to align, and expensive to manufacture.
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asked me if I could address my interpretation of Medical Informatics during my lecture. This
presentation made me review and reflect on some old and new concepts that have appeared

W HAT IS IT? In the summer of 2004 I was invited to lecture at Dartmouth. Dr. Rosen, my host,

IV-1
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V-2 Medical Devices and Systems

in the literature, in some cases. I have observed, for example, that the definition varies greatly depending
on the profession of the person who answers this question. A few years earlier, while at the CDC, I had
the opportunity to participate in a lecture by Ted Shortliffe, in which he explained a model of Medical
Informatics that appears in his book (Handbook of Medical Informatics). I also like portions of the content
that appears at the Vanderbilt University website in its program of medical informatics (MI) and finally
the work of Musen/Von Bemmel reflected on their Handbook of Medical Informatics.

Healthcare informatics has been defined by these authors, respectively as:

e “Afield of study concerned with the broad range of issues in the management and use of biomedical
information, including medical computing and the study of the nature of medical information
itself.” Shortliffe E.H., Perreault L.E., Eds. Medical Informatics: Computer Applications in Health
Care and Biomedicine. New York: Springer, 2001.

e “The science that studies the use and processing of data, information, and knowledge applied to
medicine, health care and public health.” Von Bemmel J.H., Musen M.A., Eds. Handbook of Medical
Informatics. AW Houten, Netherlands: Bohn Stafleu Van Loghum; Heidelberg, Germany: Springer
Verlag, 1997.

Vanderbilt’s MI program uses a “simplistic definition”: Computer applications in medical careand a “better
definition”: Biomedical Informatics is an emerging discipline that has been defined as the study, invention, and
implementation of structures and algorithms to improve communication, understanding, and management of
medical information. The end objective of biomedical informatics is the coalescing of data, knowledge, and the
tools necessary to apply that data and knowledge in the decision making process, at the time and place that a
decision needs to be made. The focus on the structures and algorithms necessary to manipulate the information
separates Biomedical Informatics from other medical disciplines where information content is the focus.

The Vanderbilt model shows Medical Informatics as the intersection of three different domains: Bio-
logical Science, Information Analysis and Presentation (i.e., informatics, computation, statistics) and
Clinical Health Services Research (i.e., Policy, Outcomes). The first two at the intersection create Bioin-
formatics, while the second and third create health informatics [through the translation from bench to
bedside]. Some more definitions:

The noun informatics has one meaning; the sciences concerned with gathering and manipulating
and storing and retrieving, and classifying recorded information [1]. in.for.mat.ics n. Chiefly British.
Information science, and bi.o.in.for.mat.ics n. Information technology as applied to the life sciences,
especially the technology used for the collection, storage, and retrieval of genomic data [2].

In the Handbook of Medical Informatics (Musen/VonBemmel et al.) medical informatics is located at
the intersection of information technology and the different disciplines of medicine and health care.
These authors decided not to enter into a fundamental discussion of the possible differences between
medical informatics and health informatics, however several definitions of medical informatics (medical
information science, health informatics) were given. Some of these take into account both the scientific
and the applied sides of the field. They cited two definitions:

1. Medical information science is the science of using system-analytic tools. . .to develop procedures
(algorithms) for management, process control, decision making, and scientific analysis of medical
knowledge [3].

2. Medical informatics comprises the theoretical and practical aspects of information processing and
communication, based on knowledge and experience derived from processes in medicine and health
care [4].

According to Wikipedia: Medical informatics is the name given to the application of information
technology to healthcare. It is the: “understanding, skills, and tools that enable the sharing and use of
information to deliver healthcare and promote health” (British Medical Informatics Society).

Medical informatics is often called healthcare informatics or biomedical informatics, and forms part of the
wider domain of eHealth. These later-generation terms reflect the substantive contribution of the citizen
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Biomedical informatics in perspective
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FIGURE IV.1 This figure is a modification of Ted Shortliffe’s: “biomedical informatics in perspective.” (Adapted
from T. Shortliffe: Editorial, Journal of Biomedical Informatics 35 (2002) 279-280; republished with permission of the
author).

and non-medical professions to the generation and usage of healthcare data and related information.
Additionally, medical informaticians are active in bioinformatics and other fields not strictly defined as
health care.

Biomedical Informatics: An Evolving Perspective

Some view medical informatics as a basic medical science with a wide variety of potential areas of
applications. At the same time, the development and evaluation of new methods and theories are a primary
focus of activities in this field. Using the results of experiences, allows, for example, the understanding,
structuring, and encoding of knowledge, thus allowing its use in information processing by others, in
the same field of specialty (i.e., within the field of clinical informatics) or in other areas (i.e., nursing
informatics, dental informatics, and veterinary informatics). In Shortliffe’s “biomedical informatics in
perspective,” his fundamental diagram shows how a clinician or researcher could “move” from basic
research to applied research looking at molecular and cellular processes (bioinformatics), tissues and
organs (imaging informatics), individual patients (clinical informatics) and populations and society
(public health informatics). The important concept is, that a core series of informatics methods, tools and
techniques, are the same regardless of the applied research area chosen.

This core includes: natural language processing, cognitive science, mathematical modeling and simu-
lation, database theory, statistics, data mining, knowledge management, and intelligent agents. Many of
these information technologies were developed in other fields and later applied by the “medical/health”
community. In other cases the reverse has occurred. For example, the skeleton of an expert system
developed for a medical diagnosis and treatment application, could be used by others to diagnose and
correct problems in a computer system.

The basic core mentioned in the previous paragraph, then requires expertise in many different fields that
include: biology, biomathematics, medicine, nursing, dentistry, veterinary, computer science—electrical
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Biomedical informatics in perspective
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FIGURE 1IV.2 This is an example of applying the model shown in Figure IV.1, to other disciplines. It depicts
biomedical informatics: tools, methods, techniques, and theories applied to individuals interested in the use of
medical and public health informatics from a national security perspective. It also shows at the top, some of the
different areas of expertise that may be touched by this field.

systems, computer engineering, epidemiology, public health, surveillance, geo-spatial information
systems, emergency preparedness and response, genetics, statistics, security, telehealth, computer-
based patient records, clinical decision support systems, expert systems, data mining/warehousing, etc.
Figure IV.2, shows how if we start with the basic sciences and applied fields, we can develop a model that
allows, through the use of medical and public health informatics, deal with issues such as national and
international security and the critical infrastructure protection (CIP) of the public health infrastructure.
This figure also shows many of the different professions or areas of expertise involved on the field of
medical informatics.

Societal changes have occurred, in particular during the past four decades to information processing. In
the last decade, for those that have observed the Internet and World Wide Web (WWW) evolution, many of
these changes come as part of a new resulting culture. The convergence of computers and communications
have played a key role in this evolving field of medical informatics. The way physicians, nurses, biomedical
engineers, veterinarians, dentists, laboratory technicians, public health specialists, and other healthcare
professionals do their “business” regardless if it is clinical, administrative, research and development or
academic, requires and demands not only a clear understanding of these terms, but what their “business
process” is all about.

For example, around the 1986 timeframe as technical manager for the requirements definition of
the nursing point of care system for IBM Federal Systems in Gaithersburg, I had the opportunity to
better understand the nursing process of information. Let us assume that a patient fall to the ground
as he was having a heart attack. He cut his forehead, his left hand, arm, knee, and twisted his left
ankle. When brought into an emergency room in a hospital the medical diagnosis given is: myocar-
dial infarction. Yet from a nursing point of view, the patient diagnosis is different. He is assessed and
evaluated, classified and care plans are developed for each of the diagnosis (for each of the injuries)
according to a list that would include not only the heart attack (and the follow-up ordered by the phys-
ician), but the forehead, left hand, left arm, left knee, and left ankle. Following the NANDA diagnosis
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there will be a process to be followed for each wound or injury and that would facilitate the patient’s
discharge.

Each of the professionals mentioned above, that is, healthcare providers, etc. may have a piece of the
patient’s health puzzle which may need to be included in their record. In my professional life I have been
involved in different activities that involved the utilization of different pieces of computer hardware, sys-
tems and application software and other devices that acquire, transmit, process, and store information,
and in different forms (i.e., signals, voice, images from different modalities: CT, MRI, ultrasound, nuclear,
x-ray, scanned/document images, etc.). In my early years at IBM in the late 70s, the concepts of “patient-
centered” information was one of the leading concepts helping us drive towards the implementation of
electronic health records. But in this day and age, we have a significant number of new devices, which
were not made for that particular purpose and yet they are being used to collect, transmit, process, or
store patient-related information. Biomedical engineers are and will be faced with these new challenges,
where patient information may not be flowing from conventional data collection devices. Information
now could come from sensing devices, RFID tags and through a myriad of wireless devices and networks.
An RFID tag was approved in the 4Q 2004, by the FDA, that could be implanted into a patient. Aside
from the issues of privacy and security of that information, the repercussions of such actions can be
magnificent. It may improve the life of some or even save lives. Imagine, for example, patients suffering
from either Alzheimer’s or Parkinson’s disease being admitted into an emergency room after an acci-
dent and not being able to convey any personal or medical-related information. Having available some
basic but critical medical information can identify who the patient is, what medications they may be
allergic, etc.

In the last 30 years, the field of medical informatics has grown tremendously both in its complexity
and in content. As a result, two sections will be written in this handbook. The first one, represented in the
chapters, will be devoted to areas that form a key “core” of computer technologies. These include: hospital
information systems (HIS), computer-based patient records (CBPR or CPR), imaging, communications,
standards, and other related areas. The second section includes the following topics: artificial intelligence,
expert systems, knowledge-based systems neural networks, and robotics. Most of the techniques describe
in the second section will require the implementation of systems explained in this first section. We
could call most of these chapters the information infrastructure required to apply medical informatics
techniques to medical data. These topics are crucial because they not only lay the foundation required to
treat a patient within the walls of an institution but they also provide the roadmap required to deal with
the patient’s lifetime record while allowing selected groups of researchers and clinicians to analyze the
information and generate outcomes research and practice guidelines information.

As an example, a network of associated hospitals in the East Coast (a health care provider network) may
want to utilize an expert system that was created and maintained at Stanford University. This group of
hospitals, HMOs, clinics, physician’s offices, and the like would need a “standard” computer-based patient
record (CPR) that can be used by the clinicians from any of the physical locations. In addition in order to
access the information, all these institutions require telecommunications and networks that will allow for
the electronic “dialogue.” The different forms of the data, particularly clinical images, will require devices
for displaying purposes, and the information stored in the different HIS, Clinical Information Systems
(CIS), and departmental systems needs to be integrated. The multimedia type of record would become the
data input for the expert system which could be accessed remotely (or locally) from any of the enterprise’s
locations. On the application side, the expert system could provide these institutions which techniques
that can help in areas such as diagnosis and patient treatment. However, several new trends such as: total
quality management (TQM), outcome research, and practice guidelines could be followed. It should be
obvious to the reader that to have the ability to compare information obtained in different parts of the
world by dissimilar and heterogeneous systems, certain standards need to be followed (or created) so that
when analyzing the data, the information obtained will make sense.

Many information systems issues described in this introduction will be addressed in this section. The
artificial intelligence chapters which follow should be synergistic with these concepts. A good understand-
ing of the issues in this section is required prior to the utilization of the actual expert system. These issues

© 2006 by Taylor & Francis Group, LLC



IV-6 Medical Devices and Systems

are part of this section of medical informatics, other ones, however, for example, systems integration and
process reengineering, will not be addressed here in detail but will be mentioned by the different authors.
I encourage the reader to follow up on the referenced material at the end of each chapter, since the citations
contain very valuable information.

Several perspectives in information technologies need to be taken in consideration when reading this
section. One of them is described very accurately in the book entitled Globalization, Technology and
Competition [5]. The first chapter of this book talks about new services being demanded by end users
which include the integration of computers and telecommunications. From their stages theory point of
view, the authors described very appropriately, that “we are currently” nearing the end of the micro era
and the beginning of the network era. From an economy point of view, the industrial economy (1960s
and 1970s) and the transitional economy (1970s and 1980s) moved into an information economy (1990s
and beyond).

In the prior editions I mentioned that: “Many other questions and answers reflected some of the current
technological barriers and users needs. Because of these trends it was essential to include in this Handbook
technologies that today may be considered state of the art but when read about 10 years from now will appear to
be transitional only. Information technologies are moving into a multimedia environment which will require
special techniques for acquiring, displaying, storing, retrieving, and communicating the information. We
are in the process of defining some of these mechanisms.” This is precisely what has occurred. In some
instances such as imaging, this Handbook contains a full section dedicated to the subject. That section
contains the principles, the associated math algorithms, and the physics related to all medical imaging
modalities. The intention in this section was to address issues related to imagining as a form of medical
information. These concepts include issues related then to acquisition, storage and retrieval, display and
communications of document and clinical images, for example, picture archival and communications
systems (PACS). From a CPR point of view, clinical and document images will become part of this
electronic chart, therefore many of the associated issues will be discussed in this section more extensively.
The state of the telecommunications has been described as a revolution; data and voice communications
as well s full-motion video have come together as a new dynamic field. Much of what is happening today
is a result of technology evolution and need. The connecting thread between evolutionary needs and
revolutionary ideas is an integrated perspective of both sides of multiple industries. This topic will also be
described in more detail in this section.

A Personal (Historical) Perspective on Information Technology in Healthcare: During my first 14
“professional years” I worked with IBM (1978-1992) across the country: Los Angeles, Dallas, Gaithersburg,
Dallas and Houston. As I moved from city to city I noticed that while financial transactions would simply
follow me (from place-to-place), that is, with the use of the same credit cards; this was not the case
with my medical records. In fact, there wasn’t an “electronic” version available. In today’s terms my
“paper-trail record” was a “cut and paste” document that I had to create and take with me wherever
I went.

At work, I was engaged since 1983, on the development of concepts of the “All Digital Medical Record”
(ADMR), bedside terminals, PACS, Integrated Diagnostics Systems, and other related topics such as
Telemedicine. In the 1986 timeframe and while at IBM, Al Potvin (former IEEE-EMBS President) asked me
to become part of the IEEE-USA Health Care Engineering Policy Committee, (HCEPC),and I did. I formed
and chaired then, the Electronic Medical Record/High Performance Computers and Communications
(EMR/HPCC) working group. Many of these concepts were presented at EMBS [6] and AAMI [7, 8]
annual meetings, in Biomedical Engineering classes [9, 10], and even at National [11-13] and International
Conferences/Meetings [14-19]. Nine and ten years ago respectively, we (the HCEPC) had 2 meetings
where the Role of Technology in the Cost of Health Care were explored [20, 21]. At that time, (in the early
1990s.), and given the rate at which the American Health Care system was growing, the HCEPC asked
me to organize a special Technology Policy session during the 1993 EMBS meeting in San Diego [22].
(After the formal presentations, the participants, who represented the United States, Canada and Europe
had a terrific discussion that lasted well over 3 h from the allotted time for the session.) Costs were the
fundamental and center piece of these discussions. The Clinton-Gore administration encouraged the use
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of information technology for health care reform and as a consequence we organized a meeting in 1995
[23] to address these needs.

Near seven years later the book entitled: To Err is Human[24] changed the focal point from “costs” to
“human lives taken by medical errors”. Experts estimated that as many as 98,000 people die (in the United
States) in any given year from medical errors that occur in hospitals. That’s more than die from motor
vehicle accidents, breast cancer, or AIDS — three causes that receive far more public attention. Indeed,
more people die annually from medication errors than from workplace injuries. Add the financial cost to
the human tragedy, and medical error easily rose to the top ranks of urgent, widespread public problems.
This book broke the silence that has surrounded medical errors and their consequence — but not by
pointing fingers at caring health care professionals who make honest mistakes. After all, to err is human.
Instead, it set forth a national agenda— with state and local implications — for reducing medical errors and
improving patient safety through the design of a safer health system. It revealed the often startling statistics
of medical error and the disparity between the incidence of error and public perception of it, given many
patients’ expectations that the medical profession always performs perfectly. A careful examination was
made of how the surrounding forces of legislation, regulation, and market activity influenced the quality
of care provided by health care organizations and then looked at their handling of medical mistakes.
(Using a detailed case study, the book reviews the current understanding of why these mistakes happen. A
key theme is that legitimate liability concerns discourage reporting of errors — which begs the question,
“How can we learn from our mistakes?”) Balancing regulatory versus market-based initiatives and public
versus private efforts, the Institute of Medicine presented wide-ranging recommendations for improving
patient safety, in the areas of leadership, improved data collection and analysis, and development of
effective systems at the level of direct patient care. The bottom line was that it asserted that the problem
is not bad people in health care — it is that good people are working in bad systems that need to be
made safer.

A series of efforts, including both private and public sectors that is, e-Health Initiative [25], occurred
which prompted a series of actions, documents and even proposed legislation in 2003, that is, HR 2915 The
National Health Information Infrastructure (NHII); and also a National meeting where the requirements
for such an infrastructure were agreed upon. A follow-up meeting took place on July 20-23, 2004 here in
Washington, D.C.

The Secretarial Summit on Health Information Technology launching the National Health Information
Infrastructure 2004: Cornerstones for Electronic Healthcare was well attended by over 1500 people repres-
enting the private and public healthcare industry. In challenging both sectors of the healthcare industry,
Secretary Tommy G. Thompson stated, “Health information technology can improve quality of care and
reduce medical errors, even as it lowers administrative costs. It has the potential to produce savings of 10%
of our total annual spending on health care, even as it improves care for patients and provides new support
for health care professionals.” A report, titled “The Decade of Health Information Technology: Delivering
Consumer-centric and Information-rich Health Care,” ordered by President George W. Bush in April, was
presented on July 21st by David Brailer, the National Coordinator for Health Information Technology,
whom the president appointed to the new position in May. The report lays out the broad steps needed
to achieve always-current, always-available electronic health records (EHR) for Americans. This responds
to the call by President Bush to achieve EHRs for most Americans within a decade. The report identifies
goals and action areas, as well as a broad sequence needed to achieve the goals, with joint private or public
cooperation and leadership. The heads of every agency within DHHS (i.e., AHRQ, NIH, CDC, FDA, CMS,
HRSA, etc.) were present and each made a presentation on how the NHII would affect their own area of
service (e.g., research and development, education, reimbursement, etc.)

For more details about the news coverage on the NHII conference, please link to the following sites:

1. HHS Fact Sheet-HIT Report at-a-glance 7/21/04:
http://www.hhs.gov/news/press/2004pres/20040721.html

2. NY Times 7/21/04:
http://www.nytimes.com/2004/07/21/technology/21record.html
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3. GovExec.com 7/21/04:
http://www.governmentexecutive.com/dailyfed/0704/072104dk1.htm

4. Center for Health Transformation 7/21/04:
http://www.healthtransformation.net/news/chtnews.asp

5. iHealthbeat 7/26/04:
http://www.ihealthbeat.org/index.cfm?Action=dspltem&itemid=104473

6. USNews.com 8/2/04:
http://www.usnews.com/usnews/tech/articles/040802/2wired.htm

New issues of the Information Age

As time passes by, we (“the educated world population”) are becoming more accustomed to see how the
Internet for example is being used to manage the health of the elderly and for homecare purposes. People
living in urban, suburban, and rural areas are using telehealth as one of several mechanisms to deal with
their personal health. This is one of the many ways that in my opinion healthcare costs have the potential
to be reduced [26]. The Balanced Budget Act of 1997 was in fact the first time that the U.S. government
decided to measure cost and medical effectiveness through telemedicine, involving elderly patients with
diabetes. (A grant of about $28 million was given to Columbia University Medical Center in March 2000
and was renewed in 2004.)

In the United States the constant rising prices of medications however, are also making the elderly (in
particular) look for alternative mechanisms to purchase them, that is, the Internet. The new questions
that should be raised are: How can we ensure the quality of those drugs ordered through this mechanism?
(i.e., Who is accountable? Who is the producer of such medications? etc.) How many people may be dying
(or affected negatively) by those that are self-prescribing medications?

Several bills in the U.S. Congress are trying to deal, with some of these issues. The language has
the potential to affect prescribing medications during interactive video consultations. The intent of this
legislation, to ensure patients have access to safe and appropriate medicine, is a good one; however it may
limit what we will be able to do through this type of technology. Some Internet Rx Legislation Under
Consideration. (Bills can be accessed online at http://Thomas.loc.gov.):

e S$2464: Internet Pharmacy Consumer Protection Act aka Ryan Haight Act. Sen. Coleman (MN). Co-
sponsor: Feinstein. Requires an in-person medical evaluation in order for a practitioner to dispense
a prescription to a patient.

e HR 3880: Internet Pharmacy Consumer Protection Act. Rep. Davis (VA) Cosponsors: Waxman.
Requires an in-person medical evaluation in order for a practitioner to dispense a prescription to
a patient.

e S 2493: Safe Importation of Medical Products and Other Rx Therapies Act of 2004. Sen. Gregg
(NH). Co-sponsors: Smith. Requires a treating provider to perform a documented patient evaluation
(including a patient history and physical examination) of an individual to establish the diagnosis
for which a prescription drug is prescribed.

e HR 3870: Prescription Drug Abuse Elimination Act of 2004. Rep. Norwood (GA). Co-sponsor:
Strickland. Defines treating provider as a health care provider who has performed a documented
patient evaluation of the individual involved (including a patient history and physical examination)
to establish the diagnosis for which a prescription drug involved is prescribed.

e HR 2652: Internet Pharmacy Consumer Protection Act. Rep. Stupak (MI).States that a person may
not introduce a prescription drug into interstate commerce or deliver the prescription drug for
introduction into such commerce pursuant to a sale state requires an in-person medical evaluation
in order for a practitioner to dispense a prescription to a patient.

In some cases, the defined requirements or the language used (i.e., in person patient evaluation) may act
precisely against the use of that technology (i.e., tele-consultation). It is in the best interest of society, that
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biomedical engineers, among others get involved in “educating” the law-makers regarding the intrinsic
value that the technology may bring into the system.

Summary of the Medical Informatics Section Covered in
the Prior Edition(s)

In the first chapter Allan Pryor provided us with a tutorial on hospital information systems (HIS).
He described not only the evolution of HIS and departmental systems and clinical information systems
(CIS), but also their differences. Within the evolution he followed these concepts with the need for the
longitudinal patient record and the integration of patient data. This chapter included patient database
strategies for the HIS, data acquisition, patient admission, transfer and discharge functions. Also discussed
were patient evaluation and patient management issues. From an end-user point of view, a terrific
description on the evolution of data-driven and time-driven systems was included, culminating with
some critical concepts on HIS requirements for decision support and knowledge base functionality. His
conclusions were good indication of his vision.

Michael Fitzmaurice followed with “Computer-Based Patient Records” (CBPR or CPR). In the intro-
duction, it was explained what is the CPR and why it is a necessary tool for supporting clinical decision
making and how it is enhanced when it interacts with medial knowledge sources. This was followed by
clinical decision support systems (CDSS): knowledge server, knowledge sources, medical logic modules
(MLM), and nomenclature. This last issue in particular was one which needed to be well understood. The
nomenclature used by physicians and by the CPRs differ among institutions. Applying logic to the wrong
concepts can produce misinterpretations. The scientific evidence in this chapter included: patient care
process, CDSS hurdles, CPR implementation, research data bases, telemedicine, hospital, and ambulatory
care systems. A table of hospital and ambulatory care computer-based patient records systems concluded
this chapter.

Because of the fast convergence of computers, telecommunications, and healthcare applications; already
in the last edition it was impossible to separate these elements (i.e., communications and networks). Both
are part of information systems. Soumitra Sengupta provided us in this chapter with a tutorial-like
presentation which included an introduction and history, impact of clinical data, information types, and
platforms. The importance of this section was reflected both in the contents reviewed under current
technologies — LANs, WANSs, middleware, medical domain middleware; integrated patient data base,
and medical vocabulary — as well as in the directions and challenges section which included improved
bandwidth, telemedicine, and security management. In the conclusions the clear vision is that networks
will become the de facto fourth utility after electricity, water, and heat. Since the publishing of the last
edition, both the Internet and the World Wide Web (WWW) had taken off in multiple directions, creating
a societal-vision, which is much different than the one that most people expected then. For example, the
use of telemedicine was seen as a tool for rural medicine and for emergency medicine and not an accepted
one for Home care for the elderly and for persons suffering from a large number Chronic Diseases, both
here in the United States and in the rest of the world.

“Non-Al Decision Making” was covered by Ron Summers and Ewart Carson. This chapter included an
introduction which explained the techniques of procedural or declarative knowledge. The topics covered
in this section included: analytical models, and decision theoretic models, including clinical algorithms,
and decision trees. The section that followed covered a number of key topics which appear while querying
large clinical databases to yield evidence of either diagnostic or treatment or research value; statistical
models, database search, regression analysis, statistical pattern analysis, bayesian analysis, Depster-Shafer
theory, syntactic pattern analysis, causal modeling, artificial neural networks. In the summary the authors
clearly advised the reader to read this section in conjunction with the expert systems chapters that followed.

The standards section was closely associated with the CPR chapter of this section. Jeff Blair did a terrific
job with his overview of standards related to the emerging health care information infrastructure. This
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chapter gave the reader not only an overview of the major existing and emerging health care informa-
tion standards but an understanding of all (the “then,” current) efforts, national and international, to
coordinate, harmonize, and accelerate these activities. The introduction summarized how this section was
organized. It included identifier standards (patient’s, site of care, product, and supply labeling), commu-
nications (message format) standards, content, and structure standards. This section was followed by a
summary of clinical data representations, guidelines for confidentiality, data, security, and authentication.
After that quality indicators and data sets were described along with international standards. Coordinat-
ing and promotion organizations were listed at the end of this chapter including points of contact which
proved to be very beneficial for those who needed to follow up.

Design issues in developing clinical decision support and monitoring systems by John Goethe and
Joseph Bronzino provided insight for the development of clinical decision support systems. In their
introduction and throughout this chapter, the authors provided a step-by-step tutorial with practical
advice and make recommendations on design of the systems to achieve end-user acceptance. After that
a description of a clinical monitoring system, developed and implemented by them for a psychiatric
practice, was presented in detail. In their conclusions, the human engineering issue was discussed.

What is New in This Edition

There are two new chapters. One is an Introduction to Nursing Informatics by Kathleen McCormick
et al. and one is on Medical Informatics and Biomedical Emergencies: New Training and Simulation
Technologies for First Responders, by Joseph Rosen et al. Since nurses work side by side with physicians,
biomedical engineers, information technologists, and others, the understanding becomes crucial of this
profession and what they do in their daily hospital activities becomes crucial.

Delivering detection, diagnostic, and treatment information to first responders remains a central
challenge in disaster management. This is particularly true in biomedical emergencies involving highly
infectious agents. Adding inexpensive, established information technologies to existing response system
will produce beneficial outcomes. In some instances, however, emerging technologies will be necessary to
enable an immediate, continuous response. This article identifies and describes new training, education
and simulation technologies that will help first responders cope with bioterrorist events.

Two revisions from the prior edition, were made by Summers and Carson and Michael Fitzmaurice
respectively.

The authors of this section represented industry, academia, and government. Their expertise in many
instances is multiple from developing to actual implementing these technical ideas. I am very grateful for
all our discussions and their contributions.
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The definition of a hospital information system (HIS) is unfortunately not unique. The literature of both
the informatics community and health care data processing world is filled with descriptions of many
differing computer systems defined as an HIS. In this literature, the systems are sometimes characterized
into varying level of HISs according to the functionally present within the system. With this confusion
from the literature, it is necessary to begin this chapter with a definition of an HIS. To begin this definition,
I must first describe what it is not. The HIS will incorporate information from the several departments
within the hospital, but an HIS is not a departmental system. Departmental systems such as a pharmacy
or a radiology system are limited in their scope. They are designed to manage only the department that
they serve and rarely contain patient data captured from other departments. Their function should be
to interface with the HIS and provide portions of the patient medical/administrative record that the HIS
uses to manage the global needs of the hospital and patient.

A clinical information system is likewise not an HIS. Again, although the HIS needs clinical information
to meets its complete functionality, it is not exclusively restricted to the clinical information supported by
the clinical information systems. Examples of clinical information systems are ICU systems, respiratory
care systems, nursing systems. Similar to the departmental systems, these clinical systems tend to be
one-dimensional with a total focus on one aspect of the clinical needs of the patient. They provide little
support for the administrative requirements of the hospital.

If we look at the functional capabilities of both the clinical and departmental systems, we see many
common features of the HIS. They all require a database for recording patient information. Both types
of systems must be able to support data acquisition and reporting of patient data. Communication
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of information to other clinical or administrative departments is required. Some form of management
support can be found in all the systems. Thus, again looking at the basic functions of the system one cannot
differentiate the clinical/departmental systems from the HIS. It is this confusion that makes defining the
HIS difficult and explains why the literature is ambiguous in this matter.

The concept of the HIS appears to be, therefore, one of integration and breadth across the patient or
hospital information needs. That is, to be called an HIS the system must meet the global needs of those it is
to serve. In the context, if we look at the hospital as the customer of the HIS, then the HIS must be able to
provide global and departmental information on the state of the hospital. For example, if we consider the
capturing of charges within the hospital to be an HIS function, then the system must capture all patient
charges no matter which departmental originated those charges. Likewise all clinical information about
the patient must reside within the database of the HIS and make possible the reporting and management
of patient data across all clinical departments and data sources. It is totality of function that differentiates
the HIS from the departmental or restricted clinical system, not the functions provided to a department
or clinical support incorporated within the system.

The development of an HIS can take many architectural forms. It can be accomplished through inter-
facing of a central system to multiple departmental or clinical information systems. A second approach
which has been developed is to have, in addition to a set of global applications, departmental or clinical
system applications. Because of the limitation of all existing systems, any existing comprehensive HIS will
in fact be a combination of interfaces to departmental/clinical systems and the applications/database of
the HIS purchased by the hospital.

The remainder of this chapter will describe key features that must be included in today’s HIS. The
features discussed below are patient databases, patient data acquisition, patient admission/bed control,
patient management and evaluation applications, and computer-assisted decision support. This chapter
will not discuss the financial/administrative applications of an HIS, since those applications for the pur-
poses of this chapter are seen as applications existing on a financial system that may not be integral
application of the HIS.

40.1 Patient Database Strategies for the HIS

The first HISs were considered only an extension of the financial and administrative systems in place
in the hospital. With this simplistic view many early systems developed database strategies that were
limited in their growth potential. Their databases mimicked closely the design of the financial systems
that presented a structure that was basically a “flat file” with well-defined fields. Although those fields were
adequate for capturing the financial information used by administration to track the patient’s charges,
they were unable to adapt easily to the requirement to capture the clinical information being requested by
health care providers. Today’s HIS database should be designed to support a longitudinal patient record
(the entire clinical record of the patient spanning multiple inpatient, outpatient encounters), integration
of all clinical and financial data, and support of decision support functions.

The creation of alongitudinal patient record is now a requirement of the HIS. Traditionally the databases
of the HISs were encounter-based. That is, they were designed to manage a single patient visit to the hospital
to create a financial record of the visit and make available to the care provider data recorded during the
visit. Unfortunately, with those systems the care providers were unable to view the progress of the patient
across encounters, even to the point that in some HISs critical information such as patient allergies needed
to be entered with each new encounter. From the clinical perspective, the management of a patient must
at least be considered in the context of a single episode of care. This episode might include one or more
visits to the hospital’s outpatient clinics, the emergency department, and multiple inpatient stays. The
care provider to manage properly the patient, must have access to all the information recorded from those
multiple encounters. The need for a longitudinal view dictates that the HIS database structure must both
allow for access to the patient’s data independent of an encounter and still provide for encounter-based
access to adapt to the financial and billing requirements of the hospital.
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The need for integration of the patient data is as important as the longitudinal requirement. Tradi-
tionally the clinical information tended to be stored in separate departmental files. With this structure it
was easy to report from each department, but the creation of reports combining data from the different
proved difficult if not impossible. In particular in those systems where access to the departmental data
was provided only though interfaces with no central database, it was impossible to create an integrated
patient evaluation report. Using those systems the care providers would view data from different screens at
their terminal and extract with pencil onto paper the results from each departmental (clinical laboratory,
radiology, pharmacy, and so on) the information they needed to properly evaluate the patient. With the
integrated clinical database the care provider can view directly on a single screen the information from all
departments formatted in ways that facilitate the evaluation of the patient.

Today’s HIS is no longer merely a database and communication system but is an assistant in the
management of the patient. That is, clinical knowledge bases are an integral part of the HIS. These
knowledge bases contain rules and/or statistics with which the system can provide alerts or reminders
or implement clinical protocols. The execution of the knowledge is highly dependent on the structure
of the clinical database. For example, a rule might be present in the knowledge base to evaluate the use
of narcotics by the patient. Depending on the structure of the database, this may require a complex set of
rules looking at every possible narcotic available in the hospital’s formulary or a single rule that checks
the presence of the class narcotics in the patient’s medical record. If the search requires multiple rules, it is
probably because the medical vocabulary has been coded without any structure. With this lack of structure
there needs to be a specific rule to evaluate every possible narcotic code in the hospital’s formulary against
the patient’s computer medication record. With a more structured data model a single rule could suffice.
With this model the drug codes have been assigned to include a hierarchical structure where all narcotics
would fall into the same hierarchical class. Thus, a single rule specific only to the class “narcotics” is all
that is needed to compare against the patient’s record.

These enhanced features of the HIS database are necessary if the HIS is going to serve the needs of today’s
modern hospital. Beyond these inpatient needs, the database of the HIS will become part of an enterprise
clinical database that will include not only the clinical information for the inpatient encounters but also the
clinical information recorded in the physician’s office or the patient’s home during outpatient encounters.
Subsets of these records will become part of state and national health care databases. In selecting, therefore,
and HIS, the most critical factor is understanding the structure and functionality of its database.

40.2 Data Acquisition

The acquisition of clinical data is key to the other functions of the HIS. If the HIS is to support an
integrated patient record, then its ability to acquire clinical data from a variety of sources directly affect
its ability to support the patient evaluation and management functions described below. All HIS systems
provide for direct terminal entry of data. Depending on the system this entry may use only the keyboard
or other “point and click” devices together with the keyboard.

Interfaces to other systems will be necessary to compute a complete patient record. The physical interface
to those systems is straightforward with today’s technology. The difficulty comes in understanding the
data that are being transmitted between systems. It is easy to communicate and understand ASCII textual
information, but coded information from different systems is generally difficult for sharing between
systems. This difficulty results because there are no medical standards for either medical vocabulary or
the coding systems. Thus, each system may have chose an entirely different terminology or coding system
to describe similar medical concepts. In building the interface, therefore, it may be necessary to build
unique translation tables to store the information from one system into the databases of the HIS. This
requirement has limited the building of truly integrated patient records.

Acquisition of data from patient monitors used in the hospital can either be directly interfaced to the
HIS or captured through an interface to an ICU system. Without these interfaces the acquisition of the
monitoring data must be entered manually by the nursing personnel. It should be noted that whenever
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possible automated acquisition of data is preferable to manual entry. The automated acquisition is more
accurate and reliable and less resource intensive. With those HISs which do not have interfaces to patient
monitors, the frequency of data entry into the system is much less. The frequency of data acquisition
affects the ability of the HIS to implement real-time medical decision logic to monitor the status of the
patient. That is, in the ICU where decisions need to be made on a very timely manner, the information on
which the decision is based must be entered as the critical event is taking place. If there is no automatic
entry of the data, then the critical data needed for decision making may not be present, thus preventing
the computer from assisting in the management of the patient.

40.3 Patient Admission, Transfer, and Discharge Functions

The admission application has three primary functions. The first is to capture for the patient’s computer
record pertinent demographic and financial/insurance information. A second function is to communicate
that information to all systems existing on the hospital network. The third is to link the patient to
previous encounters to ensure that the patient’s longitudinal record is not compromised. This linkage
also assists in capturing the demographic and financial data needed for the current encounter, since that
information captured during a previous encounter may need not to be reentered as part of this admission.
Unfortunately in many HISs the linkage process is not as accurate as needed. Several reasons explain this
inaccuracy. The first is the motivation of the admitting personnel. In some hospitals they perceive their
task as a business function responsible only for ensuring that the patient will be properly billed for his or
her hospital stay. Therefore, since the admission program always allows them to create a new record and
enter the necessary insurance/billing information, their effort to link the patient to his previous record
may not be as exhaustive as needed.

Although the admitting program may interact with many financial and insurance files, there normally
exists two key patient files that allow the HIS to meet its critical clinical functions. One is a master patient
index (MPI) and the second is the longitudinal clinical file. The MPI contains the unique identifier for
the patient. The other fields of this file are those necessary for the admitting clerk to identify the patient.
During the admitting process the admitting clerk will enter identifying information such as name, sex,
birth date, social security number. This information will be used by the program to select potential patient
matches in the MPI from which the admitting clerk can link to the current admission. If no matches are
detected by the program, the clerk creates a new record in the MPI. It is this process that all too frequently
fails. That is, the clerk either enters erroneous data and finds no match or for some reason does not select
as a match one of the records displayed. Occasionally the clerk selects the wrong match causing the data
from this admission to be posted to the wrong patient. In the earlier HISs where no longitudinal record
existed, this problem was not critical, but in today’s system, errors in matching can have serious clinical
consequences. Many techniques are being implemented to eliminate this problem including probabilistic
matching, auditing processes, postadmission consolidation.

The longitudinal record may contain either a complete clinical record of the patient or only those
variables that are most critical in subsequent admissions. Among the data that have been determined as
most critical are key demographic data, allergies, surgical procedures, discharge diagnoses, and radiology
reports. Beyond these key data elements more systems are beginning to store the complete clinical record.
In those systems the structure of the records of the longitudinal file contain information regarding the
encounter, admitting physician, and any other information that may be necessary to view the record from
an encounter view or as a complete clinical history of the patient.

40.4 Patient Evaluation

The second major focus of application development for the HIS is creation of patient evaluation applic-
ations. The purpose of these evaluation programs is to provide to the care giver information about the
patient which assists in evaluating the medical status of the patient. Depending on the level of data
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integration in the HIS, the evaluation applications will be either quite rudimentary or highly complex. In
the simplest form these applications are departmentally oriented. With this departmental orientation the
care giver can access through terminals in the hospital departmental reports. Thus, laboratory reports,
radiology reports, pharmacy reports, nursing records, and the like can be displayed or printed at the
hospital terminals. This form of evaluation functionality is commonly called results review, since it only
allows the results of tests from the departments to be displayed with no attempt to integrate the data from
those departments into an integrated patient evaluation report.

The more clinical HISs as mentioned above include a central integrated patient database. With those
systems patient reports can be much more sophisticated. A simple example of an integrated patient evalu-
ation report is a diabetic flowsheet. In this flowsheet the caregiver can view the time and amount of insulin
given, which may have been recorded by the pharmacy or nursing application, the patient’s blood glucose
level recorded in the clinical laboratory or again by the nursing application. In this form the caregiver
has within single report, correlated by the computer, the clinical information necessary to evaluate the
patient’s diabetic status rather than looking for data on reports from the laboratory system, the pharmacy
system, and the nursing application. As the amount and type of data captured by the HIS increases, the
system can produce ever-more-useful patient evaluation reports. There exist HISs which provide complete
rounds reports the summarize on one to two screens all the patient’s clinical record captured by the system.
These reports not only shorten the time need by the caregiver to locate the information, but because of
the format of the report, can present the data in a more intuitive and clinically useful form.

40.5 Patient Management

Once the caregiver has properly evaluated the state of the patient, the next task is to initiate therapy
that ensures an optimal outcome for the patient. The sophistication of the management applications is
again a key differentiation of HISs. At the simplest level management applications consist of order-entry
applications. The order-entry application is normally executed by a paramedical personnel. That is, the
physician writes the order in the patient’s chart, and another person reviews from the chart the written
order and enters it into the computer. For example, if the order is for a medication, then it will probably
be a pharmacist who actually enters the order into the computer. For most of the other orders a nurse
or ward clerk is normally assigned this task. The HIS records the order in the patient’s computerized
medical record and transmits the order to the appropriate department for execution. In those hospitals
where the departmental systems are interfaced to the HIS, the electronic transmission of the order to the
departmental system is a natural part of the order entry system. In many systems the transmission of the
order is merely a printout of the order in the appropriate department.

The goal of most HISs is to have the physician responsible for management of the patient enter the
orders into the computer. The problem that has troubled most of the HISs in achieving this goal has been
the inefficiency of the current order-entry programs. For these programs to be successful they have to
complete favorably with the traditional manner in which the physician writes the order. Unfortunately,
most of the current order-entry applications are too cumbersome to be readily accepted by the physician.
Generally they have been written to assist the paramedic in entering the order resulting with far too many
screens or fields that need to be reviewed by the physician to complete the order. One approach that
has been tried with limited success is the use of order sets. The order sets have been designed to allow
the physician to easily from a single screen enter multiple orders. The use of order sets has improved
the acceptability of the order-entry application to the physician, but several problems remain preventing
universal acceptance by the physicians. One problem is that the order set will never be sufficiently complete
to contain all orders that the physician would want to order. Therefore, there is some subset of patients
orders that will have to be entered using the general ordering mechanisms of the program. Depending on
the frequency of those orders, the acceptability of the program changes. Maintenance issues also arise with
order sets, since it may be necessary to formulate order sets for each of the active physicians. Maintaining
of the physician-specific order sets soon becomes a major problem for the data processing department.
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It becomes more problematic if the HIS to increase the frequency of a given order being present on an
order set allows the order sets to be not only physician-defined but problem-oriented as well. Here it is
necessary to again increase the number of order sets or have the physicians all agree on those orders to be
included in an order set for a given problem.

Another problem, which makes use of order entry by the physician difficult, is the lack of integration of
the application into the intellectual tasks of the physician. That is, in most of the systems the physicians are
asked to do all the intellectual work in evaluating and managing the care of the patient in the traditional
manner and then, as an added task, enter the results of that intellectual effort into the computer. It is at this
last step that is perceived by the physician as a clerical task at which the physician rebels. Newer systems
are beginning to incorporate more efficiently the ordering task into other applications. These applications
assist the physical throughout the entire intellectual effort of patient evaluation and management of the
patient. An example of such integration would be the building of evaluation and order sets in the problem
list management application. Here when the care provider looks at the patient problem list he or she
accesses problem-specific evaluation and ordering screens built into the application, perhaps shortening
the time necessary for the physician to make rounds on the patient.

Beyond simple test ordering, many newer HISs are implementing decision support packages. With these
packages the system can incorporate medical knowledge usually as rule sets to assist the care provider in
the management of patients. Execution of the rule sets can be performed in the foreground through direct
calls from an executing application or in the background with the storing of clinical data in the patient’s
computerized medical record. This latter mode is called data-driven execution and provides an extremely
powerful method of knowledge execution and alerting. that is, after execution of the rule sets, the HIS will
“alert” the care provider of any outstanding information that may be important regarding the status of the
patient or suggestions on the management of the patient. Several mechanisms have been implemented to
direct the alerts to the care provider. In the simplest form notification is merely a process of storing the
alert in the patient’s medical record to be reviewed the next time the care provider accesses that patient’s
record. More sophisticated notification methods have included directed printouts to individuals whose
job it is to monitor the alerts, electronic messages sent directly to terminals notifying the users that there
are alerts which need to be viewed, and interfacing to the paging system of the hospital to direct alert
pages to the appropriate personnel.

Execution of the rule sets are sometimes, time-driven. This mode results in sets of rules being executed
at a particular point in time. The typical scenario for time-driven execution is to set a time of day for
selected rule set execution. At that time each day the system executes the given set of rules for a selected
population in the hospital. Time drive has proven to be a particularly useful mechanism of decision
support for those applications that require hospitalwide patient monitoring.

The use of decision support has ranged from simple laboratory alerts to complex patient protocols.
The responsibility of the HIS is to provide the tools for creation and execution of the knowledge base. The
hospitals and their designated “experts” are responsible for the actual logic that is entered into the rule
sets. Many studies are appearing in the literature suggesting that the addition of knowledge base execution
to the HIS is the next major advancement to be delivered with the HIS. This addition will become a tool
to better manage the hospital in the world of managed care.

The inclusion of decision support functionality in the HIS requires that the HIS be designed to support
a set of knowledge tools. In general a knowledge bases system will consist of a knowledge base and
an inference engine. The knowledge base will contain the rules, frames, and statistics that are used by
the inference applications to substantiate a decision. We have found that in the health care area the
knowledge base should be sufficiently flexible to support multiple forms of knowledge. That is, no single
knowledge representation sufficiently powerful to provide a method to cover all decisions necessary in the
hospital setting. For example, some diagnostic decisions may well be best suited for bayesian methods,
whereas other management decisions may follow simple rules. In the context of the HIS, I prefer the
term application manager to inference engine. The former is intended to imply that different applications
may require different knowledge representations as well as different inferencing strategies to traverse the
knowledge base. Thus, when the user selects the application, he or she is selecting a particular inference
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engine that may be unique to that application. The tasks, therefore, of the application manager are to
provide the “look and feel” of the application, control the functional capabilities of the application, and
invoke the appropriate inference engine for support of any “artificial intelligence” functionality.

40.6 Conclusion

Today’s HIS is no longer the financial/administrative system that first appeared in the hospital. It has
extended beyond that role to become an adjunct to the care of the patient. With this extension into clinical
care the HIS has not only added new functionality to its design but has enhanced its ability to serve
the traditional administrative and financial needs of the hospital as well. The creation of these global
applications which go well beyond those of the departmental/clinical systems is now making the HIS the
patient-focused system. With this global information the administrators and clinical staff together can
accurately access where there are inefficiencies in the operation of the hospital from the delivery of both
the administrative and medical care. This knowledge allows changes in the operation of the hospital that
will ensure that optimal care continues to be provided to the patient at the least cost to the hospital.
These studies and operation changes will continue to grow as the use of an integrated database and
implementation of medical knowledge bases become increasingly routine in the functionality of the HIS.
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The objective of this section is to present the computer-based patient record (CPR) as a powerful tool
for organizing patient care data to improve patient care and strengthen communication of patient
care data among healthcare providers. The CPR is even more powerful when used in a system that
retrieves applicable medical knowledge to support clinical decision making, improving patient safety, and
promoting quality improvement. Evidence exists that the use of CPR systems (CPRS) can change both
physician behavior and patient outcomes of care. As the speed and cost efficiency of computers rise, the
cost of information storage and retrieval falls, and the breadth of ubiquitous networks becomes broader, it
is essential that CPRs and systems that use them be evaluated for the improvements in health care that they
can bring, and for their protection of the confidentiality of individually identifiable patient information.

Any opinions expressed in this chapter are those solely of the author and not of the U.S. Department of Health and
Human Services or of the Agency for Healthcare Research and Quality.
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The primary role of the CPR is to support the delivery of medical care to a particular patient. Serving this
purpose, ideally the CPR brings past and current information about a particular patient to the physician,
promotes communication among healthcare givers about that patient’s care, and documents the process
of care and the reasoning behind the choices that are made. Thus, the data in a CPR should be acquired as
part of the normal process of healthcare delivery, by the providers of care and their institutions to improve
data accuracy and timeliness of decision support. And these data should be shared for the benefit of the
patient’s care, perhaps with the permission or direction of the patient to safeguard confidentiality.

The CPR can also be an instrument for building a clinical data repository that is useful for collecting
information about which medical treatments are effective in the practice of medicine in the community
and for improving population-based health care. A clinical data repository may be provider-based or
patient-based; it may be disease specific and geographically specific. Additional applications of CPR data
beyond direct patient care can improve population-based care. These applications bring personal and
public benefits, but also raise issues that must be addressed by healthcare policy makers.

Because patient information is likely to be located in the medical records of several of the patient’s
providers, providing high quality of care often requires exchanges of this information among providers.
The vision of health information technology applications to improving the quality of health care contains
arole for a national health information infrastructure. This infrastructure could take many forms but the
most likely form is a combination of local or regional networks through which the required exchanges of
patient information could take place. Currently most of these exchanges are done using faxed messages
or phone calls. Sometimes the patient is just given the information to carry to the next provider. The CPR
can be an even more powerful tool when it is connected to an electronic network and interoperable with
other CPRs. Like the use of CPR applications, the use of health information networks also brings issues
to be addressed by healthcare policy makers.

Clinical data standards, personal health identification, and communication networks, all critical factors
for using CPRs effectively, are also addressed separately in other sections of this book.

41.1 Computer-Based Patient Record

A CPR is a collection of data about a patient’s health care in electronic form. The CPR, also called an
electronic health record (EHR) is part of a system (a CPRS, usually maintained in a hospital, physician’s
office, or an Internet or application service provider if it is web-based) that encompasses data entry and
presentation, storage, and access to the clinical decision maker — usually a physician or nurse. The data are
entered by keyboard, dictation and transcription, voice recognition and interpretation, light pen, touch
screen, hand-held computerized notepad or a hand-held personal digital assistant (perhaps wireless)
with gesture, and character recognition and grouping capabilities. Entry may also be by other means,
for example, by direct instrumentation from electronic patient monitors and bedside terminals, nursing
stations, bar code readers, radio-frequency identification (RFID), analyses by other linked computer
systems such as laboratory autoanalyzers, and intensive care unit monitors, or even another provider’s
CPRS via a secure network. While the CPR could include patient-entered data, some medical providers
may question the validity of such information for making their decisions; others may rely on such data
for diagnosis and treatment.

Patient care data collected by a CPRS may be stored centrally or they may be stored in many places (e.g.,
distributed among the patient’s providers) for retrieval at the request of an authorized user (most likely
with the patient’s authorization) through a database management system. The CPR may present data to
the physician as text, tables, graphs, sound, images, full-motion video, and signals on an electronic screen,
cell phones, pagers, or even paper. The CPR may also point to the location of additional patient data that
cannot be easily incorporated into the CPR.

In too many current clinical settings (hospitals, physicians’ offices, and ambulatory care centers), data
pertaining to a patient’s medical care are recorded and stored in a paper medical record. If the paper record
is out of its normal location, or accompanying the patient during a procedure or an off-site study, it is
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TABLE 41.1 Core Functions of an Electronic
Health Record System

Health information and data

Results management

Order entry/management

Decision support

Electronic communication and connectivity
Patient support

Administrative processes

Reporting and population health management

Source: Institute of Medicine [2003]. Patient Safety:
Achieving a New Standard for Care. AspdenP,
Corrigan J.M., Wolcott J., and Erickson S.M. (eds).
National Academic Press, Washington, D.C.

not available to the nurse, the attending physician, or the expert consultant. In paper form, data entries
are often illegible and not easily retrieved and read by multiple users one at a time. On the other hand, an
electronic form provides legible, clinical information which can be available to all users simultaneously,
thus improving timely access to patient care data and communication among care providers.

Individual hospital departments (e.g., laboratory or pharmacy) often lose the advantages of automated
data when their own computer systems print the computerized results onto paper. The pages are then sent
to the patient’s hospital floor and assembled into a paper record. The lack of standards for the electronic
exchange of this data and the lack of implementation of existing standards, such as using the Logical
Observation Identifiers, Names and Codes (LOINC) standard for reporting laboratory results, hinders
the integration of computerized departmental systems. Searching electronic files is often more efficient
than searching through paper. Weaknesses of paper medical record systems for supporting patient care
and health care providers have long been known [Korpman, 1990, 1991].

Many of the functions of a CPR and how it operates within a healthcare information system to satisfy
user demands are explained in the Institute of Medicine’s (IOM) report, The Computer-Based Patient
Record: An Essential Technology for Health Care [1991, 1997]. In response to a request by the Agency
for Healthcare Research and Quality, IOM provided guidance to DHHS in 2003 on a set of “basic func-
tionalities” that an electronic health record system should possess to promote patient safety [IOM, 2003],
shown in Table 41.1.

This guidance is the basis for a new Health Level Seven (HL7, a standard developing organization)
standard that specifies the functions of an EHR that will be useful for EHR purchasers to specify what
functions they want and for vendors of EHR systems to describe the functions they offer [HL7, 2004].

41.2 Clinical Decision Support Systems

One of the roles of the CPR is to enable a clinical decision support system (CDSS) — computer software
designed to aid clinical decision making — to provide the physician with medical knowledge that is
pertinent to the care of the patient. Diagnostic suggestions, testing prompts, therapeutic protocols, practice
guidelines, alerts of potential drug—drug and drug—food reactions, evidence-based treatment suggestions,
and other decision support services can be obtained through the interaction of the CPR with a CDSS.

41.2.1 Knowledge Server

Existing knowledge about potential diagnoses and treatments, practice guidelines, and complicating
factors pertinent to the patient’s diagnosis and care is needed at the time treatment decisions are made.
The go-between that makes this link is a “knowledge server,” which acquires the necessary information for
the decision maker from the knowledge server’s information sources. The knowledge server can assist the
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clinical decision maker to put this information, that is, specific data and information about the patient’s
identification and condition(s) and medical knowledge, into the proper context for treating the patient
[Tuttle et al., 1994].

41.2.2 Knowledge Sources

Knowledge sources include a range of options, from internal development and approval by a hospital’s
staff, for example, to sources outside the hospital, such as the National Guidelines Clearinghouse,
see www.guideline.gov, initiated by the Agency for Healthcare Research and Quality (AHRQ), the
American Medical Association, and the Association of American Health Plans; the Physicians Data
Query program at the National Cancer Institute at http://www.nci.nih.gov/cancertopics/pdq; other
consensus panel guidelines sponsored by the National Institutes of Health; guidelines developed by
medical and other specialty societies and others; and specialized information from private-sector
knowledge vendors. Additional sources of knowledge include the medical literature, which can
be searched for high quality, comprehensive review articles, and for particular subjects using the
“PubMed” program to explore the MEDLINE literature database available through the National Lib-
rary of Medicine at http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed&itool=toolbar. AHRQ-
supported Evidence-based Practice Center reports summarizing scientific evidence on specific topics
of medical interest are available to support guideline development, see http://www.guideline.gov/
resources/epc_reports.aspx.

41.2.3 Medical Logic Modules

If medical knowledge needs are anticipated, acquired beforehand, and put into a medical logic module
(MLM), software can provide rule-based alerts, reminders and suggestions for the care provider at the point
(time and place) of health service delivery. One format for MLMs is the Arden Syntax, which standardizes
the logical statements [ASTM, 1992]. For example, an MLM might be interpreted as, “If sex is female, and
age is greater than 50 years, and no Pap smear test result appears in the CPR, then recommend a Pap smear
test to the patient.” If MLMs are to have a positive impact on physician behavior and the patient-care
process, then physicians using MLMs must agree on the rules in the logical statements or conditions and
recommended actions that are based on interactions with patient-care data in the CPR. Another format
is GLIF (the Guideline Interchange Format), a computer-interpretable language framework for modeling
and executing clinical practice guidelines. GLIF uses GELLO, a guideline expression language that is better
suited for GLIF’s object-oriented data model, is extensible, and allows implementation of expressions that
are not supported by the Arden Syntax [Wang 2004; also see http://www.openclinical.org/gmm_glif.html].

Because MLMs are usually independent, the presence or absence of one MLM does not affect the
operation of other MLMs in the system. If done carefully and well, MLMs developed in one healthcare
organization can be incorporated in the CPRSs of other healthcare organizations. However, this requires
much more than using accepted medical content and logical structure. If the medical concept terminology
(the nomenclature and code sets used by physicians and by the CPR) differs among organizations, the
knowledge server may misinterpret what is in the CPR, apply logic to the wrong concept, or select the
wrong MLM. Further, the physician receiving its message may misinterpret the MLM [Pryor and Hripcsak,
1994].

41.2.4 Nomenclature

For widespread use of CDSSs, a uniform medical nomenclature, consistent with the scientific literature is
necessary. Medical knowledge is information that has been evaluated by experts and converted into useful
medical concepts, options, and rules for decisions. For CDSSs to search through a patient’s CPR, identify
the medical concepts, retrieve appropriate patient data and information, and provide a link to the relevant
knowledge, the CDSS has to recognize the names used in the CPR for the concepts [Cimino, 1993].
Providing direction for coupling terms and codes found in patient records to medical knowledge is the
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goal of the Unified Medical Language System (UMLS) project of the National Library of Medicine [NLM,
2005a]. “The UMLS Metathesaurus supplies information that computer programs can use to create
standard data, interpret user inquiries, interact with users to refine their questions, and convert the users’
terms into the vocabulary used in relevant information sources” [IOM, 2005b].

The developers of medical informatics applications need a controlled medical terminology so that
their applications will work across various sites of care and medical decision making. The desiderata, or
requirements, of a controlled medical terminology as described by Cimino [1998] include: “vocabulary
content, concept orientation, concept permanence, nonsemantic concept identifiers, polyhierarchy, formal
definitions, rejection of ‘not elsewhere classified’ terms, multiple granularities, multiple consistent views,
context representation, graceful evolution, and recognized redundancy.”

The National Committee on Vital and Health Statistics (NCVHS) is an 18-private-sector member,
federal advisory committee with a 50-year history of advising the Secretary of Health and Human Ser-
vices (HHS) on issues relating to health data, statistics, privacy, and national health information policy
[http://aspe.dhhs.gov/ncvhs/]. Recognizing that “[w]ithout national standard vocabularies, precise clin-
ical data collection and accurate interpretation of such data is difficult to achieve,” NCVHS recommended
in 2000 that the Secretary of HHS “should provide immediate funding to accelerate the development and
promote early adoption of PMRI standards.” This recommendation included clinical terminology activit-
ies of the National Library of Medicine, the Agency for Healthcare Research and Quality, and the Food and
Drug administration to augment, develop and test clinical vocabularies, and to make them available pub-
licly at low cost [NCVHS, PMRI, 2000]. The Consolidated Health Informatics work group, a White House,
Office of Management and Budget, interagency, eGovernment Initiative dominated by HHS, Department
of Veterans Affairs (VA), and Department of Defense (DoD) staff, made similar recommendations over
the next 3 years. This encouragement led HHS to negotiate a national license for free use of SNOMED-CT
(Systematized Nomenclature for Medicine — Clinical Terms), adopt 20 clinical data standards, and begin
developing drug terminology and structured drug information, mapping vocabularies to SNOMED-CT,
and investigating the standardization of data elements used for reporting patient safety adverse events.

41.3 Scientific Evidence

41.3.1 Patient Care Processes

Controlled trials have shown the effectiveness of CDSS for modifying physician behavior using preventive
care reminders. In an early review of the scientific literature up, Johnston et al. [1994] reported that
controlled trials of CDSSs have shown significant, favorable effects on care processes from (1) providing
preventive care information to physicians and patients [McDonald et al., 1984; Tierney et al., 1986],
(2) supporting diagnosis of high-risk patients [Chase et al., 1983], (3) determining the toxic drug dose for
obtaining the desired therapeutic levels [White et al., 1987], and (4) aiding active medical care decisions
[Tierney, 1988]. Johnston found clinician performance was generally improved when a CDSS was used
and, in a small number of cases (3 of 10 trials), significant improvements in patient outcomes.

In a randomized, controlled clinical trial, one that randomly assigned some teams of physicians to
computer workstations with screens designed to promote cost-effective ordering (e.g., of drugs and
laboratory tests), Tierney et al. [1993] reported patient lengths of stay were 0.89 days shorter, and charges
generated by the intervention teams were $887 lower, than for the control teams of physicians. These gains
were not without an offset. Time and motion studies showed that intervention physician teams spent
5.5 min longer per patient during 10-h observation periods. This study is a rare controlled trial that sheds
light on the resource impact and the effectiveness of using a CDSS.

In this setting, physician behavior was changed and resources were reduced by the application of logical
algorithms to computer-based patient record information. Nevertheless, a different hospital striving to
attain the same results would have to factor in the cost of the equipment, installation, maintenance, and
software development plus the need to provide staff training in the use of a CDSS.
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Additional evidence, rigorously obtained, shows beneficial effects of the use of EHRs within a CDSS on
medical practices. As reported in the response of the Department of Health and Human Services to the
GAO report, Health and Human Services” Estimate of Health Care Cost Savings Resulting from the Use of
Information Technology, many studies published in peer-reviewed journals show “substantial improvement
in clinical processes” when physicians use EHRs:

The effects of EHRs include reducing laboratory and radiology test ordering by 9 to 14% [Bates, 1999;
Tierney, 1990; Tierney, 1987], lowering ancillary test charges by up to 8% [Tierney, 1988], reducing
hospital admissions, costing an average of $17,000 each, by 2 to 3% [Jha, 2001], and reducing excess
medication usage by 11% [Wang, 2003; Teich, 2000] [GAO, 2005].

41.3.2 Incentives

As can be seen from the literature, CDSS can improve quality and in many cases reduce resources needed
for treatment. The benefit of this resource reduction, however, goes most frequently to health plans under
cost-based reimbursement of providers. The provider of care may need additional incentives to adopt
CDSS as part of the regular work process. Otherwise, any added time needed to access and respond to
the CDSS prompts and alerts may reduce the provider’s personal productivity (see the extra 5.5 min
per patient noted earlier) without offsetting compensation. These additional incentives may be funds
for purchase of the hardware and software needed for CDSS, payment for using CDSS, or payment for
reporting evidence of improved quality of care or cost reduction.

41.3.3 Evaluation

Clinical decision support systems should be evaluated according to how well they enhance performance
in the user’s environment [Nykanen et al., 1992]. If CDSS use is to become widespread and supported,
society should judge CDSSs not only on enhanced provider performance, but also on whether patient
outcomes are improved and system-wide healthcare costs are contained. Evaluation of information systems
is extremely difficult because so many changes occur when they are introduced into an existing work flow.
Attributing changes in productivity, costs of care, and patient outcomes to the introduction and use of a
CDSS or a CPRS is difficult when the work patterns and the culture of the workplace are also changing.
Many clinical information system applications have been self-evaluated in their original development site.
While impressive findings have been published, the generalizability of those findings needs verification.

41.3.4 CDSS Hurdles

In a review of medical diagnostic decision support systems, Miller [1994] examines the development of
CDSSs over the past 40 years, and identifies several hurdles to be overcome before large-scale, generic
CDSSs grow to widespread use. These hurdles include determining (1) how to support medical know-
ledge base construction and maintenance over time, (2) the amount of reasoning power and detailed
representation of medical knowledge required (e.g., how strong a match of medical terms is needed to
join medical concepts with appropriate information), (3) how to integrate CDSSs into the clinical envir-
onment to reduce the costs of patient data capture, and (4) how to provide flexible user interfaces and
environments that adjust to the abilities and desires of the user (e.g., with regard to typing expertise and
pointing devices).

41.3.5 Research Databases

Computer-based patient records can have great value for developing research databases, medical know-
ledge, and quality assurance information that would otherwise require an inordinate amount of manual
resources to obtain in their absence. An example of CPR use in research is found in a study undertaken at
Latter Day Saints (LDS) Hospital. Using the HELP CPR system to gather data on 2847 surgical patients,
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this study found that administering antibiotics prophylactically during the 2-h window before surgery
(as opposed to earlier or later within a 48-h window) minimized the chance of surgical-wound infection.
It also reduced the surgical infection rate for this time category to 0.59%, compared to the 1.5% overall
infection rate for all the surgical patients under study [Classen et al., 1992].

The same system was used at LDS Hospital to link the clinical information system data (including a
measure of nursing acuity) with the financial systems’ data. Using clinical data to adjust for the severity
of patient illness, Evans et al. [1994] measured the effect of adverse drug events due to hospital drug
administration on hospital length of stay and cost. The difference attributable to adverse drug events
among similar patients was estimated to be an extra 1.94 patient days and $1939 in costs.

41.3.6 Telemedicine

A CPR may hold and exchange radiological and pathological images of the patient taken or scanned in
digital form. The advantage is that digital images may be transferred long distances without a reduction in
quality of appearance. This allows patients to receive proficient medical advice even when they and their
local family practitioners are far from the consulting physicians. It also allows health managers to move
such clinical work to take advantage of excess radiology and pathology capacity elsewhere in the system.
Further, joint telemedicine consults in real time can also add to the ability of local physicians to become
better at diagnosing and treating some conditions (such as those requiring expertise in dermatology) by
learning from the long-distance specialist as he or she treats their patients. Nevertheless, while telemedicine
has been shown to work in actual practice, the scientific literature does not present definitive findings of
cost effectiveness or efficacy [Hersch, 2001a,b].

When personally identifiable healthcare data are transported electronically across state borders for
telemedicine uses, the applicability of state laws and policies regarding the confidentiality and privacy
of this data is not often obvious to the sender or receiver. This uncertainty raises legal questions for
organizations that wish to move this data over national networks for patient management, business, or
analytical reasons. When vendors of CPRS plan nationwide distribution of their products, they must
consider among other things variation in state laws regarding the validity of electronic information for
use in official medical records, the length of time for retention of medical record information, and liability
for the consequences of EHR failure. The users of systems that exchange patient information across state
borders for treatment must also consider the appropriate state licensing requirements.

41.4 Federal Initiatives for Health Information System
Interoperability and Connectivity

For years, the Department of Veterans Affairs (VISTA — Veterans Health Information Systems and
Technology Architecture) and the Department of Defense (CHCS-II — Composite Health Care System)
have invested in the development of CPRS to improve care for veterans and active servicemen. The Indian
Health Service has adopted and modified the VA’'s VISTA system for its own CPRS use. HHS has a history
of undertaking national terminology development [Humphreys et al., 1998] and medical informatics
research [Fitzmaurice et al., 2002]. In 2004, however, the federal government began to take the initiative
to lay the foundation for improving the coordination of these efforts and promoting the interoperability
and connectivity of health information systems across the country.

During the 2004-2005 period, the President placed a greater federal emphasis on using health inform-
ation technology to improve patient safety and the quality of health care. President George Bush in his
2004 State of the Union message said, “By computerizing health records, we can avoid dangerous medical
mistakes, reduce costs, and improve care.” And on April 26, 2004, “Within ten years, every American must
have a personal electronic medical record. That’s a good goal for the country to achieve” [Bush, 2004].

As recommended by NCVHS [2001] and others, the President created the Office of the National
Coordinator for Health Information Technology [Bush, 2004], and on May 6, 2004, the Secretary of
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Health and Human Services (1) appointed David Brailer, M.D, Ph.D., as the first National Coordinator,
and (2) announced that the medical vocabulary known as SNOMED CT (Systematized Nomenclature for
Medicine — Clinical Terms, a clinical reference language standard created by the College of American
Pathologists) could be downloaded free for use in the United States through HHS’ National Library of
Medicine [US DHHS, 2004]. By July 21, 2004, the National Coordinator produced a strategic framework
to guide the nationwide implementation of health information technology in both the public and private
sectors. This plan has four major goals to be pursued for the vision of improved health care. They are to
build an interoperable national health information system that will:

1. Inform clinical practice

2. Interconnect clinicians

3. Personalize care

4. Improve population health [ONCHIT, 2004]

Through its Transforming Healthcare Quality Through Health Information Technology Program, the
AHRQ in September 2004 awarded 100 grants ($139 Million over 3 years), 5 state demonstration con-
tracts ($25 million over 5 years), a National Health Information Technology Resource Center contract
($18.4 million over 5 years), and initiated a data standards program ($10 million in 1 year). AHRQ’s
research program embodies the vision of the federal strategic framework for promoting and invests fed-
eral research funds to build a knowledge base of how regional and local information technology networks
and applications can improve quality of care and patient safety [AHRQ, 2004].

Recognizing the benefits of CPRS and the exchange of clinical information, the President in his State of
the Union message to the American people on February 3, 2005, called for additional investment, saying,
“I ask Congress to move forward on ... improved information technology to prevent medical error and
needless costs ...” The federal government has begun to devote resources to support its vision of national
networks for the exchange of clinical information to benefit patient care. The vision is one of interoperable
clinical applications of health information technology applications over a national set of regional networks
and of connectivity to all health providers to these networks.

Health information systems are beginning to rely on intranet networks within the health enterprise
to link the information created by disparate applications currently in use (e.g., to link existing [legacy]
applications such as laboratory, radiology, and pharmacy information systems), and on private networks to
exchange patient information among health providers. These systems use web browsers, object-oriented
technology, and document formatting languages, including hypertext markup language (HTML) and
extensible markup language (XML). Indeed, the structure of HL7’s Version 3 of its suite of clinical message
standards for health institutions’ electronic clinical messages employs this technology [HL7,2001], as does
ASTM’s proposed Continuity of Care Record standard [ASTM, 2005].

Currently, the health industry does not have acceptable standards for encrypting clinical message
exchanges and for electronic signatures that are in widespread use. Although the confidentiality of subjects
of personal health information is considered sufficiently protected and the authentication of the sender
and receiver sufficiently assured for those providers who currently exchange clinical information through
fax and telephone, pilot tests of electronic prescribing conducted by the Medicare Program should provide
additional information on ways to improve protection and authentication for clinical exchanges through
electronic networks. These 2006 pilots are mandated by the Medicare Prescription Drug, Improvement,
and Modernization Act of 2003 (MMA) [Public Law, 2003].

41.4.1 PITAC

The President’s Information Technology Advisory Committee (PITAC) is a private-sector member
committee chartered originally in 1998 to provide the president with independent expert advice on
maintaining America’s preeminence in advanced information technology. In its 2004 report, Revolution-
izing Health Care Through Information Technology, PITAC recommended Federal leadership in developing
a national framework containing four essential elements. These elements are: electronic health records,
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computer-assisted clinical decision support, computerized provider order entry, and “secure, private,
interoperable, electronic health information exchange, including both highly specific standards for cap-
turing new data and tools for capturing non-standards-compliant electronic information from legacy
systems” [PITAC, 2004]. In 2005, the President folded PITAC into the President’s Council of Advisors on
Science and Technology (PCAST).

41.5 Private Sector Initiatives

The Markle Foundation with support from The Robert Wood Johnson Foundation under its Connecting
for Health program and in collaboration with the eHealth Initiative organizes working groups representing
the public and private sectors to tackle the barriers to the development of an interconnected health inform-
ation infrastructure. These working groups have produced papers On Linking Health Care Information
(February 2005), Achieving Electronic Connectivity in Health Care (July 2004), Connecting Americans to
Their Healthcare (July 2004), and Financial, Legal and Organizational Approaches to Achieving Electronic
Connectivity in Healthcare (October 2004) and Connecting Healthcare in the Information Age (June 5,
2003). The Markle Foundation [Markle Foundation, 2005] convenes recognized experts and health sector
stakeholders to reach consensus on how specific barriers should be tackled and preparing roadmaps for
action.

The Healthcare Information and Management Systems Society (HIMSS) is a membership organization
that focuses on providing leadership for the optimal use of healthcare information technology and man-
agement systems to better human health. One of its projects, Integrating the Healthcare Enterprise (IHE),
is a multi-year initiative that has as its goal to create “the framework for passing vital health inform-
ation seamlessly — from application to application, system to system, and setting to setting — across
the entire healthcare enterprise.” HIMSS, the Radiological Society of North America (RSNA), and the
American College of Cardiology (ACC) work collaboratively with the aim “to improve the way computer
systems in healthcare share critical information.” In 2005, at the HIMSS Annual Conference, the ITHE
Connect-a-thon and Interoperability Showcase demonstrated the communication of documents contain-
ing patient care information found in ASTM’s. Continuity of Care Record standard across the products of
32 health information system and application vendors using existing health data standards [HIMSS, IHE,
2005, http://www.himss.org/ASP/topics_ihe.asp.]. Public demonstrations of the applications of health
data standards are invaluable for learning what works in the electronic exchange of patient care data and
how it works. Essentially, what is learned is how to make health data standards work for specific health
care applications and how to make them better.

41.6 Driving Forces for CPRS
41.6.1 Patient Safety

Patient safety is a real concern in the U.S. healthcare system but is not well understood. The publication
of the IOM study To Err is Human in 1999, informed the American public that between 44,000 and
98,000 people died of medical errors in hospitals [IOM, 1999]. In 2003, Zhan and Miller estimated
that complications of often preventable injuries and complications in hospitals in the United States lead
to more than 32,000 deaths, 2.4 million extra days of care, and costs exceeding $9B annually [Zahn
and Miller, 2003]. Among the conditions studied were accidental puncture and laceration, anesthesia
complications, postoperative infections and bedsores, surgical wounds reopening, and obstetric traumas
during childbirth. Health information technology is clearly part of the remedy. In a study of 36 hospitals,
Barker et al., found that 19% of the doses were in error and that “the percentage of [drug] errors rated
potentially harmful was 7%, or more than 40 per day in a typical 300-patient facility” [Barker, 2003]. Bates
et al,, found that the rate of serious medication errors dropped by more than half after a large tertiary
teaching hospital implemented a computerized physician order entry system [Bates et al., 1998]. IOM
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recommends that “[t]o reduce the number of medical errors, the nation’s health care system must harness
available technologies and build an infrastructure for national health information” [IOM, 2003b Patient
Safety: Achieving a New Standard for Care, IOM, 2003b].

IOM, which is a foremost advisor to the nation in evaluating scientific evidence and obtaining pro-
fessional opinion pertaining to patient safety and quality of care, recommends that: “[t]o reduce the
number of medical errors, the nation’s healthcare system must harness available technologies and build an
infrastructure for national health information.” More specifically, IOM recommends a seamless national
network that requires EHRs, secure platforms for exchange of info among providers and patients, and data
standards that would make health information understandable by the information systems of different
providers. Further, healthcare organizations must adopt information technology systems that are able to
collect and share essential health information on patients and their care [[OM, 2003b].

41.6.2 Quality of Care

In Crossing the Quality Chasm: A New Health System for the 21st Century, [IOM, 2001], IOM noted that
a chasm exists between current practice and the best we can do and urged the United States (1) to adopt
six attributes of quality care: safe, effective, patient-centered, timely, efficient, and equitable and (2) to use
information technology to improve the quality of care.

Quality of care deficiencies are widespread in the United States and, judging from one study, evenly
distributed across metropolitan areas [McGlynn et al., 2003], from a random sample of health care
experiences of adults living in 12 metropolitan areas in the United States over a 2-year period found that
study participants received 54.9% of recommended care. They evaluated health system performance on
439 indicators of quality of care for 30 acute and chronic conditions as well as preventive care, with the
participants receiving 53.5, 56.1, and 54.9% of the recommended care, respectively for the three categories.
In the 12 metropolitan areas studied, Seattle, Washington, received the recommended care 59% of the
time (the highest), Little Rock, Arkansas, 51% (the lowest) [Kerr, 2004].

The contribution of CPRSs for improving quality of care is to deliver medical knowledge and appro-
priate patient information to the healthcare decision makers — especially the physician and patient — at
the time such information is needed and to aggregate clinical entries to obtain quality measures more
efficiently than by combing through paper medical records. Once in place, CPRS can also reduce the
cost of obtaining standardized quality measures, compared with manual abstractions of paper medical
records.

41.6.2.1 Rising Healthcare Spending

Healthcare expenditures in the United States totaled $1.7 trillion in 2003 ($5,670 per capita) and 15.3%
of our gross domestic product. This increase was a 7.7% increase over 2002 expenditures and exceeded
the rate of inflation of the Consumers Price Index (2.3%) threefold [Smith, 2005; and Bureau of Labor
Statistics, 2005]. Two major concerns over rising health spending are matters of (1) obtaining value for
the dollar spent on health care and (2) achieving productive competitiveness in the U.S. A study by Hussey
et al., showed that the United States spends more per capita on health care than four other comparable
countries: Australia, Canada, New Zealand, and England. However, the United States underperforms on
such measures as: breast cancer deaths, leukemia deaths, asthma deaths, suicide rates, and cancer screening.
The implication is that even though the United States spends more, outcomes are not necessarily better.

41.6.2.2 Competition in the U.S. Economy

Firms in the United States are concerned that many goods produced in the United States are more expensive
than in other parts of the world in part because of the higher costs of health care in the United States, and
the larger portion of healthcare costs they incur as part of their labor costs. Also, if the U.S. healthcare
system itself is not as productive as are the healthcare systems of other countries, our workers will spend
more time obtaining health care and recovering from illness, and less time working. As a result, U.S.
companies are encouraging health plans to improve the quality of care provided to their employees and to
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contract with lower cost providers. The Leapfrog Group and other employer groups are promoting a better
health system by encouraging employer purchasers to buy healthcare services from providers using:

e Computer physician order entry to permit computer-generated prompts, alerts, and reminders to
inform treatment decisions.

e ICU physician staffing — the use of board-certified hospital intensivists, hospital-based physicians
that would take over a patient’s care in the hospital intensive care unit.

e Evidence-based hospital referral — particularly for high-risk surgery and high-risk neonatal
intensive care [Birkmeyer, 2001].

41.7 Extended Uses of CPR Data

Data produced by such systems have additional value beyond supporting the care of specific patients. For
example, subsets of individual patient care data from CPRs can be used for research purposes, quality
assurance purposes, developing and assessing patient care treatment paths (planned sequences of medical
services to be implemented after the diagnoses and treatment choices have been made), assessments of
treatment strategies across a range of choices, and postmarketing surveillance of drugs and medical device
technologies in use in the community after their approval by the Food and Drug Administration. When
linked with data measuring patient outcomes, CPR data may be used to help model the results achieved
by different treatments, sites of care, and organizations of care.

If patient care data were uniformly defined and recorded, accurately linked, and collected into databases
pertaining to particular geographical areas, they would be useful for research into the patient outcomes of
alternative medical treatments for specific conditions and for developing information to assist consumers,
healthcare providers, health plans, payers, public health officials, and others in making choices about
treatments, technologies, sites and providers of care, health plans, and community health needs. This is
currently an ambitious vision for research considering the presently limited use of CPRs. There are insuf-
ficient incentives for validating, storing, and sharing electronic patient record data, plus improvements
are needed that push forward the state of the art in measuring the severity of patient illness so that the
outcomes of like patients can be compared. Many healthcare decisions are now based on data of inferior
quality or no data at all. The importance of these decisions, however, to the healthcare market is driving
higher the demand for uniform, accurate clinical data.

41.8 Federal Programs

Uniform, electronic clinical patient data could be useful to many Federal programs that have respons-
ibility for improving, safeguarding, and financing America’s health. For example, the AHRQ is charged
“to enhance the quality, appropriateness, and effectiveness of health services, and access to such ser-
vices, through the establishment of a broad base of scientific research and through the promotion of
improvements in clinical and health system practices, including the prevention of diseases and other
health conditions” [PL, 1999].

The findings that result from such research should improve patient outcomes of care, quality meas-
urement, and cost and access problems. To examine the influence on patient outcomes of alternative
treatments for specific conditions, research needs to account for the simultaneous effects of many patient
risk factors, such as diabetes and hypertension. Health insurance claims for payment data do not have suf-
ficient clinical detail for many research, quality assurance, and evaluation purposes. Often, administrative
data (such as claims data) must be supplemented with data abstracted from the patients’ medical records to
be useful. In many cases, the data must be identified and collected prospectively from patients (with their
permission) and their providers to ensure availability and uniformity. The use of a CPR could reduce the
burden of this data collection, support practice guideline development in the private sector, and support
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the development, testing, and use of quality improvement measures. Having uniform, computerized
patient care data in CPRs would allow disease registries to be developed for many more patient conditions.

Other federal, state, and local health agencies also could benefit from CPR-based data collections. For
example, the Food and Drug Administration, which conducts postmarketing monitoring to learn the
incidence of unwanted effects of drugs after they are approved, could benefit from analyses of the next
20,000 cases, in which a particular pharmaceutical is prescribed, using data collected in a CPR. Greater
confidence in postmarket surveillance could speed approval of new drug applications. The Centers for
Medicare and Medicaid Services (CMS) is providing guidance and information to its Quality Improvement
Organizations (QIOs) about local and nationwide medical practice patterns founded on analyses of
national and regional clinical data about Medicare beneficiaries. Medicare QIOs could analyze more data
from provider’s CPRs in their own states to provide constructive, quality-enhancing feedback providers of
care at less expense. As a further example, the Centers for Disease Control and Prevention with access to
locally available (and perhaps anonymized) CPR data on patient care could more quickly and completely
monitor the incidence and prevalence of communicable diseases, and engage in real-time surveillance for
monitoring bioterrorism threats. State and local public health departments could allocate resources more
quickly to address changing health needs with early recognition of community health problems.

Many of these uses require linked data networks and data repositories that communities and patients
trust with their health data, or a filter of data flows that searches for events that would trigger a health
alert. A national health information network could provide guidance, governance, and principles for the
sharing of electronic patient information. Of paramount importance is the protection of the confidenti-
ality of patient information. This may require an approach that gives patients a choice to opt in to such
systems of sharing their information to obtain the benefits or to opt out of having the system use their
own information.

41.9 Selected Issues

While there are personal and public benefits to be gained from extended use of CPR data beyond direct
patient care, the use of personal medical information for these uses, particularly if it contains personal
identification, brings with it some requirements and issues that must be faced. Some of the issues that
must be addressed by health care policy makers, as well as by private markets, are as follows.

41.9.1 Standards

Standards are needed for the nomenclature, coding, and structure of clinical patient care data; the
content of data sets for specific purposes; and the electronic transmission of such data to integrate
data efficiently across departmental systems within a hospital and data from the systems of other hospitals
and healthcare providers. If benefits are to be realized from rapidly accessing and transmitting patient care
data for managing patient care, consulting with experts across long distances, linking physician offices and
hospitals, undertaking research, and other applications, data standards are essential [Fitzmaurice, 1994].

The United States has the framework for coordination of U.S. standards developing organizations,
development and coordination of the U.S. position on international standards issues, and representation
at the technical committee that develops and approves international health data standards. The Healthcare
Informatics Standards Board of the American National Standards Institute coordinates the standard
developing organizations that work on such standards in the United States, and produces special summary
reports on administrative and clinical health data standards [ANSI HISB, 1997, 1998]. The U.S. Technical
Advisory Group to the Organization of International Standards (ISO) Technical Committee (TC) 215,
Health Informatics, develops and represents U.S. positions on international health data standards issues,
new work items, and recommends the U.S. vote on international standards ballots. The ISO TC 215, Health
Informatics, was formed in 1998 by over 30 countries to provide a forum for international coordination
of health informatics standards.
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TABLE 41.2 HIPAA Administrative Simplification Standards

Transactions and Code Sets (TCS) Rule — October 16, 2002/2003
Claims Attachments — Proposed rule 2005
TCS Revisions — Expected 2005
Identifiers
Employer ID — July 30, 2004
National Provider ID — May 23, 2007
Health Plan ID — Expected 2005
Individual ID — Put on hold by Congress
Security Rule — April 21, 2005
Privacy Rule — April 14, 2003

Note: Small health plans have an additional year before their use of HIPAA
standards is mandatory.

Within the United States, administrative health data standards are mandated in the Health Insurance
Portability and Accountability Act (HIPAA) of 1996 [Public Law, 1996]. In this law, the Secretary of Health
and Human Services (HHS) is directed to adopt standards for nine common health transactions (enroll-
ment, claims, payment, and others) that must be used if those transactions are conducted electronically.
Penalties are capped at $100 per violation and a maximum of $25,000 per year for each provision violated.
Digital signatures, when adopted by the Secretary, may be deemed to satisfy federal and state statutory
requirements for written signatures for HIPAA transactions but there is no industry standard to date. The
four categories of HIPAA standards with the dates on which specific standards are mandatory, or the year
in which they are expected to be published, are shown in Table 41.2. Published standards are expected to
be mandatory about 2 years and 60 days after they are published in final form.

41.9.2 Security

Confidentiality and privacy of individually identifiable patient care and provider data are the most import-
ant issues. For most purposes, the HIPAA Privacy Rule [U.S. Department of Health and Human Services,
Office of Civil Rights, 2003] is quite stringent with respect to establishing a privacy floor across all states. It
creates a fence around the individually identifiable health information it protects, that is, such information
that is in the hands of health plans, clearinghouses, and providers who undertake HIPAA transactions
(covered entities). Covered entities may use protected health information only for purposes of treatment,
payment, or health operations. Without an individual’s authorization, there are only 12 ways for a covered
entity to legally disclose or use protected health information. Each of these exceptions has requirements
of its own.

The HIPAA Privacy Rule is an essential cornerstone for building a national health information infra-
structure that eases the way for personal health information to be shared. It gives patients new rights and
controls nationwide, including the right to see, obtain a copy of, and add amendments to their health
information. For uses and disclosures not permitted by the Privacy Rule, HIPAA-covered entities must
obtain the individual’s authorization. The penalties for violating the Privacy Rule can be expensive and
include imprisonment.

System security and integrity become important as more and more information for patient treatment
and other uses is exchanged through national networks. Not only does this issue relate to purposeful
violations of privacy, but also to the accuracy of medical knowledge for patient benefit. If the system fails
to transmit accurately what was sent to a physician — for example, an MRI, patient history, a practice
guideline, or a clinical research finding — and if a physician’s judgment and recommendation is based
on a flawed image or other misreported medical knowledge — who bears the legal responsibility for a
resulting inappropriate patient outcome due to system failure?

© 2006 by Taylor & Francis Group, LLC



41-14 Medical Devices and Systems

TABLE 41.3 Exceptions to the HIPAA Privacy Rule

As required by law

For public health

Victims of abuse

For health oversight activities

For judicial and administrative proceedings
For law enforcement

Disclosures about decedents (coroner, medical examiner)
To facilitate organ transplantation

For research

To avert serious threats to health or safety
For specialized government functions

For workers’ compensation

Note: Individual authorization is not required for disclosures
and uses of protected health information.

National HIPAA security standards for assuring the confidentiality of electronic protected health
information are mandatory as of April 20, 2005. The HIPAA Security Rule addresses the administrat-
ive, technical, and physical security procedures that HIPAA-covered entity must use. Some procedure
specifications are required; others must be addressed following a risk analysis by the HIPAA-covered
entity [Health Insurance Reform, 2003]. This rule supports the Privacy Rule in that it establishes what
security protections are reasonable to safeguard electronic health information from impermissible uses
and disclosures.

41.9.3 Data Quality

The quality of stored and exchanged clinical data may be questioned in the absence of organized pro-
grams and criteria to assess the reliability, validity, and sufficiency of this data. There should be a natural
reluctance to use questionable data for making treatment decisions, undertaking research, and for provid-
ing useful information to consumers, medical care organizers, and payers. For proper use and analysis,
the user should take special care in judging that the information is of sufficient quality to measure and
assess the relevant risk factors influencing patient conditions and outcomes. Providers of care may have
reluctance even in relying on data supplied by their own patients without some assurance that it is valid.

41.9.4 Varying State Requirements

Electronically stored records in one state may be considered to be legally the same as paper records, but not
in another state. In law, regulation, and practice, many states require pen and ink recording and signatures,
apparently ruling out electronic records and signatures. To reduce this inconsistency and uncertainty and
to provide national guidance, the Electronic Signatures in Global and National Commerce Act was enacted
by the U.S. government effective on October 1, 2000. This law gives electronic signatures the same legality
as hand-written ones where all parties agree for transactions that are commercial, consumer, or business
in nature [Public Law, 2000]. To add to the variability, State privacy laws that (1) conflict with the HIPAA
Privacy Rule and (2) are more stringent override the federal Privacy Rule:

Standard unique identifiers for patients, health care providers, institutions and payers are needed to
obtain economies and accuracy when linking patient care data at different locations, and patient care
data with other relevant data. Under HIPAA, the Secretary of HHS must adopt standards for uniquely
identifying providers, health plans, employers, and individuals. Because of national concerns about the
confidentiality of personal health information that may be linked using the unique individual health
identifier, final implementation of that identifier must await explicit approval by Congress.
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Malpractice liability concerns arise as telemedicine and information technology allow physician special-
ists to give medical advice across state borders electronically to other physicians, other healthcare providers,
and patients. Physicians are normally licensed by a state to practice within its own state borders. Does a
physician who is active in telemedicine need to obtain a license from each state in which he or she practices
medicine from outside the state? If the expert physician outside the patient’s state gives bad advice, which
state’s legal system has jurisdiction for liability considerations?

Benefit—cost analysis methods must be developed and applied to inform investment decision makers
about the most productive applications of CPR systems. There is a need for a common approach to
measuring the benefits and the costs for comparing alternative information technology applications.
Certainly this is difficult since so many things change with the introduction of CPRS. As hard as they are
to do well, valid business risk and benefit assessments can advance the development and implementation
of commercial CPR applications.

Regional health data repositories and information exchange networks for the benefit of patients, providers,
employers, hospital groups, consumers, and state health and service delivery programs raise issues about
the ownership of patient care data, the use of identifiable patient care data, and the governance of health
data repositories. A study by the IOM [1994] examined the power of regional health data repositories
for improving public health, supporting better private health decisions, recognizing medically and cost-
effective healthcare providers and health plans, and generally providing the information necessary to
improve the quality of healthcare delivery in all settings. Because these data may include personally
identifiable data and move outside the environment in which they were created, resolving these issues is
of paramount importance for the development of regional health networks.

41.10 Summary

In summary, the benefits of CPRS are becoming better known and accepted. What is unknown are
the costs of achieving these benefits in sites other than where the CPRSs were developed and how to
successfully overcome institutional obstacles to their implementation. The widespread use of systems that
provide clinical decision support depends in good part on the development and use of a common medical
terminology or, at least, a reference terminology that contains all the relevant concepts to which different
medical terminologies can map. This would enable interoperable electronic health information systems to
accurately exchange information about those concepts. Although the HIPAA Privacy Rule gives patients
the right to obtain a copy of their health information, research findings are lacking on the benefits of
sharing CPR information with the patients themselves.

Strong initiatives by the federal government are leading the private and the government sectors to
consider what infrastructure is needed to support patient information exchanges by clinical systems for
the care of a patient. Indeed, a patient’s CPR may not be a real data repository but a set of links to a
patient’s data that resides in many diverse electronic medical records — a virtual CPR. In addition, the
federal government is making substantial investments in regional, often statewide, health information
network demonstrations, and in research that studies local health information technology applications.
The purpose of these investments is to learn how these networks can resolve important issues regarding
the connectivity of providers to the network, the interoperability of their systems, and how successful they
can be for improving patient safety and the quality of care. Many issues have been presented that must
be resolved if the vision of a national health information infrastructure to be even partially achieved. The
good news is that there is a national will to tackle them.
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As the cost of health care has become a larger percentage of the gross domestic product of many developed
nations, the focus on methods to improve health care productivity and quality has increased. To address this
need, the concept of a health care information infrastructure has emerged. Major elements of this concept
include patient-centered care facilitated by computer-based patient record systems, continuity of care
enabled by the sharing of patient information across information networks, and outcomes measurement

aided by greater availability and specificity of health care information.
The creation of this health care information infrastructure will require the integration of existing and
new architectures, products, and services. To make these diverse components work together, health care
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information standards (classifications, guides, practices, terminology) will be required [ASTM, 1994]. This
chapter will give you an overview of the major existing and emerging health care information standards,
and the efforts to coordinate, harmonize, and accelerate these activities. It is organized into the major
topic areas of:

Identifier standards

Communications (message format) standards
Content and structure standards

Clinical data representations (codes)
Confidentiality, data security, and authentication
Quality indicators and data sets

International Standards

Coordinating and promotion organizations
Summary

42.1 Identifier Standards

There is a universal need for health care identifiers to uniquely specify each patient, provider, site of care,
and product; however, there is no universal acceptance or satisfaction with these systems.

42.1.1 Patient Identifiers

The social security number (SSN) is widely used as a patient identifier in the United States today. However,
critics point out that it is not an ideal identifier. They say that not everyone has an SSN; several individuals
may use the same SSN; and the SSN is so widely used for other purposes that it presents an exposure to
violations of confidentiality. These criticisms raise issues that are not unique to the SSN. A draft document
has been developed by the American Society for Testing and Materials (ASTM) E31.12. Subcommittee
to address these issues. It is called the “Guide for the Properties of a Universal Health Care Identifier”
(UHID). It presents a set of requirements outlining the properties of a national system creating a UHIC,
includes critiques of the SSN, and creates a sample UHD [ASTM E31.12, 1994]. Despite the advantages of
a modified/new patient identifier, there is not yet a consensus as to who would bear the cost of adopting
a new patient identifier system.

42.1.2 Provider Identifiers

The Health Care Financing Administration (HCFA) has created a widely used provider identifier known
as the Universal Physician Identifier Number (UPIN) [Terrell et al., 1991]. The UPIN is assigned to
physicians who handle Medicare patients, but it does not include nonphysician caregivers. The National
Council of Prescription Drug Programs (NCPDP) has developed the standard prescriber identification
number (SPIN) to be used by pharmacists in retail settings. A proposal to develop a new national provider
identifier number has been set forth by HCFA [1994]. If this proposal is accepted, then HCFA would
develop a national provider identifier number which would cover all caregivers and sites of care, including
Medicare, Medicaid, and private care. This proposal is being reviewed by various state and federal agencies.
It has also been sent to the American National Standards, Institute’s Health Care Informatics Standards
Planning Panel (ANSI HISPP) Task Force on Provider Identifiers for review.

42.1.3 Site-of-Care Identifiers

Two site-of-care identifier systems are widely used. One is the health industry number (HIN) issued by
the Health Industry Business Communications Council (HIBCC). The HIN is an identifier for health care
facilities, practitioners, and retail pharmacies. HCFA has also defined provider of service identifiers for
Medicare usage.
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42.1.4 Product and Supply Labeling Identifiers

Three identifiers are widely accepted. The labeler identification code (LIC) identifies the manufacturer or
distributor and is issued by HIBCC [1994]. The LIC is used both with and without bar codes for products
and supplies distributed within a health care facility. The universal product code (UPC) is maintained
by the Uniform Code Council and is typically used to label products that are sold in retail settings. The
national drug code is maintained by the Food and Drug Administration and is required for reimbursement
by Medicare, Medicaid, and insurance companies. It is sometimes included within the UPC format.

42.2 Communications (Message Format) Standards

Although the standards in this topic area are still in various stages of development, they are generally
more mature than those in most of the other topic areas. They are typically developed by committees
within standards organizations and have generally been accepted by users and vendors. The overviews of
these standards given below were derived from many sources, but considerable content came from the
Computer-based Patient Record Institute’s (CPRI) “Position Paper on Computer-based Patient Record
Standards” [CPRI, 1994] and the Agency for Health Care Policy and Research’s (AHCPR) “Current
Activities of Selected Health Care Informatics Standards Organizations” [Moshman Associates, 1994].

42.2.1 ASCXI2N

This committee is developing message format standards for transactions between payers and providers.
It is rapidly being accepted by both users and vendors. It defines the message formats for the following
transaction types [Moshman Associates, 1994]:

e 834 — enrollment

e 270 — eligibility request

e 271 — eligibility response

e 837 — health care claim submission

e 835 — health care claim payment remittance
e 276 — claims status request

e 277 — claims status response

e 148 — report of injury or illness

ASC X12N is also working on the following standards to be published in the near future:

e 257,258 — Interactive eligibility response and request. These transactions are an abbreviated form
of the 270/271.

e 274,275 — patient record data response and request. These transactions will be used to request
and send patient data (tests, procedures, surgeries, allergies, etc.) between a requesting party and
the party maintaining the database.

e 278,279 — health care services (utilization review) response and request. These transactions will
be used to initiate and respond to a utilization review request.

ASC X12N is recognized as an accredited standards committee (ASC) by the American National Standards
Institute (ANSI).
42.2.2 American Society for Testing and Materials

42.2.2.1 Message Format Standards

The following standards were developed within American Society for Testing and Materials (ASTM)
Committee E31. This committee has applied for recognition as an ASC by ANSI:

1. ASTM E1238 standard specification for transferring clinical observations between independent
systems. E1238 was developed by ASTM Subcommittee E31.11. This standard is being used by most of
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the largest commercial laboratory vendors in the United States to transmit laboratory results. It has also
been adopted by a consortium of 25 French laboratory system vendors. Health level seven (HL7), which is
described later in this topic area, has incorporated E1238 as a subset within its laboratory results message
format [CPRI, 1994].

2. ASTM E1394 standard specification for transferring information between clinical instruments. E1394
was developed by ASTM Subcommittee E31.14. This standard is being used for communication of inform-
ation from laboratory instruments to computer systems. This standard has been developed by a consortium
consisting of most U.S. manufacturers of clinical laboratory instruments [CPRI, 1994].

3. ASTM 1460 specification for defining and sharing modular health knowledge bases (Arden Syntax).
E1460 was developed by ASTM Subcommittee E31.15. The Arden Syntax provides a standard format
and syntax for representing medical logic and for writing rules and guidelines that can be automatically
executed by computer systems. Medical logic modules produced in one site-of-care system can be sent to
a different system within another site of care and then customized to reflect local usage [CPRI, 1994].

4. ASTM E1467 specification for transferring digital neurophysical data between independent computer
systems. E1467 was developed by ASTM Subcommittee E31.17. This standard defines codes and struc-
tures needed to transmit electrophysiologic signals and results produced by electroencephalograms and
electromyograms. The standard is similar in structure to ASTM E1238 and HL7; and it is being adopted
by all the EEG systems manufacturers [CPRI, 1994].

42.2.3 Digital Imaging and Communications

This standard is developed by the American College of Radiology — National Electronic Manufacturers’
Association (ACR-NEMA). It defines the message formats and communications standards for radiologic
images. Digital imaging and communications (DICOM) is supported by most radiology picture archiv-
ing and communications systems (PACS) vendors and has been incorporated into the Japanese Image
Store and Carry (ISAC) optical disk system as well as Kodak’s PhotoCD. ACR-NEMA is applying to be
recognized as an accredited organization by ANSI [CPRI, 1994].

42.2.4 Health Level Seven (HL7)

HL?7 is used for intra-institution transmission of orders; clinical observations and clinical data, including
test results; admission, transfer, and discharge records; and charge and billing information. HL7 is being
used in more than 300 U.S. health care institutions including most leading university hospitals and has
been adopted by Australia and New Zealand as their national standard. HL7 is recognized as an accredited
organization by ANSI [Hammond, 1993; CPRI, 1994].

42.2.5 Institute of Electrical and Electronics Engineers, Inc. P1157
42.2.5.1 Medical Data Interchange Standard

Institute of Electrical and Electronics Engineers, Inc. (IEEE) Engineering in Medicine and Biology Society
(EMB) is developing the medical data interchange standard (MEDIX) standards for the exchange of data
between hospital computer systems [Harrington, 1993; CPRI, 1994]. Based on the International Standards
Organization (ISO) standards for all seven layers of the OSI reference model, MEDIX is working on a
framework model to guide the development and evolution of a compatible set of standards. This activity
is being carried forward as a joint working group under ANSI HISPP’s Message Standards Developers
Subcommittee (MSDS). IEEE is recognized as an accredited organization by ANSL

IEEE P1073 Medical Information Bus (MIB): This standard defines the linkages of medical instrument-
ation (e.g., critical care instruments) to point-of-care information systems [CPRI, 1994].
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National Council for Prescription Drug Programs (NCPDP): These standards developed by NCPDP are
used for communication of billing and eligibility information between community pharmacies and third-
party payers. They have been in use since 1985 and now serve almost 60% of the nation’s community
pharmacies. NCPDP has applied for recognition as an accredited organization by ANSI [CPRI, 1994].

42.3 Content and Structure Standards

Guidelines and standards for the content and structure of computer-based patient record (CPR) systems
are being developed within ASTM Subcommittees E31.12 and E31.19. They have been recognized by other
standards organizations (e.g., HL7); however, they have not matured to the point where they are generally
accepted or implemented by users and vendors.

A major revision to E1384, now called a standard description for content and structure of the computer-
based patient record, has been made within Subcommittee E31.19 [ASTM, 1994]. This revision includes
work from HISPP on data modeling and an expanded framework that includes master tables and data
views by user.

Companion standards have been developed within E31.19. They are E1633, A Standard Specification
for the Coded Values Used in the Automated Primary Record of Care [ASTM, 1994], and E1239-94,
A Standard Guide for Description of Reservation/Registration-A/D/T Systems for Automated Patient Care
Information Systems [ASTM, 1994]. A draft standard is also being developed for object-oriented models
for R-A/D/T functions in CPR systems. Within the E31.12 Subcommittee, domain specific guidelines
for nursing, anesthesiology, and emergency room data within the CPR are being developed [Moshman
Associates, 1994; Waegemann, 1994].

42.4 Clinical Data Representations (Codes)

Clinical data representations have been widely used to document diagnoses and procedures. There are
over 150 known code systems. The codes with the widest acceptance in the United States include:

1. International Classification of Diseases (ICD) codes, now in the ninth edition (ICD-9), are main-
tained by the World Health Organization (WHO) and are accepted worldwide. In the United States,
HCFA and the National Center for Health Statistics (NCHS) have supported the development of a clinical
modification of the ICD codes (ICD-9-CM). WHO has been developing ICD-10; however, HCFA pro-
jects that it will not be available for use within the United States for several years. Payers require the use
of ICD-9-CM codes for reimbursement purposes, but they have limited value for clinical and research
purposes due to their lack of clinical specificity [Chute, 1991].

2. Current Procedural Terminology (CPT) codes are maintained by the American Medical Association
(AMA) and are widely used in the United States for reimbursement and utilization review purposes. The
codes are derived from medical specialty nomenclatures and are updated annually [Chute, 1991].

3. The systematized nomenclature of medicine (SNOMED) is maintained by the College of American
Pathologists and is widely accepted for describing pathologic test results. It has a multiaxial (11 fields)
coding structure that gives it greater clinical specificity than the ICD and CPT codes, and it has considerable
value for clinical purposes. SNOMED has been proposed as a candidate to become the standardized
vocabulary for computer-based patient record systems [Rothwell et al., 1993].

4. Digital imaging and communications (DICOM) is maintained by the American College of Radi-
ology — National Electronic Manufacturers’ Association (ACR-NEMA). It sets forth standards for indices
of radiologic diagnoses as well as for image storage and communications [Cannavo, 1993].

5. Diagnostic and Statistical Manual of Mental Disorders (DSM), now in its fourth edition (DSM-1V),
is maintained by the American Psychiatric Association. It sets forth a standard set of codes and descriptions
for use in diagnoses, prescriptions, research, education, and administration [Chute, 1991].
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6. Diagnostic Related Groups (DRGs) are maintained by HCFA. They are derivatives of ICD-9-CM
codes and are used to facilitate reimbursement and case-mix analysis. They lack the clinical specificity to
be of value in direct patient care or clinical research [Chute, 1991].

7. Unified Medical Language System (UMLS) is maintained by the National Library of Medicine
(NLM). It contains a metathesaurus that links clinical terminology, semantics, and formats of the major
clinical coding and reference systems. It links medical terms (e.g., ICD, CPT, SNOMED, DSM, CO-
STAR, and D-XPLAIN) to the NLM’s medical index subject headings (MeSH codes) and to each other
[Humphreys, 1991; Cimino et al., 1993].

8. The Canon Group has not developed a clinical data representation, but it is addressing two import-
ant problems: clinical data representations typically lack clinical specificity and are incapable of being
generalized or extended beyond a specific application. “The Group proposes to focus on the design of
a general schema for medical-language representation including the specification of the resources and
associated procedures required to map language (including standard terminologies) into representations
that make all implicit relations “visible,” reveal “hidden attributes,” and generally resolve “ambiguous
references” [Evans et al., 1994].

42.5 Confidentiality, Data Security, and Authentication

The development of computer-based patient record systems and health care information networks
have created the opportunity to address the need for more definitive confidentiality, data security, and
authentication guidelines and standards. The following activities address this need:

1. During 1994, several bills were drafted in Congress to address health care privacy and confidentiality.
They included the Fair Health Information Practices Act of 1994 (H.R. 4077), the Health Care Privacy
Protection Act (S. 2129), and others. Although these bills were not passed as drafted, their essential content
is expected to be included as part of subsequent health care reform legislation. They address the need for
uniform comprehensive federal rules governing the use and disclosure of identifiable health and inform-
ation about individuals. They specify the responsibilities of those who collect, use, and maintain health
information about patients. They also define the rights of patients and provide a variety of mechanisms
that will allow patients to enforce their rights.

2. ASTM Subcommittee E31.12 on Computer-based Patient Records is developing Guidelines for Min-
imal Data Security Measures for the Protection of Computer-based patient Records [Moshman Associates,
1994].

3. ASTM Subcommittee E31.17 on Access, Privacy, and Confidentiality of Medical Records is working
on standards to address these issues [Moshman Associates, 1994].

4. ASTM Subcommittee E31.20 is developing standard specifications for authentication of health
information [Moshman Associates, 1994].

5. The Committee on Regional Health Data Networks convened by the Institute of Medicine (IOM) has
completed a definitive study and published its findings in a book entitled Health Data in the Information
Age: Use, Disclosure, and Privacy [Donaldson and Lohr, 1994].

6. The Computer-based Patient Record Institute’s (CPRI) Work Group on Confidentiality, Privacy,
and Legislation has completed white papers on “Access to Patient Data” and on “Authentication,” and a
publication entitled “Guidelines for Establishing Information Security: Policies at Organizations using
Computer-based Patient Records” [CPRI, 1994].

7. The Office of Technology Assessment has completed a two-year study resulting in a document
entitled “Protecting Privacy in Computerized Medical Information.” It includes a comprehensive review
of system/data security issues, privacy information, current laws, technologies used for protection, and
models.

8. The U.S. Food and Drug Administration (FDA) has created a task force on Electronic/Identification
Signatures to study authentication issues as they relate to the pharmaceutical industry.
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42.6 Quality Indicators and Data Sets

The Joint Commission on Accreditation of Health Care Organizations (JCAHO) has been developing and
testing obstetrics, oncology, trauma, and cardiovascular clinical indicators. These indicators are intended
to facilitate provider performance measurement. Several vendors are planning to include JCAHO clinical
indicators in their performance measurement systems [JCAHO, 1994].

The health employers data and information set (HEDIS) version 2.0 has been developed with the sup-
port of the National Committee for Quality Assurance (NCQA). It identifies data to support performance
measurement in the areas of quality (e.g., preventive medicine, prenatal care, acute and chronic disease,
and mental health), access and patient satisfaction, membership and utilization, and finance. The develop-
ment of HEDIS has been supported by several large employers and managed care organizations [NCQA,
1993].

42.7 International Standards

The ISO is a worldwide federation of national standards organizations. It has 90 member countries. The
purpose of ISO is to promote the development of standardization and related activities in the world. ANSI
was one of the founding members of ISO and is representative for the United States [Waegemann, 1994].

ISO has established a communications model for open systems interconnection (OSI). IEEE/MEDIX
and HL7 have recognized and built upon the ISO/OSI framework. Further, ANSI HISPP has a stated
objective of encouraging compatibility of U.S. health care standards with ISO/OSI. The ISO activities
related to information technology take place within the Joint Technical Committee (JTC) 1.

The Comite Europeen de Noramalisation (CEN) is a European standards organization with 16 technical
committees (TCs). Two TCs are specifically involved in health care: TC 251 (Medical Informatics) and TC
224 WG12 (Patient Data Cards) [Waegemann, 1994].

The CEN TC 251 on Medical Informatics includes work groups on: Modeling of Medical Records;
Terminology, Coding, Semantics, and Knowledge Bases; Communications and Messages; Imaging and
Multimedia; Medical Devices; and Security, Privacy, Quality, and Safety. The CEN TC 251 has established
coordination with health care standards development in the United States through ANSI/HISPP.

In addition to standards developed by ISO and CEN, there are two other standards of importance.
United Nations (U.N.) EDIFACT is a generic messaging-based communications standard with health-
specific subsets. It parallels X12 and HL7, which are transaction-based standards. It is widely used in
Europe and in several Latin American countries. The READ Classification System (RCS) is a multiaxial
medical nomenclature used in the United Kingdom. It is sponsored by the National Health Service and has
been integrated into computer-based ambulatory patient record systems in the United Kingdom [CAMS,
1994].

42.8 Standards Coordination and Promotion Organizations

In the United States, two organizations have emerged to assume responsibility for the coordination and
promotion of health care standards development: the ANSI Health Care Informatics Standards Planning
Panel (HISPP) and the Computer-based Patient Record Institute (CPRI). The major missions of an ANSI
HISPP are:

1. To coordinate the work of the standards groups for health care data interchange and health care
informatics (e.g., ACR/NEMA, ASTM, HL7, IEEE/MEDIX) and other relevant standards groups
(e.g., X3, X12) toward achieving the evolution of a unified set of nonredundant, nonconflicting
standards.

2. To interact with and provide input to CEN TC 251 (Medical Informatics) in a coordinated fashion
and explore avenues of international standards development. The first mission of coordinating
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standards is performed by the Message Standards Developers Subcommittee (MSDS). The second
mission is performed by the International and Regional Standards Subcommittee. HISPP also has
four task groups (1) Codes and Vocabulary, (2) Privacy, Security, and Confidentiality, (3) Provider
Identification Numbering Systems, and (4) Operations. Its principal membership is composed of
representatives of the major health care standards development organizations (SDOs), government
agencies, vendors, and other interested parties. ANSI HISPP is by definition a planning panel, not
an SDO [Hammond, 1994; ANSI HISPP, 1994].

The CPRI’s mission is to promote acceptance of the vision set forth in the Institute of Medicine
Study report “The Computer-based Patient Record: An Essential Technology for Health Care.” CRPI is a
nonprofit organization committed to initiating and coordinating activities to facilitate and promote the
routine use of computer-based patient records. The CPRI takes initiatives to promote the development
of CPR standards, but it is not an SDO itself. CPRI members represent the entire range of stakeholders
in the health care delivery system. Its major work groups are the: (1) Codes and Structures Work Group;
(2) CPR Description Work Group; (3) CPR Systems Evaluation Work Group; (4) Confidentiality, Privacy,
and Legislation Work Group; and (5) Professional and Public Education Work Group [CPRI, 1994].

Two work efforts have been initiated to establish models for principal components of the emerging
health care information infrastructure. The CPR Description Work Group of the CPRI is defining a
consensus-based model of the computer-based patient record system. A joint working group to create a
common data description has been formed by the MSDS Subcommittee of ANSI HISPP and IEEE/MEDIX.
The joint working group is an open standards effort to support the development of a common data model
that can be shared by developers of health care informatics standards [IEEE, 1994].

The CPRI has introduced a proposal defining a public/private effort to accelerate standards develop-
ment for computer-based patient record systems [CPRI, 1994]. If funding becomes available, the project
will focus on obtaining consensus for a conceptual description of a computer-based patient record system;
addressing the need for universal patient identifiers; developing standard provider and sites-of-care iden-
tifiers; developing confidentiality and security standards; establishing a structure for and developing key
vocabulary and code standards; completing health data interchange standards; developing implementa-
tion tools; and demonstrating adoptability of standards in actual settings. This project proposes that the
CPRI and ANSI HISPP work together to lead, promote, coordinate, and accelerate the work of SDOs to
develop health care information standards.

The Workgroup on Electronic Data Interchange (WEDI) is a voluntary, public/private task force which
was formed in 1991 as a result of the call for health care administrative simplification by the director of
the Department of Health and Human Services, Dr. Louis Sullivan. They have developed an action plan
to promote health care EDI which includes: promotion of EDI standards, architectures, confidentiality,
identifiers, health cards, legislation, and publicity [WEDI, 1993].

42.9 Summary

This chapter has presented an overview of major existing and emerging health care information infra-
structure standards and the efforts to coordinate, harmonize, and accelerate these activities. Health care
informatics is a dynamic area characterized by changing business and clinical processes, functions, and
technologies. The effort to create health care informatics standards is therefore also dynamic. For the most
current information on standards, refer to the “For More Information” section at the end of this chapter.
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11 West 42d St., NY, NY 10036 (212), 642—4900. For information on ANSI Health Care Informatics
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E. Woodfield Road, Suite 102, Schaumburg, IL 60173 (708) 706—6746.

For information on provider identifier standards and proposals, contact the Health Care Financing Admin-
istration (HCFA), Bureau Program Operations, 6325 Security Blvd., Baltimore, MD 21207 (410),
966-5798. For information on ICD-9-CM codes, contact HCFA, Medical Coding, 401 East Highrise
Bldg. 6325 Security Blvd., Baltimore, MD 21207 (410), 966-5318.

For information on site-of-care and supplier labeling identifiers, contact the Health Industry Business
Communications Council (HIBCC), 5110 N. 40th Street, Suite 250, Phoenix, AZ 85018 (602),
381-1091.

For copies of standards developed by Health Level 7, you can contact HL7, 3300 Washtenaw Avenue, Suite
227, Ann Arbor, MI 48104 (313), 665-0007.

For copies of standards developed by the Institute of Electrical and Electronic Engineers/Engineering
in Medicine and Biology Society, in New York City, call (212) 705-7900. For information on
IEEE/MEDIX meetings, contact Jack Harrington, Hewlett-Packard, 3000 Minuteman Rd., Andover,
MA 01810 (508), 681-3517.

For more information on clinical indicators, contact the Joint Commission on Accreditation of Health
Care Organizations (JCAHO), Department of Indicator Measurement, One Renaissance Blvd.,
Oakbrook Terrace, IL 60181 (708), 916—5600.

For information on pharmaceutical billing transactions, contact the National Council for Prescription
Drug Programs (NCPDP), 2401 N. 24th Street, Suite 365, Phoenix, AZ 85016 (602), 957-9105.

For information on HEDIS, contact the National Committee for Quality Assurance (NCQA), Planning
and Development, 1350 New York Avenue, Suite 700, Washington, D.C. 20005 (202), 628—5788.

For copies of ACR/NEMA DICOM standards, contact David Snavely, National Equipment Manufacturers
Association (NEMA), 2101 L. Street N.W., Suite 300, Washington, D.C. 20037 (202), 457-8400.

For information on standards development in the areas of computer-based patient record concept models,
confidentiality, data security, authentication, and patient cards, and for information on standards
activities in Europe, contact Peter Waegemann, Medical Records Institute (MRI), 567 Walnut, P.O.
Box 289, Newton, MA 02160 (617), 964-3923.
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Everyday in hospitals, critical care environments, ambulatory clinics, academic environments, and vendor
corporations, nurses are working side-by-side with colleagues in engineering to develop, evaluate, and

maintain information systems and other technology solutions in healthcare. Together these professional
teams have evolved from a domain specific focus to the development and implementation of integrated
systems with decision support that enhance patient care, verify if outcomes are met, assure quality safe
care, and document resource consumption. This chapter provides an overview of the demography of the
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profession, definitions of nursing informatics, current nursing informatics activities, and examples of
bridging healthcare informatics and nursing.

43.2 Demography

Registered nurses comprise the largest healthcare provider group in the United States. Their work envir-
onments include traditional healthcare settings such as hospitals, ambulatory care clinics, private practice
settings, schools, correctional facilities, home health, community health, and public health environments.
Nurses are the most frequent providers of healthcare services to homeless populations, faith communities,
and other disenfranchised, underserved, and uninsured populations in the less traditional health related
settings. In each setting, the registered nurse serves as the unrecognized knowledge worker, addressing
the data, information, and knowledge needs of both patients and healthcare providers. Nurses’ record
keeping and written documentation provide integral support for the necessary communication activities
between nurses and other healthcare providers and therefore must reflect the chronology of findings,
decision-making processes, activities, evaluations, and outcomes.

The definition of nursing has evolved over the years. In 2003 the American Nurses Association published
this contemporary definition that reflects the holistic and health focus of registered nurses in the United
States:

Nursing is the protection, promotion, and optimization of health and abilities, prevention of illness
and injury, alleviation of suffering through the diagnosis and treatment of human response, and
advocacy in the care of individuals, families, communities, and populations [ANA, 2003].

Like other professions, after initial educational preparation and licensure, the registered nurse may con-
tinue studying for preparation in a specialty practice, such as pediatrics, gerontology, cardiology, women’s
health, oncology, and perioperative nursing. Graduate preparation in clinical specialties may lead to des-
ignation as an advanced practice registered nurse or APRN, nurse anesthetist, or midwife. Others may
be interested in preparing for a role specialty, such as administration, education, case management, or
informatics.

In studies since the 1980s, nurses have been identified as the largest users of information systems in
healthcare and play a critical role in creating an effective healthcare information infrastructure.

43.3 Nurses — Largest Group Using Computers and
Implementing Information Systems

The 2000 National Sample Survey of Registered Nurses projects that 8406 or 0.4% of the approxim-
ately 2.7 million registered nurses in the United States identify nursing informatics as their nursing
specialty (http://bhpr.hrsa.gov/healthworkforce/). Because of the increased national interest in healthcare
informatics and implementation of healthcare information systems, coupled with the increased numbers
of graduate nursing informatics educational programs, the 2004 National Sample Survey of Registered
Nurses is expected to report a greater prevalence of informatics nurses.

Nearly three-quarters of nurse informaticists are currently developing or implementing clinical docu-
mentation systems according to a first-of-its-kind survey performed by the Healthcare Information and
Management Systems Society (HIMSS) and sponsored by Omnicell, Inc. [HIMSS, 2004a]. A total of 537
responses were received to the web-based survey, which was performed to gain a better understanding of
the background of nurse informaticists, the issues they address and the tools they use to perform their
jobs. Two-thirds of respondents reported that systems implementation is their top job responsibility.

Drawing on their extensive clinical background, another three-quarters are involved with their organ-
ization’s clinical information systems implementation. Over half are involved in the development or
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implementation of computerized provider order entry (CPOE), and 48% are developing or implement-
ing an electronic medical record (EMR). Nurse informaticists are also actively involved in developing or
implementing Bar Coded Medication Management, ICU, Master Patient Index (MPI) and Picture Archival
and Communication Systems (PACS).

Approximately half of the respondents indicated that they were involved with five or fewer areas of
development or implementation. Conversely, 12% of respondents are involved in ten or more areas. Many
of the nurses (46%) indicated that they have been involved with the removal/replacement of at least one
system.

43.3.1 Expanding Nursing Informatics Roles

Like the expanding roles of other registered nurses, the role of the informatics nurse reflects significant
diversity and expertise. Consider the listing provided in the Scope and Standards of Nursing Informatics
Practice [ANA, 2001b]: project manager, consultant, educator, researcher, product developer, decision
support/outcomes manager, advocate/policy developer, entrepreneur, chief information officer, and busi-
ness owner. Some of these experts are purchasers of information systems in hospitals, outpatient settings,
community and home care nursing environments. Information system vendors have begun designating a
senior executive level nurse, Chief Nursing Officer (CNO) to direct the informatics nurse contingent and
patient care software development components of the organization, quite like the CNO role in a hospital or
multifacility healthcare enterprise. Recent job announcements posted at the HIMSS, the American Med-
ical Informatics Association (AMIA), and the Capitol Area Roundtable in Nursing Informatics (CARING)
Web sites sought individuals for systems analyst, database administrator, and implementation specialist
positions.

43.4 Definition of “Nursing Informatics”

Health informatics comprises multiple discipline-specific informatics practices; nursing informatics is one
of these specialties. Nursing informatics, an applied science, is defined by the American Nurses Association
[2001] as a specialty that:

integrates nursing science, computer science, and information science to manage and communicate
data, information, and knowledge in nursing practice. Nursing informatics facilitates the integ-
ration of data, information, and knowledge to support patients, nurses, and other providers in
their decision-making in all roles, and settings. This support is accomplished through the use of
information structures, information processes, and information technology (p. 17).

43.4.1 Informatics Nurses Have a United Voice

Increasing numbers of local and regional networking groups of informatics nurses prompted the Nursing
Informatics Working Group of the American Medical Informatics Association (AMIA), the professional
nurses represented by the Healthcare Information and Management Systems Society (HIMSS), and the
American Nurses Association (ANA) to foster and support the recent development of the Alliance for
Nursing Informatics (ANI). This new entity represents more than 2000 nurses and brings together
18 distinct nursing informatics groups (see Table 43.1) in the United States that function separately
at local, regional, national, and international levels and have established programs, publications, and
organizational structures for their members [HIMSS, 2004c]. The basic objectives of the Alliance are to:

. Provide a consolidated forum for the informatics community
. Provide input to a national nursing informatics research agenda
. Facilitate the dissemination of nursing informatics best practices

B W N =

. Present the collective voice of the nursing informatics specialty in national public policy initiatives
and standards activities
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TABLE 43.1 Eighteen Distinct Nurses Informatics Groups in the U.S. That Have Come
Together as an Alliance for Nursing Informatics (ANT) 2004

AMIA American Medical Informatics Association Nursing Informatics Working Group
ANA American Nurses Association (Liaison)

ANIA American Nursing Informatics Association

BANIC Boston Area Nursing Informatics Consortium

CARING Capital Area Roundtable on Informatics in Nursing
CSRA-CIN  Central Savannah River Area Clinical Informatics Network

CHIN Connecticut Healthcare Informatics Network

DVNCN Delaware Valley Nursing Computer Network

HIN]J Health Informatics of New Jersey

HIMSS Healthcare Information and Management Systems Society

Nursing Informatics Community
Iowa HIMSS Nursing Informatics Committee

INFO Informatics Nurses From Ohio

MNIN Michigan Nursing Informatics Network

MINING Minnesota Nursing Informatics Group

CONI North Carolina State Nurses Association Council on NI
NISCNE Nursing Information Systems Council of New England
PISUG Perinatal Information Systems User Group

PSNI Puget Sound Nursing Informatics

SCINN South Carolina Informatics Nursing Network

UNIN Utah Nursing Informatics Network

In one of its first joint efforts, the nurses represented by the ANI provided testimony to the President’s
Information Technology Advisory Committee (PITAC) during an open meeting on April 13, 2004. In
part, this testimony focused on the benefits of creating an effective health care information infrastructure
in all settings for all healthcare providers.

43.5 Nursing Process

Most nurses have been prepared in their educational programs to use the nursing process as a framework
to guide thinking and professional practice. Assessment, diagnosis or problem/issue definition, plan-
ning, implementation, and evaluation comprise the steps in the nursing process. Employers value the
demonstrated expertise and critical thinking skills of the informatics nurse who uses the nursing process.
The nursing process serves as the foundation for the Scope and Standards of Nursing Informatics Practice
[ANA, 2001b], which provides specific standards of practice and standards of professional performance
statements that assist the informatics nurse in practice. The content can be used when developing position
descriptions and performance appraisals, and also provides a structure for informatics curriculum devel-
opment for educators and a research agenda for nursing and interdisciplinary groups such as bioengineers
and nurses.

43.5.1 Ethics and Regulation

Registered nurses have along tradition of concern about ethics, patient advocacy, safety, and quality of care.
Beginning with the first clinical experience, the registered nurse must know the differences and necessary
practice associated with privacy, confidentiality, and security. Just as for registered nurse colleagues, the
Code of Ethics for Nurses With Interpretive Statements [ANA, 2001a] provides a framework for the inform-
atics nurse. Although primarily focused on support activities for the healthcare environment, the inform-
atics nurse has the obligation to be concerned about issues of confidentiality, security, and privacy
surrounding the patient, clinician, and enterprise and the associated data, information, and knowledge.
The federal government’s current focus on establishing the National Health Information Network
(NHIN), electronic health record (EHR), personal health record, and regional health information
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1 AMIA — Bethesda, MD ‘
2 ANA — Washington, DC
3 ANIA — Rancho Cucamonga, CA

4 BANIC — Mills, MA

5 CARING — Columbia, MD

6 CSRA—CIN—States of GA and SC
7 CHIN — State of Connecticut

8 CONI — State of North Carolina
9 DVNCN — Malvern, PA

10 HINJ — Ringwood, NJ

11 HIMSS — Chicago, IL

12 INFO — Cleveland, OH

13 MANI — Mount Prospect, IL

14 MNIN — State of Michigan

15 MINING — Minneapolis, MN

16 NISCHE — Woonsocket, RI

17 PISUG — Downers Grove, IL
18 PSNI — Port Angeles, WA

19 SCINN — Greenwood, SC

20 UNIN — Salt Lake City, UT

FIGURE 43.1 The figure shows a U.S. map with representative locations for some of these regional groups. The
figure also lists the nursing informatics organizations that are affiliating with ANI.

organizations (RHIO) provides numerous ethical and regulatory issues [Thompson and Brailer, 2004].
For example, the current U.S. healthcare environment has yet to resolve the problem of clinical practice
and licensure across state lines for individuals working with nurse call centers, telehealth applications, and
electronic prescriptions. Another example is related to unequal distribution of resources, or the digital
divide which is characterized by those without a working personal computer and high-speed access to the
Internet at home.

Consider the ethical issues associated with the data and information management of genetic databases.
Data integrity, appropriate database structuring, standardized terminologies and indexing processes, and
correct representation of complex multidimensional structures and images pose new ethical issues. What
assurances must be in place to prevent public dissemination of an individual’s adverse genetic profile? Will
that prevent these individuals from securing health insurance, cause termination from a job, or lead to
discrimination in schools or the hiring process? Similarly, the move toward increased patient participation
in clinical decision making continues to create tensions in the decision support and information systems
development arenas. Informatics nurses join their colleagues in biomedical engineering and in clinical
practice to identify and resolve such ethical questions.

43.6 Standards in Vocabularies and Data Sets

Nursing has been developing nomenclatures for over 24 years to address the nursing process components
of diagnosis, interventions, and outcomes. Table 43.2 lists the ANA recognized terminologies supporting
nursing practice in 2004. More recently the International Organization for Standardization (ISO) of
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TABLE 43.2 ANA Recognized Terminologies Supporting Nursing
Practice, 2004

ABC codes

Clinical Care Classification (CCC) [Formerly Home Health Care Classification]
International Classification for Nursing Practice (ICNP®)
Logical Observation Identifiers Names and Codes (LOINC®)
NANDA-Nursing Diagnoses, Definitions, and Classification
Nursing Outcomes Classification (NOC)

Nursing Management Minimum Data Set (NMMDS)
Nursing Interventions Classification System (NIC)

Nursing Minimum Data Set (NMDS)

Omabha System

Patient Care Data Set (PCDS)

PeriOperative Nursing Data Set (PNDS)

SNOMED CT®

Geneva, Switzerland, recently published an international standard for nursing. The standard — Health
Informatics: Integration of a Reference Terminology Model for Nursing — is the first step toward creating
comparable nursing data across settings, organizations, and countries. Such data assists in identifying and
implementing “best nursing practices” or determining how scarce nursing resources should be spent. The
International Medical Informatics Association (IMIA) Nursing Informatics Working Group developed
the standard in collaboration with the International Council of Nurses (ICN) [Saba et al., 2003]. This
collaboration was accomplished as a result of the international network of nurses who in turn were
developing standards for nomenclature and classifications within their respective countries. This group
recognized the value of an international collaborative effort to compare quality, efficiencies, and outcomes
of care resulting from nursing care that is delivered internationally.

In addition, numerous nurses have been working on other ISO TC-215 and Health Level Seven (HL7)
standards, Logical Observation Identifiers Names and Codes (LOINC), and Systematized Nomenclature
of Medicine (SNOMED) committees. Wherever health standards are being developed and applied, nurses
are present on those committees and working groups to provide input that often includes consideration
of professional nursing standards.

43.7 Clinical Information Systems

Healthcare information systems that adequately support nursing practice have not emerged over the past
decades. Figure 43.2 identifies some of the system components, influencing factors, and relationships that
have not been fully considered in describing the complexity of nursing, a profession that relies so heavily
on evidence, knowledge, and critical thinking. Consequently the requisite detailed analysis and design
processes have never begun or have failed to generate the appropriate and diverse information system
components necessary for successful support for nurses and nursing practice.

Recent research has begun to identify the relationships of computer and information literacy of nurses
and the use of information systems [McNeil, 2003]. Nurses’ experience with different computer applica-
tions corresponds with higher confidence in using a new information system, according to a recent study
[Dillon et al., 2003]. The study, which surveyed 139 nurses at a 450-bed regional hospital center, also found
that this “self-efficacy” is higher, on average, for younger nurses and those with more advanced degrees.

Using a computer at home and having general computer skills, for example, were associated with higher
levels of self-efficacy according to the researchers. Nurses’ self-assessed ability to use word processing,
conduct Internet searches, and use e-mail also corresponded with higher self-efficacy.

The study also found that “a younger age, a higher level of education, and a more positive attitude
toward the new information system had a slight association with self-efficacy.” “Improvement of nurses’
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self-efficacy toward the system will not guarantee a successful implementation,” the study concluded,
“but it is expected that with a more organized and strategic approach to implementation, the adoption of
a new information system will be enhanced.”

43.8 Bridging Nursing and Engineering Specialties:
The Bioinformatics Partnership of Nurses
and Engineers

Bioinformatics by definition focuses on “how information is represented and transmitted in biological
systems, starting at the molecular level” [Shortliffe et al., 2001]. Accepting the central goal of nursing
informatics as improving the health of populations, communities, families, and individuals by optimizing
information management and communication, it is clear that the intersection of these two fields — the
biological systems of human beings and the applied/clinical practice of nursing — creates a synergy related
to direct provision of care, and administrative, educational, and research priorities.

Bioinformatics focuses on the representation, communication, and management of information related
to basic biological sciences and biological processes. It is readily dependent upon using integrative models
to expand and disseminate the science as well as providing clinically relevant contributions. Although
nursing predominantly focuses on aspects of clinical care, characteristics of nursing, especially in decision
making, particularly position this discipline and its nursing informatics specialty as productive partners
with bioinformatics. These nursing characteristics can contribute to the bridging of bench science with
input on care needs, as well as the clinical significance of innovations put into real world practice.
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Nursing contributes to the data, information, and knowledge supporting patients, families, and com-
munities across all settings. Two key threads are significant to information related to the biological aspects
of people (1) nursing is positioned to assess not only individual information, but also information related
to families and communities and (2) this assessment (information access) occurs across all settings. The
Human Genome Project is a key revolution illustrating the importance of information from the indi-
vidual and family levels across all settings of care to the aggregate. Consider, for example, genetic diseases,
pharmaceutical discoveries, and healthy aging.

Moreover, collaboration with nurse scientists offers additional information not commonly the focus
of the medical record. Nursing by its very nature is context dependent and consequently has collected
information related to the patient/family context, domain, as well as the environment and domain of
healthcare delivery. The knowledge discovery in databases research strengthens informatics capacity to
consider the interrelationships of cellular societal systems.

This collaborative capacity extends beyond the cellular focus of bioinformatics. Addressing the com-
plexity of healthcare systems and process can benefit from the collaboration with nursing. As the central
information broker across all settings, nursing can be a pivotal partner in examining and designing effi-
cient safe care systems. Studying and extending the science of complex adaptive systems from cellular to
societal levels is one example.

Nursing is well positioned to partner with bioinformatics and engineering to address the essential
demands of the healthcare system. A substantial cadre of nursing informatics scientists has been pre-
pared, some even with Ph.D.s in engineering. Specifically, there are a growing number of scientists in
nursing informatics with knowledge discovery expertise, encompassing multiple Knowledge Discovery in
Databases (KDD) methods, including complex adaptive systems in patient care and with the consumer.
Nursing has maintained crucial expertise in knowledge representation and information messaging, both
essential to bioinformatics, nursing, and the interface area between the two disciplines. And significantly,
nursing informatics has established a national network to support bridging the disciplines.

43.8.1 Benefits of Using Information Systems in Patient Care

Two types of data are available related to the benefits of utilizing information systems in the delivery of
patient care. Early in the last decade, researchers began assessing the value of computer terminals at the
bedside or at the point of care. In one study of the impact of bedside terminals on the quality of nursing
documentation, Marr et al. [1993] found that comprehensiveness of documentation measured by the
presence or absence of components of the record was better with bedside terminals. They also found
that timeliness of documentation was improved when performed closer to the actual time that care was
delivered. Other benefits of nurses using computers to document practice were (1) the integration of care
plans with nursing interventions, (2) calculation of specific acuity, and (3) automatic bills for nursing
services.

The Nicholas E. Davies Award of Excellence for Electronic Health Records recognizes excellence in
the implementation of EHRs in healthcare organizations and primary care practices. Established in 1995
this program has recognized 19 hospitals in the past 9 years. As part of the application process, organ-
izations must document the financial impact of their implemented EHR. A 2001 winner, the University
of Illinois at Chicago Medical Center, documented that during a two year period, $1.2 million of nurse
time was reallocated from manual documentation tasks to direct hands-on patient care [CPRI-HOST,
2001]. Registered nurses in the charge nurse role gained 2.75 h per shift in the medication administration
process.

Data are also available on the computerization of evidence-based practice recommendations [Saba and
McCormick, 2005]. Although these data are sparse, existing publications cover a diverse range of topics
from the integration of information technology with outcomes management, coding, and taxonomy issues
relevant to outcomes, including standardized language and other issues tied to the nursing minimum data
set, and the development of nursing-sensitive outcome measures from nursing care and interventions.
Former studies focusing on outcomes suggest that nurses should serve on multidisciplinary teams and

© 2006 by Taylor & Francis Group, LLC



Introduction to Informatics and Nursing 43-9

collaborate with others in building IT systems to improve organizational learning, use of evidence, and
quality [McCormick, 2005].

Other reported studies of bedside terminals have documented the ease of use, elimination of redundant
data, system support at the bedside, availability, currency of data, and access to expert systems. Use of
clinical information systems have been shown to provide soft benefits related to improvements in patient
safety, care provider communication, and workflow enhancements. Historically there have been few
studies to show hard benefits of dollars saved, or a substantial decrease in care hours. However, as
more nursing-focused software is implemented a positive return on investment (ROI) has been noted
[Curtis, 2004]. Nursing and engineering must work together to articulate the shared benefits achieved
with successful systems implementations.

43.9 Barriers to Creating an Effective Healthcare Information
Infrastructure

The survey of nurse informaticists identified financial resources as the largest barrier to success in their
role of implementing healthcare information infrastructures. This is consistent with the responses of
chief information officers (CIOs) as reflected in the 15th Annual Leadership Survey [HIMSS, 2004].
Lack of user acceptance or administrative support, and software design that ignores current work-
flow processes were also described as barriers. Healthcare CIOs in this survey have recognized the
importance of a clinical champion by identifying the need to increase IT staff to address clinical
issues.

A 1997 review of information technology use by nurses suggested that barriers include: lack of integra-
tion of nursing systems within hospital information systems, the need for a unified nursing language, and
lack of point-of-care terminals [Bowles, 1997]. However, more recent reviews describe that these barriers
are slowly being resolved [Androwich et al., 2003]. Additional barriers include lack of a standard design
for clinical systems that would address the inconsistency of entering or extracting data from the end user’s
perspective [Hermann, 2004].

In another study recently undertaken by the Interagency Council on Information Resources for Nurses
(ICIRN), the information literacy of nurses was surveyed Tanner et al. [2004]. Information literacy was
identified as a nursing informatics competency for the nurse. Information literacy has been found to be an
essential element in the application and use of evidence based practice (EBP). The study identified the gaps
in knowledge and skills for identifying, accessing, retrieving, evaluating, and utilizing research evidence
to provide best practice for patients. The study also reported that over 64% of nurses regularly need
information, but 43% rated workplace information resources as totally inadequate or less than adequate.
The three primary organizational constraints in the practice settings were identified as (1) the presence of
other goals of higher priority, (2) difficulty recruiting and retaining staff, and (3) organizational budget
for acquisition of information resources. Three personal barriers were identified (1) lack of understanding
of organization or structure of electronic databases, (2) difficulty accessing information, and (3) lack of
skills to use and synthesize evidence into practice.

Findings from another study indicated that nurses at every level and role exhibit large gaps in knowledge
and competencies at each step in the information literacy process — from lack of awareness that they
need information to lack of access or ability to successfully search and utilize information needed for
practice, particularly in an electronic format [Pravikoff et al., 2003]. However, significantly more nurses
who received their most recent nursing degree after 1990 acknowledged successful searches of evidence
in the National Library of Medicine (NLM) Medline and Cumulative Index to Nursing and Allied Health
Literature (CINAHL) when compared with those who graduated before 1990 [Tanner, 2000]. Thus,
training in computer skills has been a barrier that may diminish with more nurses becoming computer
literate in high school and college [Pierce, 2000]. The “tipping point” may be a generation gap.

Most nurses did not have training regarding computer use or typing skills in their nursing or college
curriculum unless they returned to school for further education after 1990 [Gloe, 2004]. Therefore,
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the practicing nurse should be provided with opportunities for learning basic “keyboarding,” that is,
typing skills and computer basics such as how to use the mouse. This would lessen the anxiety for
computer use. Nurses are caring for patients with greater acuity and requiring more documentation, thus
creating higher stress than ever before. Adding the stress of computerization when one is totally unfamiliar
with the computer can be a major challenge. Incorporating this challenge into their current workload may
seem like an insurmountable task to nurses and could be a large barrier for EHR implementation. Thus,
providing educational opportunities as well as designing user friendly applications for use by the nursing
staff can lessen the stress and remove barriers.

Summarizing an Agency for Healthcare Research and Quality (AHRQ) conference examining quality
research, the attendees asked if the primary barriers to achieving the NHIN are more political than
technical. The participants identified the need for standards to govern the infrastructure, the lack of
broad-based agreement among stakeholders of a system concept, and the legal concerns about privacy and
confidentiality [Lang and Mitchell, 2004]. Vahey et al. [2004] summarized the need for additional research
on the barriers to quality improvement that they defined as: lack of standardized measures, inadequate
information systems to collect data, inadequate resources to pay for data collection and translation, and
technological issues. As stated by others at the same conference [Lamb et al., 2004] the necessary demand
and incentives are currently not in place to assure the development of information infrastructures that
will support quality improvement.

Finally, in a monograph sponsored by AMIA in collaboration with the ANA, the major constraints
to full implementation of the information infrastructure for nursing were identified as lack of: policy,
regulation and standards, technology, information systems, human factors, technology adoption, and
system utilization [Androwich et al., 2003]. Other barriers include lack of a positive ROI for the use of
clinical documentation systems, and limited availability of applications that specifically support the work
of nurses.

Many reports, such as those recently published by the Institute of Medicine (IOM), Committe on Quality
in Health Care support the use of technology in reducing medical errors and encourage implementation
of evidence-based healthcare practice. The results of these recent studies identify gaps and barriers that
limit effecting these prescribed practices among nurses, the largest number of health care professionals
who provide the greatest percentage of direct contact, time, and intensity with the consumer/patient.

43.9.1 Opportunities to Create an Effective Healthcare Information
Infrastructure

Patient safety is a well-documented priority for healthcare organizations. This focus provides an opportun-
ity for healthcare organizations to evaluate the use of information technology and the related infrastructure
to deliver safe and effective patient care. Computerized provider order entry (CPOE), clinical information
systems, and bar coded medication management are three top applications for healthcare organizations
in the next several years as reported in the survey of CIOs [HIMSS, 2004b]. Nurses play a critical role,
as almost three-quarters of respondents are involved with the implementation of their organization’s
clinical information system, 52% with the implementation of CPOE software, and 48% with implement-
ation of an EMR. The extensive clinical background of nurse informaticists is valuable, as nurses have
an intimate understanding of the workflow, environment, and procedures that are necessary to achieve
success.

Another opportunity that could also be a potential barrier for creating an effective healthcare inform-
ation infrastructure, relates to leadership and a clear strategic vision [Kennedy, 2004]. The complexity of
creating a healthcare information infrastructure is immense and can only be developed once it has been
fully defined. Several efforts have been initiated in this direction one at the conceptual level (i.e., IOM’s
definition of the Computer-based Patient Record) and the other at the detailed data level (i.e., HL7’s Ref-
erence Data Model). Yet the missing link may be the discussion about how to distill this information into
practical, usable models that can be applied to improve the work environment of the nurse and enhance
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patient safety. An innovative approach is needed to create a cohesive agenda across a very dynamic, com-
plex healthcare delivery organization. Once an “effective” healthcare information infrastructure is defined,
it could be recognized and promoted from both a nursing and collaborative health care model.

43.10 Research and Development Needs

The nursing profession has both a critical mass of nurses involved in information technology and experi-
ence with implementing technology and related systems. Yet there is a need to educate nurses involved with
implementing and utilizing information infrastructures. The focus has shifted nationally from developing
an information infrastructure, to using an information infrastructure to assure safe, effective, patient-
centered, timely, efficient, and equitable care. Information technology is the critical tool to be used in the
redesign of systems supporting the delivery of care to achieve the type of quality care recommended by
the current federal leaders and the recent IOM reports.

The nursing profession is a participant in the delivery of care in the hospital and outpatient environment,
and is centrally placed in community and home care. There is a need to create centers for evaluation of the
barriers and benefits of information infrastructures. These centers should be located in academic centers
or developed in cooperation with commercial developers of information systems. These centers should be
multidisciplinary and nursing focused. Nurses must be involved in these types of research and evaluation
efforts.

The National Institute on Nursing Research (NINR) developed priorities for research in nursing inform-
atics in 1993. These included (a) formalization of nursing vocabularies, (b) design and management of
databases for nursing information, (c) development of technologies to support nursing practice, (d) use of
telecommunications technologies in nursing, (e) patient use of information, (f) identification of nurses’
information needs, and (g) systems modeling and evaluation [NINR, 1993]. While NINR has funded a
number of studies in these areas and achieved outcomes in advancing nursing informatics, the Institute
has never received sufficient funds to disseminate the findings, translate them to practice, or expand the
individual studies to the support of Centers of Excellence.

Other research has been recommended in the areas of (1) prototyping methodology to explore specific
ways to realize innovations, (2) pilot tests of technology based innovations and new workflow processes,
(3) analyses of successful and unsuccessful outcomes and change processes in the implementation of
systems, and (4) demonstrations of the return on investment from nursing documentation on such areas
as patient safety, errors, quality, effectiveness, and efficiencies [Androwich et al., 2003].

The Health Resources and Services Administration (HRSA) Division of Nursing has funded train-
ing in nursing informatics. Enhanced budgets would provide the necessary funds to expand those
programs with a focus on the literacy gaps in nursing at both the academic levels and in practice
areas.

According to a workgroup report to the American Academy of Nursing Technology and Work Force
Conference, the ideal nursing care-delivery system enables staff nurses to increase their productivity, job
satisfaction, and the quality of care by increasing the time spent on direct care activities [Sensmeier et al.,
2002]. The report recommends that this system must include information technology that replaces the
paper-based, administrative tasks with a paperless, point-of-care, computer-based patient record imbed-
ded with intelligent, rules-based capabilities that automate the manual workflow processes, policies, and
procedures, and that support the nurses’ critical thinking. Research to explore these recommendations is
needed.

Other target areas for practice-based research identified by the Boston Area Nursing Informatics Con-
sortium (BANIC) [Kennedy, 2004] include, workflow and workplace design for point-of-care applications,
creating a model for systems value at the point of care, clinical systems implementation, clinical docu-
mentation and utilization of standardized nursing language, clinical systems evaluation tools, consumer
health systems, web-based education, and methods for evaluating applications, specifically CPOE and
medication management.
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The AHRQ has also funded research in nursing informatics and the impact on quality and
evidence-based practice. One such study demonstrated that installing a computerized medical informa-
tion management system in hospital intensive care units can significantly reduce the time spent by ICU
nurses on documentation, giving them more time for direct patient care [AHRQ), 2003]. Follow-up studies
are needed to validate these findings.

The AHRQ hosted a conference where nurses helped the Agency define research priorities. The con-
ferees concurred that the sole reason to design and implement clinical information systems was to use
the information to track, interpret, and improve quality of care. They identified information systems
technology as the crucial bridge to translate research into practice [Lamb et al., 2004]. They suggested that
a research emphasis should be placed on reducing the barriers to getting timely and credible information
to the nurses. The group identified the gap between collecting data to measure quality, and using the
data to improve the quality of care. They identified this as the greatest opportunity for achieving the
ROI for developing systems. Information technology supported by evidence-based practice and patient
safety initiatives is key to a quality agenda. However, the information technology is available, so the
barriers to achieving its benefits must be evaluated and solutions developed so that direct providers and
decision makers can implement systems [Lamb et al., 2004].

Conference participants recommended the following research goals relative to nursing informatics:
(1) standardized quality indicators need development and measurement including nurse-sensitive meas-
ures from nursing care and interventions measures, and quality indicators to link care across settings,
(2) improved risk adjustment methodologies, and (3) a national health information structure to inform
quality improvement efforts [Vahey et al., 2004]. They further cited the need for integration and collabor-
ation among stakeholders in conducting research on the information systems’ needs to measure quality,
improvements in patient safety, and risk and error reduction.

Since nursing practice is often absent in databases and systems of reimbursement from private and
public sources, other recommended research has focused on the inclusion of nursing-sensitive quality
indicators achieved from nursing care and interventions, in conjunction with the analysis of workforce
and contributions of advanced practice nurses (nurse practitioners) [Brooten et al., 2004]. Lamb et al.
[2004] stressed that the critical research question in the quality initiative involves the complex analysis
of the interplay between information infrastructure systems, organization, financial and clinical practice
features. Not only did this group recommend that AHRQ expand their research agenda for nursing
sensitive areas, but they also recommended broader dissemination of the results of the impact of nursing
staffing on achieving quality outcomes.

The Center for Disease Control and Prevention (CDC) has sponsored research in public health and bio-
defense information infrastructure. While nurses have been involved in implementing these programs,
the impact of nursing research on these areas could benefit from additional funding.

The Center for Medicare and Medicaid Services (CMS) provides data from which health services
research nurses have evaluated the impact of nursing care on quality, effectiveness, and efficiencies.
Researchers have identified that quality indicators of care from the largest group of health care workers,
namely nurses, are absent in the databases and subsequently the systems of reimbursement from CMS
[Brooten et al., 2004]. The utilization of cooperative agreements and contracts for evaluation of the ROI for
nursing information systems embedded in health care information systems has not been widespread. The
pilots and demonstration studies recommended above could be facilitated by CMS contracts and grants.
Models of incentives could be studied to determine how CMS could include nursing documentation data
in health care records to evaluate quality, outcomes, and cost impacts. Constructing nursing-sensitive
quality indicators from existing databases and establishing their validity needs further research. Medicare
and Medicaid data are incomplete representations of nursing’s contributions to quality outcomes. Lamb
et al. further recommended that systems be created and maintained to assure that the quality data can be
captured at the point of care and translated into useful clinical information to be applied by nurses and
other health professionals [Lamb et al., 2004].

Finally, the National Library of Medicine has sponsored research that has helped advance the literacy
and impact of nursing informatics. Further targeted funding for nursing informatics and consumer
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informatics would be required to accelerate the national health information infrastructure in the United
States.

43.11 Summary

Development of an increased awareness of nursing activities in informatics has been the major objective
in preparing this chapter. This awareness thereby promotes the establishment of better partnerships
between engineers, biomedical engineers, and the nurses working in informatics as well as in practice,
administration, research, and education. Wherever nurses are participating in health care, they can team
with engineers to develop better solutions to improve health care processes and outcomes.
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Non-AI decision making can be defined as those methods and tools used to increase information content
in the context of some specific clinical situation without having cause to refer to knowledge embodied in
a computer program. Theoretical advances in the 1950s added rigor to this domain when Meehl argued
that many clinical decisions could be made by statistical rather than intuitive means [1]. Evidence of
this view was supported by Savage [2], whose theory of choice under uncertainty is still the classical
and most elegant formulation of subjective Bayesian decision theory, and was very much responsible for
reintroducing Bayesian decision analysis to clinical medicine. Ledley and Ludsted [3] provided further
evidence that medical reasoning could be made explicit and represented in decision theoretic ways.
Decision theory also provided the means for Nash to develop a “Logoscope,” which might be considered
as the first mechanical diagnostic aid [4].

An information system developed using non-AlI decision-making techniques may comprise procedural
or declarative knowledge. Procedural knowledge maps the decision-making process into the methods by
which the clinical problems are solved or clinical decisions made. Examples of techniques that form a
procedural knowledge base are those that are based on algorithmic analytical models, clinical algorithms,
or decision trees. Information systems based on declarative knowledge comprise what can essentially be
termed a database of facts about different aspects of a clinical problem; the causal relationships between
these facts form a rich network from which explicit (say) cause—effect pathways can be determined.
Semantic networks and causal probabilistic networks are perhaps the best examples of information systems
based on declarative knowledge. There are other types of clinical decision aids, based purely on statistical
methods applied to patient data, for example, classification analyses based on logistic regression, relative
frequencies of occurrence, pattern-matching algorithms, or neural networks.

44-1
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The structure of this chapter mirrors to some extent the different methods and techniques of non-Al
decision making mentioned earlier. It is important to distinguish between analytical models based on
quantitative or qualitative mathematical representations and decision theoretic methods typified by the
use of clinical algorithms, decision trees, and set theory. Most of the latter techniques add to an information
base by way of procedural knowledge. It is then that advantage can be taken of the many techniques that
have statistical decision theoretic principles as their underpinning.

This section begins with a discussion of simple linear regression models and pattern recognition, but
then more complex statistical techniques are introduced, for example, the use of Bayesian decision analysis,
which leads to the introduction of causal probabilistic networks. The majority of these techniques add
information by use of declarative knowledge. Particular applications are used throughout to illustrate the
extent to which non-AI decision making is used in clinical practice.

44.1 Analytical Models

In the context of this chapter, the analytical models considered are qualitative and quantitative mathemat-
ical models that are used to predict future patient state based on present state and a historical representation
of what has passed. Such models could be representations of system behavior that allow test signals to be
used so that response of the system to various disturbances can be studied, thus making predictions of
future patient state.

For example, Leaning et al. [5,6] produced a 19-segment quantitative mathematical model of the
blood circulation to study the short-term effects of drugs on the cardiovascular system of normal, resting
patients. The model represented entities such as the compliance, flow, and volume of model segments
in what was considered a closed system. In total, the quantitative mathematical model comprised 61
differential equations and 159 algebraic equations. Evaluation of the model revealed that it was fit for its
purpose in the sense of heuristic validity, that is, it could be used as a tool for developing explanations for
cardiovascular control, particularly in relation to the central nervous system (CNS).

Qualitative models investigate time-dependent behavior by representing patient state trajectory in the
form of a set of connected nodes, the links between the nodes reflecting transitional constraints placed
on the system [7]. The types of decision making supported by this type of model are assessment and
therapy planning. In diagnostic assessment, the precursor nodes and the pathway to the node (decision)
of interest define the causal mechanisms of the disease process. Similarly, for therapy planning, the optimal
plan can be set by investigation of the utility values associated with each link in the disease—therapy rela-
tionship. These utility values refer to a cost function, where cost can be defined as the monetary cost of
providing the treatment and cost benefit to the patient in terms of efficiency, efficacy, and effectiveness
of alternative treatment options. Both quantitative [8] and qualitative [9] analytical models can be real-
ized in other ways to form the basis of rule-based systems; however that excludes their analysis in this
chapter.

44.2 Decision Theoretic Models
44.2.1 Clinical Algorithms

The clinical algorithm is a procedural device that mimics clinical decision making by structuring the
diagnostic or therapeutic decision processes in the form of a classification tree. The root of the tree
represents some initial state, and the branches yield the different options available. For the operation of

the clinical algorithm the choice points are assumed to follow branching logic with the decision function
being a yes/no (or similar) binary choice. Thus, the clinical algorithm comprises a set of questions that
must be collectively exhaustive for the chosen domain and the responses available to the clinician at each
branch point must be mutually exclusive. These decision criteria pose rigid constraints on the type of
medical problem that can be represented by this method, as the lack of flexibility is appropriate only for
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a certain set of well-defined clinical domains. Nevertheless, there is rich literature available; examples
include the use of the clinical algorithm for acid-base disorders [10] and diagnosis of mental disorders
[11]. A comprehensive guide to clinical algorithms can be found on the website of the American Academy
of Family Physicians [12].

44.2.2 Decision Trees

A more rigorous use of classification tree representations than the clinical algorithm can be found in
decision tree analysis. Although from a structural perspective, decision trees and clinical algorithms are
similar in appearance, for decision tree analysis the likelihood and cost benefit for each choice are also
calculated in order to provide a quantitative measure for each option available. This allows the use of
optimization procedures to gauge the probability of success for the correct diagnosis being made or
for a beneficial outcome from therapeutic action being taken. A further difference between the clinical
algorithm and decision tree analysis is that the latter has more than one type of decision node (branch
point): at decision nodes the clinician must decide on which choice (branch) is appropriate for the
given clinical scenario; at chance nodes the responses available have no clinician control, for example,
the response may be due to patient specific data; and outcome nodes define the chance nodes at the
“leaves” of the decision tree. That is, they summarize a set of all possible clinical outcomes for the chosen
domain.

The possible outcomes from each chance node must obey the rules of probability and sum to unity;
the probability assigned to each branch reflects the frequency of that event occurring in a general patient
population. It follows that these probabilities are dynamic, with accuracy increasing, as more evidence
becomes available. A utility value can be added to each of the outcome scenarios. These utility measures
reflect a trade-off between competing concerns, for example, survivability and quality of life, and may be
assigned heuristically.

When the first edition of this chapter was written in 1995 it was noted that although a rich literature
describing potential applications existed [13], the number of practical applications described was limited.
The situation has changed and there has been an explosion of interest in applying decision analysis to
clinical problems. Not only is decision analysis methodology well described [14-17] but there are also
numerous articles appearing in mainstream medical journals, particularly Medical Decision Making. An
important driver for this acceleration of interest has been the desire to contain costs of medical care,
while maintaining clinical effectiveness and quality of care. Cost-effectiveness analysis is an extension of
decision analysis and compares the outcome of decision options in terms of the monetary cost per unit
of effectiveness. Thus, it can be used to set priorities for the allocation of resources and to decide between
one or more treatment or intervention options. It is most useful when comparing treatments for the
same clinical condition. Cost-effectiveness analysis and its implications are described very well elsewhere
[18,19]. One reason for the lack of clinical applications using decision trees is that the underpinning
software technologies remain relatively underdeveloped. Babic¢ et al. [20] address this point by comparing
decision tree software with other non-Al decision-making methods.

44.2.3 Influence Diagrams

In the 1960s researchers at Stanford Research Institute (SRI) proposed the use of influence diagrams
as representational models when developing computer programs to solve decision problems. However,
it was recognized somewhat later by decision analysts at SRI [21] that such diagrams could be used
to facilitate communication with domain experts when eliciting information about complex decision
problems. Influence diagrams are a powerful mode of graphic representation for decision modeling. They
do not replace but complement decision trees and it should be noted that both are different graphical
representations of the same mathematical model and operations. Recently, two exciting papers have been
published that make the use of influence diagrams accessible to those interested in medical decision
making [22,23].
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44.3 Statistical Models
44.3.1 Database Search

Interrogation of large clinical databases yields statistical evidence of diagnostic value and in some rep-
resentations form the basis of rule induction used to build expert systems [24]. These systems will not
be discussed here. However, the most direct approach for clinical decision making is to determine the
relative frequency of occurrence of an entity, or more likely group of entities, in the database of past
cases. This enables a prior probability measure to be estimated [25]. A drawback of this simple, direct
approach to problem solving is the apparent tautology of more evidence available leading to fewer matches
in the database being found; this runs against common wisdom that more evidence leads to an increase
in probability of a diagnosis being found. Further, the method does not provide a weight for each item of
evidence to gauge those that are more significant for patient outcome.

With the completion of the Human Genome sequence there has been renewed interest in database

search methods for finding data (e.g., single nucleotide polymorphisms — or more simply SNPs) in the
many genetic database resources that are distributed throughout the world [26]. Vyas and Summers [27]
provide both a summary of the issues surrounding the use of metadata to combine these dispersed data
resources and suggest a solution via a semantic web-based knowledge architecture. It is clear that such
methods of generating data will have an increasing impact on the advent of molecular medicine.

44.3.2 Regression Analysis

Logistic regression analysis is used to model the relationship between a response variable of interest and
a set of explanatory variables. This is achieved by adjusting the regression coefficients, the parameters
of the model, until a “best fit” to the data set is achieved. This type of model improves upon the use of
relative frequencies, as logistic regression explicitly represents the extent to which elements of evidence
are important in the value of the regression coefficients. An example of clinical use can be found in the
domain of gastroenterology [28].

44.3.3 Statistical Pattern Analysis

The recognition of patterns in data can be formulated as a statistical problem of classifying the results of
clinical findings into mutually exclusive but collectively exhaustive decision regions. In this way, not only
can physiologic data be classified but also the pathology that they give rise to and the therapy options
available to treat the disease. Titterington [29] describes an application in which patterns in a complex
data set are recognized to enhance the care of patients with head injuries. Pattern recognition is also the
cornerstone of computerized methods for cardiac rhythm analysis [30]. The methods used to distinguish
patterns in data rely on discriminant analysis. In simple terms, this refers to a measure of separability
between class populations.

In general, pattern recognition is a two-stage process as shown in Figure 44.1. The pattern vector, P,
is an n-dimensional vector derived from the data set used. Let €2, be the pattern space, which is the set
of all possible values P may assume, then the pattern recognition problem is formulated as finding a way
of dividing €2, into mutually exclusive and collectively exhaustive regions. For example, in the analysis of
the electrocardiogram the complete waveform may be used to perform classifications of diagnostic value.
A complex decision function would probably be required in such cases. Alternatively (and if appropriate),
the pattern vector can be simplified to investigation of sub features within a pattern. For cardiac arrhythmia
analysis, only the R—R interval of the electrocardiogram is required, which allows a much simpler decision
function to be used. This may be a linear or nonlinear transformation process:

X=1P

where X is termed the feature vector and t is the transformation process.
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FIGURE 44.1 Pattern recognition.

Just as the pattern vector P belongs to a pattern space Qp, so the feature vector X belongs to a
feature space Qyx. As the function of feature extraction is to reduce the dimensionality of the input
vector to the classifier, some information is lost. Classification of Qx can be achieved using numerous
statistical methods including: discriminant functions (linear and polynomial), kernel estimation, k-nearest
neighbor, cluster analysis, and Bayesian analysis.

44.3.4 Bayesian Analysis

Ever since their reinvestigation by Savage in 1954 [2], Bayesian methods of classification have provided
one of the most popular approaches used to assist in clinical decision making. Bayesian classification
is an example of a parametric method of estimating class-conditional probability density functions.
Clinical knowledge is represented as a set of prior probabilities of diseases to be matched with conditional
probabilities of clinical findings in a patient population with each disease. The classification problem
becomes one of a choice of decision levels, which minimizes the average rate of misclassification or to
minimize the maximum of the conditional average loss function (the so-called minmax criterion) when
information about prior probabilities is not available. Formally, the optimal decision rule that minimizes
the average rate of misclassification is called the Bayes rule; this serves as the inference mechanism that
allows the probabilities of competing diagnoses to be calculated when patient specific clinical findings
become available.

The great advantage of Bayesian classification is that a large clinical database of past cases is not
required, thus allowing the time taken to reach a decision to be faster compared with other database
search techniques; furthermore, classification errors due to the use of inappropriate clinical inferences are
quantifiable. However, a drawback of this approach to clinical decision making is that the disease states
are considered as complete and mutually exclusive, whereas in real life neither assumption may be true.

Nevertheless, Bayesian decision analysis functions as a basis for differential diagnosis and has been used
successfully, for example, in the diagnosis of acute abdominal pain [31]. De Dombal first described this
system in 1972, but it took another 20 years or so for it to be accepted via a multicenter multinational trial.
The approach has been exploited in ILIAD; this is a commercially available [32] computerized diagnostic
decision support system with some 850 to 990 frames in its knowledge base. As it is a Bayesian system, each
frame has the prevalence of a disease for its prior probability. There is the possibility however, that the
prevalence rates may not have general applicability. This highlights a very real problem, namely the validity
of relating causal pathways in clinical thinking and connecting such pathways to a body of validated (true)
evidence. Ideally, such evidence will come from randomized controlled clinical or epidemiological trials.
However, such studies may be subject to bias.

To overcome this, Eddy et al. [33] devised the Confidence Profile Method. This is a set of quantitative
techniques for interpreting and displaying the results of individual studies (trials), exploring the effects of
any biases that might affect the internal validity of the study, adjusting for external validity, and, finally,
combining evidence from several sources. This meta-analytical approach can formally incorporate exper-
imental evidence and, in a Bayesian fashion, also the results of previous analytical studies or subjective
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judgments about specific factors that might arise when interpreting evidence. Influence diagram repres-
entations play an important role in linking results in published studies and estimates of probabilities and
statements about causality.

Currently, much interest is being generated as to how, what is perceived as the Bayesian action-oriented
approach can be used in determining health policy, where the problem is perceived to be a decision
problem rather than a statistical problem, see for instance Lilford and Braunholz [34].

Bayesian analysis continues to be used in a wide range of clinical applications either as a single method or
as part of a multimethod approach, for example, for insulin sensitivity [35], for understanding incomplete
data sets [36], and has been used extensively for the analysis of clinical trials (e.g., see References 37 and 38).

Bayesian decision theory also provides a valuable framework for health care technology assessment.
Bayesian methods have also become increasingly visible in places where they are being applied to the
analysis of economic models [39], being applied particularly to two decision problems commonly
encountered in pharmaco-economics and health technology assessment generally, namely: adoption and
allocation.

Acceptability curves generated from Bayesian cost effectiveness analyses can be interpreted as the prob-
ability that the new intervention is cost effective at a given level of willingness-to-pay. For Bayesian methods
applied to clinical trials with cost as well as efficacy data see O’Hagan and Stevens [40]. This probabil-
istic interpretation of study findings provides information that is more relevant and more transparent
to decision makers. The Bayesian value of information analysis offers a decision-analytic framework to
explore the conceptually separate decisions of whether a new technology should be adopted from the
question of whether more research is required to inform this choice in the future [41,42]. Thus, it is a
useful analytical framework for decision-makers who wish to achieve allocative efficacy.

The Bayesian approach has several advantages over the frequentist approach. First, it allows accumula-
tion and updating of knowledge by using the prior distribution. Second, it yields more flexible inferences
and emphasizes predictions rather than hypothesis testing. Third, probabilities involving multiple end-
points are relatively simply to estimate. Finally, it provides a solid theoretical framework for decision
analyses.

44.3.5 Dempster—Shafer Theory

One way to overcome the problem of mutually exclusive disease states is to use an extension to Bayesian
classification put forward by Dempster [43] and Shafer [44]. Here, instead of focusing on a single disorder,
the method can deal with combinations of several diseases. The key concept used is that the set of all
possible diseases is partitioned into n-tuples of possible disease state combinations.

A simple example will illustrate this concept. Suppose there is a clinical scenario in which four disease
states describe the whole hypothesis space. Each new item of evidence will impact on all the possible
subsets of the hypothesis space and is represented by a function, the basic probability assignment. This
measure is a belief function that must obey the law of probability and sum to unity across the subsets
impacted upon. In the example, all possible subsets comprise: one that has all four disease states in it; four,
which have three of the four diseases as members; six, which have two diseases as members; and finally,
four subsets that have a single disease as a member. Thus, when new evidence becomes available in the
form of a clinical finding, only certain hypotheses, represented by individual subsets, may be favored.

44.3.6 Syntactic Pattern Analysis

As demonstrated earlier, a large class of clinical problem solving using statistical methods involves clas-
sification or diagnosis of disease states, selection of optimal therapy regimes, and prediction of patient
outcome. However, in some cases the purpose of modeling is to reconstruct the input signal from the
data available. This cannot be done by methods discussed thus far. The syntactic approach to pattern
recognition uses a hierarchical decomposition of information and draws upon an analogy to the syntax
of language. Each input pattern is described in terms of more simple sub-patterns, which themselves are
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decomposed into simpler subunits, until the most elementary subpatterns, termed the pattern primitives,
are reached. The pattern primitives should be selected so that they are easy to recognize with respect to
the input signal. Rules that govern the transformation of pattern primitives back (ultimately) to the input
signal are termed the grammar.
In this way a string grammar, G, which is easily representable in computer-based applications, can be
defined:
G={Vr, W, S, P}

where, VT are the terminal variables (pattern primitives); Vi are the non-terminal variables; S is the start
symbol; and P is the set of production rules, which specify the transformation between each level of the
hierarchy. It is an important assumption that in set theoretic terms, the union of Vr and Vy is the total
vocabulary of G, and the intersection of V1 and Vy is the null (empty) set.

A syntactic pattern recognition system therefore comprises three functional subunits (Figure 44.2): a
preprocessor — this manipulates the input signal, P, into a form that can be presented to the pattern
descriptor, the pattern descriptor that assigns a vocabulary to the signal, and the syntax analyzer that
classifies the signal accordingly. This type of system has been used successfully to represent the elec-
trocardiogram [45,46] and the electroencephalogram [47] and for representation of the carotid pulse
wave [48].

44.3.7 Causal Modeling

A causal probabilistic network (CPN) is an acyclic multiply-connected graph, which at a qualitative level
comprises nodes and arcs [49]. Nodes are the domain objects and may represent, for example, clinical
findings, pathophysiologic states, diseases, or therapies. Arcs are the causal relationships between successive
nodes and are directed links. In this way the node and arc structure represents a model of the domain.
Quantification is expressed in the model by a conditional probability table being associated with each arc,
allowing the state of each node to be represented as a binary value or more frequently as a continuous
probability distribution.

In root nodes the conditional probability table reduces to a probability distribution of all its possible
states.

A key concept of CPNs is that computation is reduced to a series of local calculations, using only
one node and those that are linked to it in the network. Any node can be instantiated with an observed
value; this evidence is then propagated through the CPN via a series of local computations. Thus, CPNs
can be used in two ways: to instantiate the leaf nodes of the network with known patterns for given
disorders to investigate expected causal pathways; or to instantiate the root nodes or nodes in the graphical
hierarchy with, for example, test results to obtain a differential diagnosis. The former method has been
used to investigate respiratory pathology [50], and the latter method has been read to obtain pathologic
information from electromyography [51].

44.3.8 Artificial Neural Networks

Artificial neural networks (ANNs) mimic their biologic counterparts, although at the present time on a
much smaller scale. The fundamental unit in the biological system is the neuron. This is a specialized
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cell that, when activated, transmits a signal to its connected neighbors. Both activation and transmis-
sion involve chemical transmitters, which cross the synaptic gap between neurons. Activation of the
neuron takes place only when a certain threshold is reached. This biologic system is modeled in the repres-
entation of an artificial neural network. It is possible to identify three basic elements of the neuron model:
a set of weighted connecting links that form the input to the neuron (analogous to neurotransmission
across the synaptic gap), an adder for summing the input signals, and an activation function that limits
the amplitude of the output of the neuron to the range (typically) —1 to +1. This activation function
also has a threshold term that can be applied externally and forms one of the parameters of the neuron
model. Many books are available which provide a comprehensive introduction to this class of model (e.g.,
see Reference 52).

ANNSs can be applied to two categories of problems: prediction and classification. It is the latter that
has caught the imagination of biomedical engineers for its similarity to diagnostic problem solving. For
instance, the conventional management of patients with septicemia requires a diagnostic strategy that
takes up to 18 to 24 h before initial identification of the causal microorganism. This can be compared to
a method in which an ANN is applied to a large clinical database of past cases; the quest becomes one of
seeking an optimal match between present clinical findings and patterns present in the recorded data. In
this application, pattern matching is a nontrivial problem as each of the 5000 past cases has 51 data fields.
It has been shown that for this problem the ANN method outperforms other statistical methods such as
k-nearest neighbor [53].

The use of ANNs in clinical decision making is becoming widespread. A further example of their use
in critical care medicine is given by Yamamura et al. [54]. ANNs are used in chronic and acute clinical
episodes. An example of the former is their use in cancer survival predictions [55] and an example of the
latter is their use in the emergency room to detect early onset of myocardial infarction [56].

44.4 Summary

This chapter has reviewed what are normally considered to be the major categories of approach available
to support clinical decision making, which do not rely on what is classically termed artificial intelligence
(AI). They have been considered under the headings of analytical, decision theoretic, and statistical
models, together with their corresponding subdivisions. It should be noted, however, that the division
into non-Al approaches and Al approaches that is adopted in this volume (see the Chapter entitled Expert
Systems: Methods and Tools) is not totally clear-cut. In essence the range of approaches can in many ways
be regarded as a continuum. There is no unanimity as to where the division should be placed and the
separation adopted; here is but one of a number that is feasible. It is therefore desirable that the reader
should consider these two chapters together and choose an approach that is relevant to the particular
clinical context.
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Delivering detection, diagnostic, and treatment information to first responders remains a central challenge
in disaster management. This is particularly true in biomedical emergencies involving highly infectious
agents. Adding inexpensive, established information technologies to existing response system will produce
beneficial outcomes. In some instances, however, emerging technologies will be necessary to enable
an immediate, continuous response. This article identifies and describes new training, education, and
simulation technologies that will help first responders cope with bioterrorist events. The September 11
Commission report illuminated many of the errors leading to Al Qaeda’s dramatic attacks in New York
and Washington, DC Among them was a well-documented failure to coordinate intelligence within the
federal bureaucracy. Yet the greatest failure noted by the Commissioners was a failure of policy — a failure
of imagination [1]. Federal, state, and local officials must avoid similar myopia in working to secure the

© 2006 by Taylor & Francis Group, LLC

45-1



45-2 Medical Devices and Systems

homeland. Responding to future attacks with Chemical, Biological, Radiological, Nuclear or Explosive
(CBRNE) agents is one area where imagination and innovation will be necessary.

September 11 marked a watershed in Americans’ understanding of the world and their place in it.
Al Qaeda’s attacks were audacious, innovative, and cruel. Yet they were also highly conventional. The
use of civilian aircraft as guided missiles mimicked the fuel air bombs that the U.S. forces used to attack
Osama bin Laden’s training camps in 1998. September 11 was also a tactical strike. Notwithstanding the
scale of suffering and destruction, it undermined neither the capacity of the United States to defend itself
militarily, nor the public’s will to wage defensive war [2].

From securing government buildings to screening airline passengers, much of the political debate
stemming from the September 11 Commission report now focuses on preventing similar tactical strikes.
This goal is laudable, but may not be practically attainable. U.S. intelligence and law enforcement agencies
are neither omniscient nor omnipotent. Robust search and seizure capabilities will inevitably be restrained
in a society that values civil rights and individual freedom. Even Russia, whose government retains
extensive domestic intelligence gathering and surveillance powers, proved unable to interdict armed
hostage takers at Moscow’s Dubrovka theater and the Beslan primary school.

Against that backdrop, a reflexive focus on preventing any form of terrorism may detract attention and
divert funding from preparations necessary to respond to a strategic terrorist attack. Policy makers and the
American public should not lose sight of the big picture. It may not always be possible to preempt, much
less prevent future terrorist attacks. It is possible, however, to ameliorate or mitigate the strategic effects
of future attack through proper planning, resources, and training. With that object in mind, training local
first responders for a full spectrum of CBRNE contingencies must remain foremost among the reforms
considered in the wake of the September 11 Commission report. This examination of emerging training
and simulation technologies endeavors to inform that debate.

This investigation proceeds in four stages. First, it addresses the political implications of CBRNE
agents, with a particular focus on Biological Warfare (BW). Second, it compares and contracts the incre-
mental U.S. National Disaster Medical System (NDMS) with the flexible, net-centric disaster management
model employed by German emergency personnel. Third, it examines the role of Information Technology
(IT) and medical informatics in disaster response. Finally, it assesses the role of simulation technolo-
gies in developing and disseminating CBRNE disaster training tools across both legal and geographic
jurisdictions.

45.1 Asymmetric Warfare and Bioterrorism

Epidemics played a major role in destabilizing great empires. Between 250 and 650 Ap, the Roman empire
“was assaulted by successive waves of pandemics that reduced the population by at least one-quarter...”
[3]. Naturally occurring phenomena carried strategic implications. As the number of infections rose,
the result was significantly reduced economic productivity, a declining agricultural and tax base, and
severe shortages in military manpower. “Rome’s greatest enemy cannot from within,” observes medieval
historian Norman F. Cantor, “but from biomedical plagues that the Romans could not possibly understand
or combat” [3]. Germs, not the Goths, brought the Roman civilization to its knees.

A similar civilization collapse is improbable today. Contemporary scientific knowledge is infinitely
more advanced that in the classical period. Economies are now digital and global, relying less and less
on physical human labor. Had imperial Rome possessed an institution comparable to the Centers for
Disease Control (CDC), its response to epidemiological crises may have proved more robust. Modern
society’s capacity to detect and contain epidemics does not render them harmless, however. Indeed, the
very characteristics that make biological agents unwieldy and unpredictable as battlefield weapons —
silence, incubation time, and uncontrollability — render them especially effective for terrorist attacks [4].

Four characteristics make BW preferable to nuclear, chemical, or even radiological weapons. First, they
are easily concealed. Small containers and host carriers can carry enough pathogen to infect hundreds, if
not thousands. Second, incubation periods enable silent dispersion and subsequent transmission within
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FIGURE 45.1 Conventional and bioterrorist attacks.

target populations. Initial cases would be almost indistinguishable from naturally occurring phenomena.
Third, BW attacks threaten the very public health personnel necessary for effective detection, containment,
and treatment — especially in high-density metropolitan areas. Those responsible for diagnosing and
containing an agent are most likely to be infected by it. Finally, the longer a BW attack remains undetected,
the more difficult it becomes to prevent continued proliferation. Unlike a static, conventional strike, the
damage caused by a bioterrorist attack can grow geometrically [4] (see Figure 45.1).

Serious vulnerabilities exist. The 2000 TOPOFF exercises in Denver, Colorado, together with simu-
lations run by Dartmouth College in 2001, indicated that BW attacks might threaten vital U.S. security
interests [4]. Properly executed by a competent adversary, such an event could swiftly assume strategic
dimensions. In 1993, for example, the Congressional Office of Technology Assessment (OTA) estimated
that the aerosolized release of one hundred kilograms of anthrax in the Washington, DC area would
produce between 130,000 and 3 million fatalities [5]. Although that analysis does not account for reforms
undertaken during the last decade, it is still worth noting that scale of lethality reported by OTA is
comparable to that from a thermonuclear bomb [5].

These simulations also revealed that existing local, state, and federal capabilities are ill suited for BW.
Time lags in resources allocation and failure to distribute resources effectively within the disaster area
proved highly problematic [6]. Such failings only exacerbate existing vulnerabilities. Swift detection,
containment, and treatment are essential in mitigating both the tactical effects and strategic implications
of a bioterrorist attack. Failure would concede control of the operational tempo to the contagion and
those employing it as a weapon.

45.2 Disaster Management Paradigms

Although these threats are recognized within the U.S. Government, the current structure of the federal
emergency response system remains insufficient. The situation is even more pronounced when one con-
siders existing barriers to coordination between federal authorities and first responders at the state and
local level. Recent studies by the Federation of American Scientists revealed that “physicians. Nurses, emer-
gency medical workers, police and fire officials feel unprepared for a WMD emergency — particularly at
the level of cities and counties” [7]. To address these apparent shortcomings, we must first rethink our
approach to disaster response, as well as the manner in which we train first responders.

The U.S. Government established the National Disaster Management System (NDMS) in 1983. Draw-
ing resources from the Federal Emergency Management Agency (FEMA), as well as the Departments
of Defense (DOD), Health and Human Services (HHS), and Veterans Affairs (VA), the system concen-
trated sophisticated equipment and highly trained personnel in regional Disaster Management Assistance
Teams (DMATs). HHS oversaw medical stockpiles. DOD provided transportation for medical evacuation.
The VA would open regional medical centers, when needed, to mobilize DMAT teams [2] (see Figure 45.2).
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NDMS was a product of the Cold War. Though designed for natural and transportation disasters, the
infrastructure was also intended to support mass casualties evacuated from military operations outside the
Continental United States (OCONUS). Were the Soviet Union to invade western Europe, the United States
could accommodate the anticipated mass of NATO casualties. Unfortunately, NDMS was not designed
with homeland security in mind, much less bioterrorism. In an age where intercontinental thermonuclear
war represented the primary threat to U.S. security, there was little strategic value in responding to an
attack in which most if not all the civilian casualties would be killed.

NDMS’s Cold War roots are evident in three characteristics. First, the role of the federal government is
to supplement state and local emergency response capabilities by providing triage, austere medical care,
and casualty staging. Second, NDMS is an incremental, echelon-based system. The larger the casualty pool,
the more DMATs deployed. Third, the chief mission of first responders is stabilization and evacuation. As
currently configured, DMATSs treat only 10% of all casualties on-scene, transporting the remaining 90%
from the incident site to remote medical facilities operated by the VA and others.

This system is poorly configured for the challenges of catastrophic terrorism. The first problem is doc-
trinal. BW and other CBREN attacks will generally require swift isolation and decontamination. Though
useful in earthquakes and airline disasters, a Cold War doctrine emphasizing swift patient evacuation
could exacerbate crisis conditions. In the case of bioterrorism, delayed onset places greater emphasis
on vaccination and restricted movement. New doctrines must bring the hospital to the patient, rather
than the patient to the hospital (see Figure 45.3).

The second problem is architecture. In the current NDMS system, local first responders often encounter
a disaster with minimal external support. State and federal resources become available only after the
declaration of a state of emergency — a process that can take hours, if not days. The result is often a delayed
operations tempo: by “the time a crisis is detected, the scale of it is appreciated, and federal resources are
put into play, it may be too late” [2]. Staging disaster response may unintentionally cede the initiative
to the adversary, allowing an event to escalate beyond the incident area, or to acquire public resonances
several orders of magnitude greater than the scope of the actual event. Though “federal personnel [might]
deal with the horrendous aftermath, [they] would not be involved in the direct response” [8].

The need for a continuous, integrated response is particularly evident in BW scenarios. At the tactical
level, casualties must be isolated and the incident site contained. All should be treated on-site or screened
before evacuation to remote medical facilities. In many instances, hospitals are likely to be the locus
of pathogen detection, as well as a nexus for further infection. Absent adequate staging of personnel,
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equipment, and supplies, the confluence of treatment facility and incident cite could lead to broader
contamination while compromising a node in the local public health network. Failure to maintain strict
containment regimes will only exacerbate a pathogen’s potential physical, psychological, and political
effects.

Although some doctrinal reforms are underway, the NDMS’s hierarchical architecture and incremental
approach may prove unable to keep pace with anthropomorphic epidemics occurring simultaneously
in multiple population centers. To ensure effective consequence management, U.S. emergency response
paradigms must move beyond echelon-based care to a continuous care system in which “patients are
followed by single or distinct groups or providers throughout the system” [2]. Ultimately, the goal must
be “to have all resources, both system performance and human resources, available immediately wherever
the bioattack is detected” [8].

45.3 Disaster Response Paradigms

A terrorist attack of national scope will inevitably initiate “a multi-agency operation requiring sophistic-
ated (and sometimes chaotic) communications and coordination” [2]. Enhancing interoperability across
function and geographic jurisdictions is now a primary objective for first responders and the federal agen-
cies supporting them. Efforts to improve communications networks and enhance incident Command
and Control (C?) are now underway. Chief among them is the adoption of new NDMS doctrines for cite
isolation and treatment. Also notable is the DOD’s creation of a Northern Command (NORTHCOM),
which plays a leading role in coordination capabilities among relevant federal, state, and local agencies.

Despite these efforts, however, first responder training often falls to a diverse collection of agencies
possessing disparate sources of authority, funding, and information. The Department of Energy (DOE),
for example, oversees training for nuclear and radiological attacks. HHS and the Centers for Disease
Control (CDC) oversee bioterrorism programs. The Departments of Justice (DOJ) and Homeland Security
(DHS) each provide a broad spectrum of grants and training programs for fire, law enforcement, and
emergency medical personnel. The result is an unwieldy and extraordinarily complex bureaucratic web.

Congressional oversight displays similar stovepipes, with 79 committees and subcommittees, all 100
senators, “and at least 412 of the 435 House members” sharing “some degree of responsibility for homeland
security operations” [9]. This broad balkanization presents two major challenges. First, it obstructs
coordination and cooperation, both within the federal government and between Washington and the
states. Second, it contributes to political confusion and policy failure. Absent a broad view of the entire
homeland security apparatus, legislators are likely to respond to parochial interests rather than “develop
a broad overview of homeland security priorities” [9].

Significant challenges also exist at the state and local level. Some 80% of U.S. first responders are
unpaid volunteers [7]. Most training occurs under the auspices of local departments, sometimes either
supported by state or regional academies. As such, the “level of preparedness often varies from jurisdiction
to jurisdiction and from agency to agency” [10]. The result is a patchwork quilt that covers some areas, but
leaves others woefully bare. “Absent better coordination and approaches to the dissemination of training
materials,” warns the Federation of American Scientists, “much of the investment [in Homeland Security]
is likely to be wasted and decades could pass before the need is met” [7].

For a new disaster management paradigm to emerge, we must first identify the objectives sought
and the characteristics necessary to achieve them. The 1998 crash of the high-speed InterCity Express
(ICE) train 884 near Eschede, Germany provides a valuable model. Like the United States, Germany
is a federal republic. Political authority is distributed among federal, state, and local officials. Disaster
management is an interdepartmental endeavor involving numerous agencies with varied capabilities and
legal jurisdictions. There is no centralized hierarchy responsible for emergency planning or response.
Given these similar systems, one might also expect similar outcomes.

The German response to ICE 884 proved otherwise. Emergency personnel responded within 4 min
of the train derailing. Within 8 min, first responders arrived on the scene, declared a disaster and issued
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mutual aid requests to neighboring emergency command centers. Within 15 min, 14 additional emergency
physicians were en route to the incident site via rescue helicopters. Military units cleared landing zones.
Commanders mobilized heavy-duty rescue equipment. The rescue operation took four short hours, during
which time more than 1,800 personnel from various agencies evacuated all of the 108 injured victims.
Only five died in hospital [11] (see Figure 45.4).

What then, are the primary differences between the U.S. and German disaster management paradigms?
The first is organizational. Where the U.S. system is bifurcated and bureaucratized, the Germans employ
an integrated, multifaceted approach drawing on prepositioned assets and previously agreed mutual-aid
covenants. Where the U.S. approach stresses hierarchy, incremental response, and echelon-based care, the
German system favors an immediate, overwhelming response in which all players know their assigned
role and are trained to act in concert. Where the U.S. system stresses specialized skills, the German system
trains first responders to operate in concert with colleagues from various professional and experiential
backgrounds.

The second major difference is operational: namely, the extensive use of Health Information Systems
(HIS). In Germany, each element in the disaster response system shares standardized disaster incident
information. The result is a net-centric C? architecture in which emergency personnel, incident com-
manders, and remote medical facilities can accurately track both the dispatch of resources to the incident
site, as well as anticipate care required following the evacuation of trauma victims. This ability to swiftly
share and coordinate diagnostic, geographic, and logistical information across all of the responding agen-
cies helps create a seamless and highly adaptable disaster response system while simultaneously reducing
confusion and duplication. Incident commanders can command, rather than improvize.

45.4 Medical Informatics and Emergency Response

The use of medical informatics can be as simple as reporting as patient’s condition to physicians en route
to the hospital, or as complex as managing triage in a mass casualty, multiple-incident terrorist attack.
In both instances, first responders collect, categorize, and communicate casualty information to other
personnel in the disaster management system. In the latter scenario, however, the nature and scope of the
events introduces a high degree of complexity and sensitivity, requiring careful management of patients
and resources alike. Both instances use IT to significantly improve the richness and reach of available
information (see Figure 45.5).

As evident in the case of ICE 884, the systematized collection, dissemination, and application of
casualty information is necessary for triage and treatment in any conventional disaster. This is true even
when information density is relatively low, as in a motor vehicle accident. In a major terrorist attack,
however, medical informatics can assume strategic importance. Understanding the nature and location of
the incident, the current condition of the victims, and the likely cause will each be critical prerequisites for
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successful consequence management. Providing that information in the face of significant information
density may require a brute force scaling of current HIS systems, together with significant increases in
telecommunications bandwidth [13]. It will also require significant investments in public health. Existing
care systems must “be enhanced, rather than simply being augmented by DMATs that drop in after an
attack is discovered” [2].

In large-scale, long-duration events, diagnostic information alone will not be sufficient. Also vital is
geographic information regarding the location of casualties and incident sites, together with the position of
both material and personnel. Ideally, a dynamic, integrated HIS system would be combining Global Posi-
tioning System (GPS) and Geographical Information System (GIS) technologies to provide first responders
and incident commanders alike with a seamless data source. Likewise, logistical and environmental data
would prove invaluable in tracking not only casualties, but also the potential spread of a biological,
chemical, or radiological plume beyond the initial incident zone.

From GIS to HIS, effectively integrating and employing medical informatics will involve both hardware
and software issues — issues that must be addressed in establishing interoperability and coordination
across a broad spectrum of probable disaster situations. These new technologies will also require properly
configured “wetware.” To establish a net-centric disaster response domain, emergency personnel must
first know how to use the systems in question, and be able to develop doctrines that codify best practices.
Training, education, and simulation (TES) will each play a critical role in bringing new systems online.

It is axiomatic that highly trained personnel “are an essential element in delivering effective emergency
medical care” [14]. Less obvious is the high degree of variation in training regimes, even within highly
structured and closely regulated professions. In the case of clinical surgical education, for example, quality
is often “quite unpredictable and depends mainly on the instructor and the particular cases to which
the surgeon is exposed during his or her training” [15]. Similar patterns exist in other fields. Prior to
September 11, the National Standard Curricula for Emergency Medical Technicians (EMTs) maintained
by the U.S. Department of Transportation lacked detailed discussion of the resources, strategies, and
techniques necessary in a CBRNE attack. Even in the wake of recent reforms, the complexity of the current
training programs, together with the absence of a central clearinghouse for best practices, provides few
reliable mechanisms for identifying, updating, and communicating response procedures [7]. Despite
widespread recognition, federal initiatives to correct this oversight remain illusive.

The state of civilian emergency training stands in stark contrast with innovative programs in the
military sphere. By 2007, Army medics training under the recently created “Healthcare occupational
specialty will be certified at a civilian emergency medical technician level . . . and have the ability to treat
chemical, biological and nuclear exposed casualties” [7]. Army Reserve and National Guard troops must
meet the same requirements by 2009. While questions remain as to whether these reforms will promote
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the acquisition of true core competency, they could substantially increase the number of qualified EMTs
available in both the civilian and military emergency response systems. This is a critical first step in
mounting an instantaneous, overwhelming disaster response.

45.5 Advanced Technologies

Against this backdrop, the object in any first responder training program “must be to provide a core set of
skills that should be useful to the broad set of people who may become involved in responding to a terrorist
incident...” [7]. The potential cohort is as broad as it is diverse. First responders may be firefighters,
police officers, EMTs and, at least in some instances, even military personnel. Each profession brings
its own preconceptions and procedures to an incident site. Absent agreed frameworks for cooperation,
commanders could find themselves managing those functional and jurisdictional differences in addition
to the disaster itself.

There are three primary challenges in preparing first responders for Homeland Security missions.
The first is establishing a uniform training regimen for personnel that may respond to terrorist strikes.
The second is integrating medical informatics into training and response, so that each element in the
disaster response system possesses the situational awareness necessary to contain events, treat victims, and
minimize unnecessary casualties among emergency response personnel. The third challenge is training
for interoperability, using the U.S. military’s proven doctrine of “train as you fight, fight as you train.”

TES technologies can play a central role in meeting each of these challenges. In recent years, both Fortune
500 Companies and the U.S. Department of Defense adopted Computer-Based Training (CBT), which now
provides the most cost-effective method for standardizing the acquisition of basic cognitive knowledge.
Trainees can develop more advanced skills through interactive videoconferencing and simulations, which
reduce the time necessary for hands-on training and improve the knowledge they 